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Figure 2. (a) Accelerated charge as a function of electron number density in the
density plateau of the cell with the inner length set to 2mm. The threshold in electron
number density is clearly lower when 1% of nitrogen is present in the gas as compared
to pure hydrogen. Furthermore the threshold for trapping is not as sharp as when
pure hydrogen is used. (b) Typical shape of dispersed electron beams of electrons,
and corresponding spectra, accelerated in the gas mixture and in pure hydrogen for
beams containing approximately 40 pC of charge. The electron number densities are
9 · 1018 cm�3 when the gas mixture is used and 13 · 1018 cm�3 when pure hydrogen is
used. The colormap in each image is normalized to its maximum value. The beams of
electrons accelerated in the gas mixture typically have a large divergence and a wide
electron energy spectrum whereas the beams of electrons accelerated in pure hydrogen
typically consists of multiple peaked features.

electron number density of 13 · 1018 cm�3. A typical image of a dispersed electron

beam accelerated under these conditions is shown in Fig. 2(b). These beams typically

contain multiple, peaked, components as self-trapping occurs at multiple locations along

the plasma and the energy and number of the peaks are fluctuating from shot to

shot. However, each of these components has a rather low energy spread (< 10%)

and divergence (<10mrad).

3.2. Studies in short gas cells

The length of the cell is varied in a sequence of shots with the cell filled with the gas

mixture of 1% of nitrogen and the typical spectral shapes are studied. The electron

number density is set to 11 · 1018 cm�3 to operate the accelerator well above the

threshold for ionization-induced trapping. At this density, the power of the laser pulse

exceeds the critical power for self-focusing, P/Pc ⇡ 4. The peak normalized vector

potential is therefore expected to increase rapidly as the laser pulse enters the gas

cell to approximately the value for a matched pulse, containing 585mJ of energy, of

a0 = 3.2 according to the theory by Lu et al. [18]. For this value of the normalized

Localized ionization-induced trapping in density down-ramps 5

0 5 10 15
0

10

20

30

40

50

ne [1018 cm�3]

Q
[p
C
]

H2

H2 + 1%N2

H2

15 mrad

50 75 100 150

H2 + 1%N2

E [MeV]

(a) (b)

50 100 150 200
0

0.5

1

E [MeV]

d
Q
/d

E
[p
C
/M

eV
]

H2

H2 + 1%N2

Figure 2. (a) Accelerated charge as a function of electron number density in the
density plateau of the cell with the inner length set to 2mm. The threshold in electron
number density is clearly lower when 1% of nitrogen is present in the gas as compared
to pure hydrogen. Furthermore the threshold for trapping is not as sharp as when
pure hydrogen is used. (b) Typical shape of dispersed electron beams of electrons,
and corresponding spectra, accelerated in the gas mixture and in pure hydrogen for
beams containing approximately 40 pC of charge. The electron number densities are
9 · 1018 cm�3 when the gas mixture is used and 13 · 1018 cm�3 when pure hydrogen is
used. The colormap in each image is normalized to its maximum value. The beams of
electrons accelerated in the gas mixture typically have a large divergence and a wide
electron energy spectrum whereas the beams of electrons accelerated in pure hydrogen
typically consists of multiple peaked features.

electron number density of 13 · 1018 cm�3. A typical image of a dispersed electron

beam accelerated under these conditions is shown in Fig. 2(b). These beams typically

contain multiple, peaked, components as self-trapping occurs at multiple locations along

the plasma and the energy and number of the peaks are fluctuating from shot to

shot. However, each of these components has a rather low energy spread (< 10%)

and divergence (<10mrad).

3.2. Studies in short gas cells

The length of the cell is varied in a sequence of shots with the cell filled with the gas

mixture of 1% of nitrogen and the typical spectral shapes are studied. The electron

number density is set to 11 · 1018 cm�3 to operate the accelerator well above the

threshold for ionization-induced trapping. At this density, the power of the laser pulse

exceeds the critical power for self-focusing, P/Pc ⇡ 4. The peak normalized vector

potential is therefore expected to increase rapidly as the laser pulse enters the gas

cell to approximately the value for a matched pulse, containing 585mJ of energy, of

a0 = 3.2 according to the theory by Lu et al. [18]. For this value of the normalized

9･1018 cm-3

13･1018 cm-3

Comparison of two typical 
beams with Q ≈ 40 pC

Gas Threshold Spectrum Stability

Mixture H2+1%N2 3･1018 cm-3 Smooth Stable

Pure H2 10･1018 cm-3 Structures Fluctuating

Injection and Trapping of Tunnel-Ionized Electrons into Laser-Produced Wakes

A. Pak,1 K. A. Marsh,1 S. F. Martins,3,2 W. Lu,2 W.B. Mori,2 and C. Joshi1

1Department of Electrical Engineering, UCLA, Los Angeles, California 90095, USA
2Department of Physics and Astronomy, UCLA, Los Angeles, California 90095, USA

3GoLP/Instituto de Plasmas e Fusão Nuclear, Instituto Superior Técnico, Lisbon, Portugal
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A method, which utilizes the large difference in ionization potentials between successive ionization

states of trace atoms, for injecting electrons into a laser-driven wakefield is presented. Here a mixture of

helium and trace amounts of nitrogen gas was used. Electrons from the K shell of nitrogen were tunnel

ionized near the peak of the laser pulse and were injected into and trapped by the wake created by

electrons from majority helium atoms and the L shell of nitrogen. The spectrum of the accelerated

electrons, the threshold intensity at which trapping occurs, the forward transmitted laser spectrum, and the

beam divergence are all consistent with this injection process. The experimental measurements are

supported by theory and 3D OSIRIS simulations.

DOI: 10.1103/PhysRevLett.104.025003 PACS numbers: 52.38.Kd, 41.75.Jv, 52.35.Mw

Acceleration of electrons using laser-driven plasma
wakes is an active area of research. The longitudinal
electric field of such wakes has been used to accelerate
plasma electrons to energies up to 1 GeV in a few centi-
meters [1]. Currently, significant effort is being directed
towards developing new methods of injecting electrons
into a laser wakefield accelerator (LWFA) for improving
the reliability and efficiency of this scheme [2– 6]. Control-
ling the injection process could be used to vary the charge,
divergence, and energy of the accelerated electrons. Recent
work in both electron and laser-driven wakefields has
indicated that in a partially ionized plasma, electrons can
be injected into the wake due to ionization by the electron
or the laser field [7,8]. Here we extend this idea to the
LWFA operating in the self-guided blowout regime, where
the field of the laser is used to control the injection process
into the wakefield. This additional degree of freedom will
permit the trapping of electrons at lower plasma densities,
using lower laser intensities than are currently required for
the self-trapping of plasma electrons that form the wake.
This technique has the potential to generate GeV class
electron beams with low beam divergences and will allow
studies of energy extraction efficiency by beam-loading of
such wakes.

Figure 1 illustrates the principles of the tunneling ion-
ization injection and trapping of electrons into a LWFA
using the code OSIRIS [9]. The wakefield is excited in a
plasma created from a gas or a gas mixture that has
multiple ionization states. Experiments reported here
were carried out in a mixture of helium and trace amounts
of nitrogen gas, although it may be desirable to use other
trace atoms with multiple ionization states depending on
the plasma density and laser conditions that are used. The
leading edge of the ultrashort laser pulse is intense enough
to fully ionize helium atoms and the outer five electrons of
nitrogen. The ponderomotive force of the laser pushes out
these electrons, creating a wake. There is a large difference

between the ionization potential (IP) and thus the ioniza-
tion appearance intensity of the 5th (L-shell) electron that
producesN5þ (IP 98 eV) and the twoK-shell electrons that
produce N6þ and N7þ (IP 552 and 667 eV, respectively).
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FIG. 1 (color online). OSIRIS simulation of the injection of
tunnel-ionized electrons (ne ¼ 7# 1018 cm$3; a0 ¼ 2). As the
laser pulse propagates to the right it ionizes a 9:1 mix of He and
N2 and drives a wake. (a) The envelope of the normalized vector
potential ao of the laser (dashed line) and the ionization state of
nitrogen atoms (solid line) on axis. The superimposed trajecto-
ries (1) and (2) in frame (b) represent simulation electrons
ionized into the wake from the K shell of nitrogen. Electron
(1) is ionized close to the axis and is trapped by the wakefield,
while electron (2), ionized earlier and off axis, slips over the
potential well and is not trapped. The solid line labeled Ez refers
on axis longitudinal electric field of the wake. (c) The normal-
ized wake potential !" on axis, with particular points relevant to
the physics of the trapping mechanism depicted.
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Betatron X-ray source

Several other possibilities to control electron injection have
been investigated: the use of a plasma density downramp
(Bulanov et al., 1998; Suk et al., 2001; Hemker, Hafz, and
Uesaka, 2002; Brantov et al., 2008; Geddes et al., 2008; Faure
et al., 2010), ionization-induced injection (Clayton et al., 2010;
McGuffey et al., 2010; Pak et al., 2010; Pollock et al., 2011), or
magnetically controlled injection (Vieira et al., 2011).

Laser-plasma accelerators have also recently reached the
GeV level, using either external laser guiding (Leemans et al.,
2006; Nakamura et al., 2007) or higher laser power (Hafz
et al., 2008; Froula et al., 2009; Kneip et al., 2009; Clayton
et al., 2010). In the first case, the experiment relied on chan-
neling a few tens of TW-class laser pulses in a gas-filled
capillary discharge waveguide in order to increase the propa-
gation distance, and so the accelerator length, to the centimeter
scale (Leemans et al., 2006; Nakamura et al., 2007;
Rowlands-Rees et al., 2008). In the experiment of Leemans
et al. (2006), electrons have been accelerated up to a GeV.

In order to further improve the quality of electrons from
laser-plasma accelerators, several routes are proposed from
the use of a PW-class laser to multistaged acceleration
schemes (Gordienko and Pukhov, 2005; Lifschitz et al.,
2005; Malka et al., 2006; Lu et al., 2007; Martins et al.,
2010). These foreseen developments are of major importance
for the production of a free-electron laser based on a laser-
plasma accelerator.

IV. PLASMA ACCELERATOR AND PLASMA UNDULATOR:
BETATRON RADIATION

In the bubble acceleration regime, the plasma cavity can
act as a wiggler in addition to being an accelerator, reproduc-
ing on a millimeter scale the principle of a synchrotron to
produce x rays (Kiselev, Pukhov, and Kostyukov, 2004;
Rousse et al., 2004). In this section, we will show a laser-
produced ion cavity drives the electron orbits in such a way
that a short pulse of collimated x-ray radiation is emitted.
Figure 5 represents the principle of the mechanism. As dis-
cussed, the bubble regime is reached when an intense femto-
second laser pulse, propagating in an underdense plasma,
evacuates plasma electrons from the high-intensity regions
and leaves an ion cavity in its wake. In addition to the

longitudinal force, responsible for the acceleration discussed
above, the spherical shape of the ion cavity results in a
transverse electric field producing a restoring force directed
toward the laser pulse propagation axis. Therefore, electrons
trapped and accelerated in the cavity are also transversally
wiggled. The conditions for an efficient production of accel-
erated charged particle radiation, discussed in Sec. II, are
therefore met. A collimated beam of x-ray radiation is emit-
ted by the electron bunch. This radiation, which can be
directly compared to a synchrotron emission in the wiggler
regime, is called betatron radiation.

The betatron radiation from laser-produced plasmas was
simultaneously proposed and demonstrated in 2004 (Kiselev,
Pukhov, and Kostyukov, 2004; Rousse et al., 2004). This
represented a major step forward in the field of plasma
x-ray sources since it was the first method allowing one to
produce bright collimated x-ray (keV) beams from laser-
plasma interactions. Since then, this radiation has been mea-
sured and widely characterized in interaction regimes from
multiterawatt (Ta Phuoc, Burgy, Rousseau, Malka et al.,
2005; Shah et al., 2006; Ta Phuoc et al., 2006, 2007;
Albert et al., 2008; Ta Phuoc, Corde et al., 2008) to petawatt
lasers (Kneip et al., 2008). According to the theory, femto-
second pulses of x rays up to a few tens of keV could be
produced within tens of milliradian beams. In the following
sections, the properties of the betatron mechanism are re-
viewed. Following the approach of Sec. II, the electron orbit
is first calculated using an ideal model and then the features
of the emitted radiation are derived. Simulations based on this
model and a particle in cell (PIC) simulation are presented.
Finally, after a summary of the experimental results, we
conclude with the short term developments foreseen.

A. Electron orbit in an ion cavity

An idealized model of a wakefield in the bubble regime
based on the phenomenological description developed by
Lu, Huang, Zhou, Mori, and Katsouleas (2006), Lu,
Huang, Zhou, Tzoufras et al. (2006), and Lu et al. (2007)
is assumed. The phase velocity of the wake is expressed

as v! ¼ vg " vetch ’ cð1" 3!2
p=2!

2
LÞ, where vg ¼

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1"!2

p=!
2
L

q
is the laser group velocity in the plasma,

vetch ’ c!2
p=!

2
L is the etching velocity due to local pump

depletion (Decker and Mori, 1994, 1995; Decker et al., 1996;

Lu et al., 2007), !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nee

2=m"0
p

is the plasma frequency,

ne the electron density of the plasma, and !L the central
frequency of the laser field. The ion cavity is assumed to be a
sphere of radius rb ¼ ð2=kpÞ

ffiffiffiffiffi
a0

p ðkp ¼ !p=cÞand a cylindri-
cal coordinate system (r, #, z), where r is the distance from
the laser pulse propagation axis is used. The comoving
variable is defined as $ ¼ z" v!t so that ($ ¼ 0, r ¼ 0),
($ ¼ rb, r ¼ 0), and ($ ¼ "rb, r ¼ 0), respectively, corre-
spond to the center, the front, and the back of the cavity. The
electromagnetic fields of the wake are an axial electric field
Ez, a radial electric field Er, and an azimuthal magnetic field
B#. They are given by Ez=E0 ¼ kp$=2, Er=E0 ¼ kpr=4, and
B#=E0 ¼ "kpr=4c, where E0 ¼ m!pc=e is the cold non-

relativistic wave-breaking field (Kostyukov, Pukhov, and

FIG. 5 (color online). Schematic of the betatron mechanism.
When an electron is injected in the ion cavity, it is submitted not
only to the accelerating force, but also to a restoring transverse
force, resulting in its wiggling around the propagation axis. Because
of this motion, the electron radiates x rays whose typical divergence
is # ¼ K=%.
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3.3.2 Spectral features
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Figure 3.6. Normalised syn-
chrotron spectra for di↵erent crit-
ical energies.

4Other definitions of Ec are in use.
This one corresponds to the 3rd
edition of Ref. [78] and is gener-
ally used. In some publications,
an older definition is used which
gives a critical energy that is twice
this.

where ✓ the angle of observation relative to the z-axis. For K ⇠

1, harmonics of the fundamental frequency appear. Finally, for
K � 1, the oscillation amplitude is large and high harmonics
are radiated. The emitted spectrum is broadband, consisting of
unresolved, closely spaced harmonic peaks. The radiation emitted
follows a spectrum described by [66]:
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is the critical energy4 of the spectrum. This simplified description
of the spectrum is referred to as the synchrotron asymptotic limit.
In most cases, we are interested in radiation close to the axis, and
the radiation follows a spectrum described by:

d
2
I

(dEd⌦)✓=0
/ �

2
z0⇠

2
K

2
2/3(⇠/2), (3.19)

where ⇠ = E/Ec. Note that this spectrum is defined solely by Ec.
Figure 3.6 shows such spectra for di↵erent values of Ec. They
are peaked close to the critical energy and are considered to be
synchrotron-like. For an ensemble of electrons it has been shown
that the spectrum is also synchrotron-like [66], as will be discussed
in Section 3.5. This has also been recently confirmed experimen-
tally [80] using a method described in Section 4.3.2.

The parameter K can be varied by varying the oscillation am-
plitude r� . The spectrum varies accordingly, as can be seen in
Fig. 3.7, where Eq. 3.10 was solved numerically for trajectories
corresponding to di↵erent injection radii and no initial transverse
momentum, as a result of which, r� = r0. In (a), K=0.4 and
only the fundamental is observed. For K=1.3, harmonics of the
fundamental appear, as can be seen in Fig. 3.7 (b). In Fig. 3.7
(c) K=4.2, and the spectrum is broad. The energy of the emitted
x-rays increases for larger values of K. In (b) and (c) synchrotron
spectra with critical energies of 0.16 keV and 0.5 keV, respectively,
can be fitted (black line). Note that these calculations were per-
formed for the radiation emitted on-axis. The o↵-axis radiation
spectrum will be di↵erent. In the wiggler regime, the o↵-axis
spectrum is not very di↵erent from the on-axis spectrum, and it
remains broadband. In the undulator regime, the position of the
peaks will vary as the fundamental is a strong function of ✓, as can
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X-ray polarization

MATERIALS AND METHODS
The experiment has been performed at the Laboratoire d’Optique
Appliquée using the Salle Jaune system, a Ti:Sapphire laser operating
at a 1 Hz repetition rate with a central wavelength λ0 of 813 nm. The
laser delivers 1.2 J pulses at 28 fs Full width at half maximum
(FWHM) duration. As depicted in the experimental setup
(Supplementary Fig. S1), the laser beam is focused using an f/10 off-
axis parabolic mirror. The laser distribution in the focal plane is close
to Gaussian, with a waist w0 of 18 μm FWHM. This produces
vacuum-focused intensities IL of the order of 3.5× 1018 W cm− 2, for
which the corresponding normalized vector potential a0 is 1.3. The
laser is initially polarized in the horizontal direction, but the
polarization axis can be rotated using a λ/2 waveplate.
The plasma target is formed using a 3-mm diameter supersonic gas

jet, which is placed in the focal plane of the laser beam. The electron
plasma density for each shot is obtained by measuring the phase shift
of a probe beam in a Nomarski-type interferometer. The results in this
study are obtained using a mixture of helium (99%) and nitrogen
(1%) and are compared to the results of acceleration in pure helium as
a reference for self-injection. These reference data for pure helium are
obtained at a density of ne= 1.5× 1019 cm− 3. In contrast, no self-
injection is observed at ne= 1.0× 1019 cm− 3; thus, the results obtained
with the mixed gas at this density are attributed to ionization-induced
injection.
Electron beams are characterized using a magnet spectrometer,

consisting of a 10-cm-long dipole magnet (1.1 T field strength), which
deflects electrons onto a phosphor screen. The spectrometer covers
energies from 80 to 400 MeV and also measures the beam divergence
in the vertical direction. Scintillation light is imaged onto a 16-bit

CCD camera, and the beam charge is deduced using the absolute
calibration from Glinec et al24.
During the experiment, two different types of X-ray detectors are

used. A gallium(III) oxide phosphor screen, fiber-coupled to a low-
noise, 16-bit, 4-megapixel CCD camera (Princeton Quad-RO, Prince-
ton instruments Inc., Trenton, NJ, USA), is used for beam profile and
pointing measurements. The scintillator is protected by a 300-μm-
thick beryllium filter. Placed 70 cm away from the source, the field of
view is ~ 71× 71 mrad2. The spectrum is obtained via single photon
counting. For this, a direct-detection X-ray camera (Princeton Pixis,
Princeton instruments Inc.) is placed on the laser axis at a distance of
9 m from the source. Taking the quantum efficiency and filters into
account, the detector is sensitive from 4 to 14 keV. A 50-μm-thick
Mylar filter is kept in front of both cameras. For polarization
measurements, the X-ray beam is collimated using a polycapillary
lens (f= 300 mm) and sent onto an ADP (101) crystal. The reflected
X-rays are sent toward the X-ray camera. The crystal reflectivity is
maximal at 1.65 keV, corresponding to the Bragg energy.
Numerical modeling of the laser–plasma interaction is done using

the fully electromagnetic three-dimensional Particle-In-Cell (PIC)
code CALDER-CIRC25. It uses cylindrical coordinates (r, x) with
Fourier decomposition along the poloidal direction for the discretiza-
tion of the Vlasov–Maxwell equations. Supplementary to this, test
particle simulations are used to interactively model the electron beam
evolution in a spherical plasma cavity. Starting from the established
analytical expressions for the fields inside a cavity, the code solves the
equations of motion using a Runge–Kutta algorithm. For both PIC
and test particle simulations, the calculated electron trajectories r(t)
and momenta p(t) are used to calculate the radiation emission via the
Liénard–Wiechert potentials. The total emitted intensity is obtained by
taking the scalar product of the vector integral in the general
expression of the radiation emitted by a moving charge in the
polarization direction26.

RESULTS AND DISCUSSION
Experimental results
The accelerator is operated using the gas mixture, with an electron
density of ne= 1.0× 1019 cm− 3, and electron beams with an average
charge of 40 pC are observed. As usual for ionization-induced
trapping, electrons are continuously injected, and the resulting
electron energy spectrum is broadband, with a cut-off energy of
~ 250 MeV (Supplementary Fig. S2).
The betatron signal from these electron beams is significantly

different from the X-rays produced by the self-injected electron
beams. Figure 2a shows the angular X-ray beam profile of four
consecutive shots in pure helium (at ne= 1.5 × 1019 cm − 3) and in
the gas mixture (at ne= 1.0 × 1019 cm − 3). In pure helium, the
X-ray beam spot presents complex structures, which vary from
one shot to another in an uncontrolled way. These fluctuations of
the spot shape are accompanied by significant variations of both
the flux and spectrum of the radiation. Over a sample of 20 shots,
the integrated signal within a radius of 5 mrad varies by 24%. In
contrast, using the gas mixture, the beam stability is significantly
improved, and fluctuations are reduced to 12%. Furthermore, the
betatron emission is highly stable with respect to shape and
position. As an illustration, Figure 2b represents the centroid
position of 50 consecutive shots and the sum of the 50 angular
beam profiles, which is almost indistinguishable from the indivi-
dual shots shown in Figure 2a. The beam consistently has the
same elliptical profile, with a larger mean divergence along the
laser polarization axis (Θ|| = 33± 1 mrad) than in the
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Figure 2 X-ray profiles for different gas compositions. (a) Angular profile
of the X-ray beam for four consecutive shots in pure helium and in the
gas mixture (He+1% N2). The color scale is the same for all images.
(b) Integrated signal with the same area as in a for 50 consecutive shots in
the mixed gas. Each green dot represents the centroid position for a single
shot of the series. The standard deviation is 1 mrad, which corresponds to
~10% of the beam FWHM divergence. The FWHM divergences are 33 and
12 mrad along the two axes of the ellipse.
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perpendicular direction (Θ⊥= 12± 1 mrad). The beam pointing
(characterized by the standard deviation of the centroid position)
varies within 1 mrad, which is ~ 10% of the beam divergence
along the minor axis. The stability of the radiation spectrum is
studied via single photon counting. Because the radiation spec-
trum is synchrotron-like27, a synchrotron spectrum is fitted to the
experimental data for each shot (cf. Figure 3a). As shown in
Figure 3b, the spectrum is very reproducible, with a critical
energy Ec= 6.7± 0.5 keV (determined over 60 consecutive shots).
In the reference case with pure helium, the critical energy is
generally lower (Ec= 6.5 keV), and the standard deviation is twice
as large.
To verify that the orientation of the beam ellipse is correlated

with the laser, the laser polarization axis is rotated. For both self-
injection and ionization-induced injection, the average beam
charge and energy are only weakly affected by this change. In the
case of self-injection, the beam divergence is independent as well.
However, for the electron beams resulting from ionization-induced
injection, a larger divergence is measured along the laser polariza-
tion axis (Θ|| = 16 mrad FWHM), whereas the divergence is mini-
mal in the perpendicular direction (Θ⊥= 4 mrad FWHM). Like the
electron beam, the X-ray beam profiles turn as well. As shown in
Figure 4a–4d, the X-ray beam profiles maintain their elliptical
shape, but the major ellipse axis rotates and is always aligned along
the laser polarization axis.
The measurements indicate that electrons oscillate preferentially

along the polarization axis of the laser; thus, the X-ray beam should
also be partially polarized along this direction. To confirm this, the
X-ray beam is sent to a polarization analyzer consisting of an ADP
crystal at the Brewster angle, which reflects the beam onto an X-ray
camera. Ideally, this reflection only consists of the perpendicular
s-polarized component. As expected, the signal reaches its peak once
the laser is s-polarized. When the laser polarization axis is rotated such

that the laser is p-polarized, the reflected signal is minimal (cf.
Figure 4e). The ratio of both values (2.9± 0.8 for s-polarization;
1.0± 0.3 for p-polarization) is used to calculate a polarization ratio Xp,
which is defined as the percentage of intensity radiated along the laser
polarization axis with respect to the total emitted intensity in both
polarizations. With Xp= 75± 15%, the measurement shows that the
radiation is indeed preferentially polarized along the laser
polarization axis.

Numerical results and discussion
Electron beams produced by ionization-induced injection appear to
be much less sensitive to laser intensity variations than those
resulting from transverse injection, leading, in the former case, to
the stable emission of X-rays. For deeper insight into the under-
lying physics, this phenomenon is investigated using PIC simula-
tions. As initial conditions of the simulation, the experimentally
measured focal spot is modeled using the modes m= 0–5. The laser
pulse duration is 30 fs, the laser peak intensity a0= 2.0, and the
numerical resolutions in the longitudinal and transverse directions
are chosen to be ∆x= 0.2 k0 − 1 and ∆r= 1.5 k0 − 1, respectively.
According to the conditions in the experiment, the simulations
with pure helium are performed at a plasma density
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perpendicular direction (Θ⊥= 12± 1 mrad). The beam pointing
(characterized by the standard deviation of the centroid position)
varies within 1 mrad, which is ~ 10% of the beam divergence
along the minor axis. The stability of the radiation spectrum is
studied via single photon counting. Because the radiation spec-
trum is synchrotron-like27, a synchrotron spectrum is fitted to the
experimental data for each shot (cf. Figure 3a). As shown in
Figure 3b, the spectrum is very reproducible, with a critical
energy Ec= 6.7± 0.5 keV (determined over 60 consecutive shots).
In the reference case with pure helium, the critical energy is
generally lower (Ec= 6.5 keV), and the standard deviation is twice
as large.
To verify that the orientation of the beam ellipse is correlated

with the laser, the laser polarization axis is rotated. For both self-
injection and ionization-induced injection, the average beam
charge and energy are only weakly affected by this change. In the
case of self-injection, the beam divergence is independent as well.
However, for the electron beams resulting from ionization-induced
injection, a larger divergence is measured along the laser polariza-
tion axis (Θ|| = 16 mrad FWHM), whereas the divergence is mini-
mal in the perpendicular direction (Θ⊥= 4 mrad FWHM). Like the
electron beam, the X-ray beam profiles turn as well. As shown in
Figure 4a–4d, the X-ray beam profiles maintain their elliptical
shape, but the major ellipse axis rotates and is always aligned along
the laser polarization axis.
The measurements indicate that electrons oscillate preferentially

along the polarization axis of the laser; thus, the X-ray beam should
also be partially polarized along this direction. To confirm this, the
X-ray beam is sent to a polarization analyzer consisting of an ADP
crystal at the Brewster angle, which reflects the beam onto an X-ray
camera. Ideally, this reflection only consists of the perpendicular
s-polarized component. As expected, the signal reaches its peak once
the laser is s-polarized. When the laser polarization axis is rotated such

that the laser is p-polarized, the reflected signal is minimal (cf.
Figure 4e). The ratio of both values (2.9± 0.8 for s-polarization;
1.0± 0.3 for p-polarization) is used to calculate a polarization ratio Xp,
which is defined as the percentage of intensity radiated along the laser
polarization axis with respect to the total emitted intensity in both
polarizations. With Xp= 75± 15%, the measurement shows that the
radiation is indeed preferentially polarized along the laser
polarization axis.

Numerical results and discussion
Electron beams produced by ionization-induced injection appear to
be much less sensitive to laser intensity variations than those
resulting from transverse injection, leading, in the former case, to
the stable emission of X-rays. For deeper insight into the under-
lying physics, this phenomenon is investigated using PIC simula-
tions. As initial conditions of the simulation, the experimentally
measured focal spot is modeled using the modes m= 0–5. The laser
pulse duration is 30 fs, the laser peak intensity a0= 2.0, and the
numerical resolutions in the longitudinal and transverse directions
are chosen to be ∆x= 0.2 k0 − 1 and ∆r= 1.5 k0 − 1, respectively.
According to the conditions in the experiment, the simulations
with pure helium are performed at a plasma density
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Stable, elliptical X-ray beams with ionization injection

Elliptical X-ray beams rotate with laser polarization

-> X-rays are preferentially polarized along laser polarization 

A Döpp et al, Light: Science and Application 6, e17086 (2017)

SPD Mangles et al, Phys Rev Lett 96, 215001 (2006)

the interaction of the electrons with the laser electric field.
When the pulse length is made shorter than the plasma
wavelength the degree of ellipticity decreases, confirming
that this effect is indeed due the interaction with the laser
pulse.

The experiments were performed with the 10 Hz multi-
THz femtosecond laser at the Lund Laser Centre, a
Ti:sapphire system delivering 35 fs pulses of up to
35 TW at a central wavelength of 800 nm. The laser pulses
are focused onto the edge of a supersonic gas jet using an
f=10 off-axis parabolic mirror. The experimental setup is
shown in Fig. 1. The gas jet is capable of producing
electron densities in the range !0:5–5" # 1010 cm$ 3.
Measurements of the electron energy distribution were
performed using a magnetic spectrometer with a scintillat-
ing screen (Kodak Lanex) and CCD imaging system as the
detector. These show the production of narrow energy
spread electron beams over a range of densities with en-
ergies up to 200 MeV and energy spreads of a few percent.
An example electron spectrum is shown in Fig. 2 taken at a
plasma density of ne % 2 # 1019 cm$ 3.

A separate Lanex screen could be inserted into the path
of the electron beam to allow the electron beam profile to
be measured. The screen was 320 & 10 mm from the laser
focus. A 12 mm layer of aluminum is placed in front of this
screen so that the beam profile was due to electrons with
energies above ' 7 MeV. Scattering through the alumi-
num plate for the high-energy electron beam contributes to
less than 5% of the beam size for electron energies greater
than 70 MeV (corresponding to the majority of the electron
signal above 7 MeV). The scintillator screen emits light
through 2! sr and can therefore be viewed from a range of
angles. By placing the screen at 45( to the beam propaga-
tion direction and imaging the screen from a viewing angle
of 90( we could observe the electron beam profile without
any projection error and without the need to place mirrors
or detectors into the electron beam path behind the screen.

A zero order mica "=2 plate was placed in the unfocused
laser beam to allow the plane of polarization to be contin-
uously rotated, allowing any effects of the laser polariza-
tion on the beam profile to be investigated. The plasma
density in the gas jet was obtained from forward Raman
scattering measurements. These were performed by detun-

ing the grating compressor resulting in a significantly
longer laser pulse (c#) "p) than that used in the electron
acceleration experiments as the growth rate of forward
Raman scattering is too small in the regime where c# ’
"p [9].

The first set of results presented were obtained with a
pulse duration of 68 fs and a plasma density of 2:2 #
1019 cm$ 3, i.e., with c# ’ 3"p. The beam profile of the
electron beam (E> 7 MeV) was measured as described
above for various polarization angles. Figure 3 shows some
typical beam profiles. The profiles are clearly elliptical and
the axis of the ellipse is directly correlated with the polar-
ization of the laser.

To quantify the electron beam ellipticity an ellipse is
fitted to the half-maximum contour of the profile, hence the
eccentricity of the ellipse $ %

!!!!!!!!!!!!!!!!!!!!!!!!!
!1 $ b2=a2"

p
, where a and

b are the major and minor axes of the ellipse, can be
calculated for each profile. Figure 4 shows how the tilt
angle of the ellipse varied with the laser polarization. A
direct correlation is revealed by a least-square fit to the
data, indicating a gradient close to unity of 1:09 & 0:06 and
a correlation coefficient of R2 % 0:77. The error bars rep-
resent our estimate of a systematic error in the laser polar-
ization angle after insertion of the wave plate. The fluc-
tuations in the beam profile tilt are probably due to shot-to-
shot fluctuations in the experimental parameters, the main
sources of fluctuation include the laser energy, pulse dura-
tion, focal spot, and plasma profile. The fact that the

FIG. 1 (color online). Schematic of the experimental setup
shown from above.
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FIG. 2. Example electron spectrum taken at a plasma density
of ne % 2 # 1019 cm$ 3 with laser parameters of # % 35 fs, E %
600 mJ.

FIG. 3 (color online). Representative data showing the varia-
tion of electron beam profile with laser polarization at ne %
2:2 # 1019 cm$ 3 with a pulse duration of 68 fs. The black line
indicates the laser polarization angle & 5(. (a) $ 20(, (b) 10(,
(c) 30(, and (d) 50(.
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X-ray spectrum
Critical energy: 2-3 keV

Peak flux: 1-2�1011 ph/sr

Divergence: 30 × 40 mrad

~4�108 photons in FWHM

K Svendsen et al, Optics Express 26, 33930 (2018)



X-ray source size3.3.3 X-ray spatial profile and source size
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Figure 3.15. (a) Set of tungsten
crosses used for the source size
measurement. (b) Betatron
x-ray image of the crosses after
a magnification of
approximately 42. (c-d) (Black)
integrated signal along
respectively the horizontal and
vertical directions, and (colour)
comparison with calculated
di↵raction patterns for di↵erent
source sizes D.

the source divergence. The black lines in Figure 3.14(b) and (c)
show the intensity integrated in the non-filtered area behind
the Ross filters image shown in (a). The data is fitted to a
Gaussian function, shown with the dashed orange curve, from
which the FWHM diameter is obtained. Knowing the geometry
of the set up, it is possible to estimate the FWHM divergence
of the x-ray beam. In the example shown in Figure 3.14, the
x-ray divergence was estimated to 63⇥ 49 mrad⇥mrad.

Furthermore, in order to characterize the spatial coherence
and brightness of the x-ray radiation, it is necessary to deter-
minate the size of the source [67–69]. The betatron source size
can be estimated by imaging an object or obstacle backlit with
the betatron x-rays. Figure 3.15(a) shows the image of an ar-
ray of crosses made by 50 µm diameter tungsten wires, with
a transmission of less than 0.05 for photon energies below 25
keV, used for the source size characterization. As the object is
practically opaque to the x-ray beam, it produces a shadow in
the detector. Figure 3.15(b) shows the x-ray image produced
by one of the tungsten crosses shown in (a), placed x1 = 44
mm away from the source, and registered in the Andor iKon-L
detector placed x2 = 1.8 m after the wire. As a first approx-
imation, for the shadow to be sharp the x-ray source size is
necessarily smaller than the object.

A more accurate estimation of the size is possible by look-
ing at the di↵raction features at the edges of the shadow, which
can be fitted to a di↵raction description of the x-ray propaga-
tion. Assuming monochromatic x-rays with a low divergence,
and considering that the longitudinal distances are much larger
than the transverse ones, the x-ray normalized intensity after
an obstacle along the axis y, for a point source, can be written
as [70]

I(yd) =
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where � = hc/Eph is the wavelength of the monochro-
matic source, xt = x1 + x2 is the source-detector distance,
q(y) is a function describing the obstacle, and y and yd are
the coordinates of the obstacle and detector planes respec-
tively. To consider the synchrotron-like spectral distribution
of the betatron radiation, the intensity must be averaged as
Iw(yd) =

R
d�(A�)I(yd), where A� is the normalized weight

coe�cient that can be obtained from Equation (2.27). Fi-
nally, a finite transverse size is considered as a distribution
of point sources, usually assuming a Gaussian shape B(ys) =
exp (�4 ln (2)y2s/D

2), where ys is the coordinate in the source
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Figure 3.15. (a) Set of tungsten
crosses used for the source size
measurement. (b) Betatron
x-ray image of the crosses after
a magnification of
approximately 42. (c-d) (Black)
integrated signal along
respectively the horizontal and
vertical directions, and (colour)
comparison with calculated
di↵raction patterns for di↵erent
source sizes D.

the source divergence. The black lines in Figure 3.14(b) and (c)
show the intensity integrated in the non-filtered area behind
the Ross filters image shown in (a). The data is fitted to a
Gaussian function, shown with the dashed orange curve, from
which the FWHM diameter is obtained. Knowing the geometry
of the set up, it is possible to estimate the FWHM divergence
of the x-ray beam. In the example shown in Figure 3.14, the
x-ray divergence was estimated to 63⇥ 49 mrad⇥mrad.

Furthermore, in order to characterize the spatial coherence
and brightness of the x-ray radiation, it is necessary to deter-
minate the size of the source [67–69]. The betatron source size
can be estimated by imaging an object or obstacle backlit with
the betatron x-rays. Figure 3.15(a) shows the image of an ar-
ray of crosses made by 50 µm diameter tungsten wires, with
a transmission of less than 0.05 for photon energies below 25
keV, used for the source size characterization. As the object is
practically opaque to the x-ray beam, it produces a shadow in
the detector. Figure 3.15(b) shows the x-ray image produced
by one of the tungsten crosses shown in (a), placed x1 = 44
mm away from the source, and registered in the Andor iKon-L
detector placed x2 = 1.8 m after the wire. As a first approx-
imation, for the shadow to be sharp the x-ray source size is
necessarily smaller than the object.

A more accurate estimation of the size is possible by look-
ing at the di↵raction features at the edges of the shadow, which
can be fitted to a di↵raction description of the x-ray propaga-
tion. Assuming monochromatic x-rays with a low divergence,
and considering that the longitudinal distances are much larger
than the transverse ones, the x-ray normalized intensity after
an obstacle along the axis y, for a point source, can be written
as [70]

I(yd) =
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where � = hc/Eph is the wavelength of the monochro-
matic source, xt = x1 + x2 is the source-detector distance,
q(y) is a function describing the obstacle, and y and yd are
the coordinates of the obstacle and detector planes respec-
tively. To consider the synchrotron-like spectral distribution
of the betatron radiation, the intensity must be averaged as
Iw(yd) =

R
d�(A�)I(yd), where A� is the normalized weight

coe�cient that can be obtained from Equation (2.27). Fi-
nally, a finite transverse size is considered as a distribution
of point sources, usually assuming a Gaussian shape B(ys) =
exp (�4 ln (2)y2s/D

2), where ys is the coordinate in the source
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Fig. 3. (a) Critical energy and X-ray photon yield obtained from the Ross filter measurements.
Maximal photon yield is obtained at a backing pressure of 230 mbar, corresponding to an
electron number density of 1 ⇥ 1019 cm�3. At this pressure, a critical energy of 2.4 keV is
obtained. The X-ray beam divergence (blue lines) is stable but starts to grow as the pressure
reaches over 400mbar. Error bars represent the standard deviation within the average of 10
X-ray pulses. The large error bars at 200 and 260 mbar is due to the poor Gaussian fitting as
the peak lies outside the detector. The backing pressure used during the tomographic scan
was 220 � 260mbar, resulting in a peak photon yield of approximately 1.9 ⇥ 1011 ph/sr, a
divergence of 48⇥ 67 mrad in the vertical and horizontal direction respectively and a critical
energy of 2.4keV. A knife edge measurement of the source size, using a 25 µm tungsten wire
is shown in (b). The obtained data (dots in b)) was compared to simulated values (shown as
a shadow), resulting in a vertical source size of 2.6 ± 0.2 µm and a horizontal source size of
3.6 ± 0.2 µm

To determine optimal r1 and r2 that results in the best SNR for PCI, the findings by Ya. I.
Nesterets et al. [5] were implemented. The procedure maximizes SNR with respect to the
optimal magnification for a symmetrical Gaussian feature of a homogeneous object, wavelength,
source size and detector resolution. For a source size of 2.6 µm, pixel size of 13.5 µm and a
magnification that yields the best detector resolution results in r1 = 0.6 m and r2 = 1.7 m. This
was further investigated by performing Fresnel-Kircho� di�raction simulations and analyzing
the contrast using di�erent distances. The simulations gave better SNR with a magnification
larger than what was obtained via the optimization procedure developed by Nesteres et al. As
such, in combination with the limited space inside the experimental chamber, a smaller r1 was
used, and the final distances were r1 = 0.3 m and r2 = 1.8 m.

The detected image, I0, is normally processed before any further calculations by subtracting
a dark field image Id and normalizing to a flat field image as I = (I0 � Id)/(Ig � Id). This
flat and dark field correction constitutes an issue as the flat field changes from shot-to-shot, is
non-uniform, and it is not possible to simultaneously acquire a flat field and a corresponding
sample image. By taking the average pixel value at several positions in the image and generating
an cubical interpolated mesh, Ig, one obtains an approximated image background gradient, which
results in a more representative image.

All single-shot phase retrieval algorithms make some assumption on absorption and A. Burvall
et al gives a good overview on these [35]. The soft X-ray spectrum is subject to some absorption
in the sample which limits the choice to Paganins single-material algorithm [36], since it does
not require absorption close to zero. Instead, one assumes the absorption to be proportional to

25 µm tungsten wires

Wire shadow on CCD

Source size
Vertical: 2.6 µm
Horizontal: 3.6 µm

K Svendsen et al, Optics Express 26, 33930 (2018)



Phase-contrast tomography
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Fig. 6: A volume rendering of the fly, performed in 3D Slicer.
The upper part of the fly is shown in a), while b) shows the
tarsus (leg) with two claws at the end. A section of the head
is shown in c) where it can be seen to hollow at places.

B. Phase retrieval and tomography
Applying the procedure for background correction described

in section II.D and calculating the projected thickness using
equation 4 on a sample of known thickness, the 100 µm
thick fishing line, showed good agreement. Figure 4 shows
the projected thickness of this fishing line. This thickness
varied some along the line but this is believed to be due to
the manufacturing process, possible even the process of tying
the knot, which may have deformed the wire some.

Figure 5 shows a PCI of the fly sample, along with
tomographic images (a-c), location of the cross-section is
indicated by a red dashed line. These were reconstructed by
averaging and aligning 5 shots over 180 angles, calculating
the projected thickness using Paganin’s algorithm, equation 4,
and performing the inverse Radon transform. Finally, a volume
rendering was created using the free open-source software 3D
slicer, shown in figure 6.

IV.DISCUSSION

The source size measurement showed an asymmetrical
source which was expected. The size is larger in the direction
of the polarization of the laser pulse, this has previously been
observed and is caused by the accelerating electrons interacting
with the tail of the laser pulse. The effect is reported to
decrease as the laser pulse is made shorter [16], thus, a shorter
pulse would be preferable to decrease the source size, assuming
the photon flux does not decrease.

The tomographic reconstruction could be improved as paral-
lel beam geometry was assumed. This was not the case as the
beam is divergent (estimated to a few mrad). This would result
in a rhombus distortion in the sinogram, introducing some error
in the reconstruction if not taken into account. The beam’s
divergence is still relatively small, hence the error will not be
significant, but the reconstruction would still be improved if
assuming a fan beam geometry.

It would be preferable to remove one of the beryllium win-
dows to increase the x-ray flux at the CCD, further improving

Fig. 7: Same volume rendering as figure 6, with a region of
interest only covering the head, presented in a larger scale.
Small bumbs are visible at the lower part of the neck, which
may be follicles, indicated by the red arrow. The profile of the
follicles are shown as an inset, indicating a hight of close to
10 µm and a width of approximately 30 µm.

the contrast. This is of greater importance in this case as the x-
ray energy is rather low, 500 µ of beryllium has a transmittance
of approximately 20 % for x-rays at 2.5 keV. The optimal
situation would be to have no window at all but this will leave
the chip exposed, which may prove too be a risk.

The final 3D volume rendering, figure 6, resolves details on
the 10 µm scale such as the follicles. Having smaller samples
would be possible but one might have to focus the x-rays to
increase the x-ray flux at the sample to limit the number of
shots required for a satisfactory image.

This technique is intriguing since it allows x-ray imaging
of small objects that generally have low absorption, along
with the possibility to fully 3D render the object. Adding
to this the short pulse duration of a LWFA which is on
the order of femtoseconds which would allow for temporally
resolved experiments. Systems exhibiting dynamics on this
timescale (such as chemical reactions or molecular vibrations)
are usually very small however, further stressing the need to
focus the x-ray beam.

It is clearly possible to use soft x-rays to do PB-PCI and
could even be advantageous as this increases the lateral spatial
coherence, which improves resolution, and it improves the
contrast. Comparing the final results in figure 6 to other works,
such as [7], hints at a better resolution in this paper. This is
a cautious proclamation as this might be due to the different
methods in 3D volume rendering and this setup also has close
to twice the magnification.

SNR could be further improved by introducing additional
filters and/or increasing the number of shots averaged. An
increase in the laser and gas injection repetition rate would
facilitate this. The calculated thickness depends strongly on
the ability to detect diffraction fringes, making the detector
resolution a crucial aspect of the setup [2]. To further improve,
a detector with larger pixel density would be mandatory.

~10 µm structures can be resolved in tomogram

K Svendsen et al, Optics Express 26, 33930 (2018)

Single-shot phase-contrast image
~3 µm structures can be resolved

Kristoffer
Svendsen



Fuel injection sprays

Approach X-ray imaging (for mass flow)
2-photon light sheet LIF (for atomization)

Understanding the breakup and atomization of fuel 
sprays is essential for improving engine efficiencies.

Challenges Fast dynamics (ns to µs)
Highly scattering media
Multiple jets in the same spray

Diego Guenot



Simultaneous flourescence and X-ray imaging

D Guenot et al, submitted



Outline

X-ray generation and imaging applications

Acceleration and X-rays by intersecting wakefields



Multi-beam laser wakefield acceleration



Braided Light
Mutual attraction of laser beams in a plasmas because of a 
mutual coupling from relativistic mass corrections 

t = 180/ωp t = 360/ωp t = 540/ωp

C. Ren et al., Phys. Rev. Lett. 10, 2124 (2000) 



Intersecting wakefields

possible means for increasing the wakefield current. Yang
et al.29 deviated from the limitation of co-propagation and
presented PIC simulations for two different angles (5.2! and
8.6!) of collision between the wakefields for the purpose of
evaluating the effects of the angle on charge loading and
energy spread. The head-on collision between wakefields
was considered by Deng et al.,30 using PIC simulations to
investigate the wakefield front dynamics and the ensuing
electron oscillations. The PIC simulations indicate that the
collision results in chaotic electron motion and a transverse
escape of electrons from the bubble region. These references
show that there are features of interacting wakefields that
can make both a quantitative as and a qualitative difference
for the system, as compared to single pulse wakefields.
However, a systematic view is lacking and therefore also a
possibility to use different features of colliding wakefields
for possible applications. One such feature is creating a tun-
able and compact soft X-ray source from such collisions.

In this paper, we do a full parameter scan of collisional
angles between wakefields (see Fig. 1), in order to control and
optimise the electron dynamics for radiation generation. We
investigate the corresponding radiative emissions, using both
numerical analysis and analytical estimates. There are two
mechanisms that can cause the emitted synchrotron radiation.
For larger angles, it is mainly the interaction between the elec-
tron bunch of one wakefield with the laser pulse of the other.
For small angle collisions, the regions of electron cavitation
behind the laser pulses merge and form a joint large region.
The accelerated electrons start to oscillate around the center
of this region, which triggers their synchrotron emission.

GOVERNING THEORY

We consider the nonlinear regime of LWFA where the
laser pulse is of sufficient power to create a region void of
electrons. In this “blowout,”31 or “bubble,”32 regime, the
laser pulse in the front is followed by a bubble-shaped region
of non-compensated background ions, with a bunch of elec-
trons accelerated by the charge separation in the rear part of
the bubble. Colliding two of these fields at angle h gives rise
to radiation (see Fig. 1). The lateral acceleration giving rise
to the radiation can be either due to the laser field or the
plasma field. In order for the laser-acceleration regime to be

prominent, the electron bunch should pass through the center
of the laser pulse, preferably in a head on collision as the effect
of the fields is suppressed for the case of co-propagation. This
naturally arises for large angle collisions. For the plasma-
acceleration to be efficient, the interaction time must be long
enough, which is the case for small angle collisions.

Below, we estimate the typical spectra of the radiation
in different regimes, by estimating the effective magnetic
field Heff experienced by the electron bunch. From the exper-
imental setup, we have the maximum field strength of the
pulse given by the dimensionless parameter a0 (relativistic
amplitude), and the typical energy of the electrons is given
by their Lorentz factor c. The typical frequency of the emit-
ted radiation can then be estimated by33

xc ¼
3eHeff

2mc
c2: (1)

TRANSVERSE FIELD STRUCTURE

For the case of two counter-propagating laser pulses, the
electron bunch passes through the center of the laser pulse,
maximizing the energy and frequency of the radiation. We
consider two factors that affect the frequency of the radiation
for a collision with an angle h: (a) how the electric and mag-
netic fields contribute to Heff and (b) how the distance
between the bunch and the pulse center reduces Heff .

For (a), we consider the collision between the upper
pulse and the lower bunch as seen in Fig. 2. The fields
are given by E ¼ Aŷ and B ¼ A½sin ðh=2Þx̂ þ cos ðh=2Þẑ ',
where A is the amplitude of the fields, and the velocity of
the electrons in the opposite bunch is v ( c½cos ðh=2Þx̂
þ sin ðh=2Þẑ '. Considering the effective magnetic field due
to the two terms in the Lorentz force, we get F ¼ qAŷð1
) cos hÞ.

For (b), we estimate the electron bunch as located
* kp=2 behind the laser pulse, where kp is the plasma wave-
length. The minimum distance between the bunch and the
center of the colliding pulse is then given by Lmin ¼ cos ðh=
2Þkp=2, and for a Gaussian shaped pulse of duration * kp=c
(FWHM for intensity), the maximal effective magnetic field
experienced by an electron in the bunch is

Hlaser ¼ Að1 ) cos hÞ exp ) cos2ðh=2Þ
! "

; (2)

where A is the pulse’s peak amplitude.

FIG. 1. Schematic representation of the collision between two wakefields by
an angle h. For small angle collisions (h < 10!), the electron bunches will
experience nonlinear oscillations in the merged bubble structure; here, indi-
cated by the two directions in green.

FIG. 2. Illustration of the geometry for the collision between the bunch and
the laser pulse.
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Intersecting wakefields

LONGITUDINAL FIELD STRUCTURE

For small angle collisions, the radiation is emitted due
to the interaction between the electron bunches and the
plasma fields. The interaction starts when the two bubbles
overlap. The plasma is mainly pushed around both laser
pulses, creating a larger bubble-like region with the electron
bunches offset from the center, as seen in Fig. 3. The elec-
tron streams through the laser region which can be seen are
pushed outwards with time and do not strongly affect our
considerations. The bunches are initially offset a distance R
from the center, where R ! kp=2 is the radius of a bubble.
It turns out that the effect of one bunch on the other is
smaller than the effect of the ions on either bunch, as the
bunches are roughly co-propagating and the contribution
from the electric and magnetic fields are counteracting.34

The effective force on a bunch at radius r will be due to the
ions in the sphere of radius r. For a test particle in the
bunch, this is given by F ¼ 4pe2n0r=3. The resulting oscil-
lation frequency is xosc ¼ ð4pe2n0=3cmÞ1=2 ¼ xp=

ffiffiffiffiffi
3c
p

. We
can thus expect an oscillatory motion of the electron
bunches, provided that the timescale of the collision is lon-
ger than the period time of the oscillation. We can estimate
the collision time from the angle of collision and bubble
size as

Tc ¼
2R

c sin h=2ð Þ
: (3)

Furthermore, the maximum effective magnetic field due to
the plasma field is given by the force at a distance R

Hplasma ¼
4

3
pen0R: (4)

METHODS

Simulation setup

We perform 3D PIC simulations of the processes using
the code ELMIS3D.35 A linearly polarized laser pulse with
an energy of 1 J, a wavelength of 0:81 lm, a diameter of
8 lm, and a duration of 20 fs (both FWHMs in intensity) is
passed on a plasma with a density of N ¼ 9:5 % 1018 cm–3.
The normalized laser amplitude is given by a0 ¼ 5:6.
Electrons are injected through a density gradient with the
plasma having a longitudinal density profile. The density
increases linearly from 0 to 3N in 10 lm and then decreases
linearly to N in another 10 lm, where it is maintained
for the reminder of the simulation. The simulation box is
60 lm % 60 lm % 60 lm on 512 % 128 % 512 cells and is co-
moving with the pulse. We let the laser wakefield propagate
100 lm through the plasma after which we clone the pulse
and wakefield and rotate them to collide at different angles,
5& and 10& to 180& in steps of 10&. Both wakefields are
rotated an angle h=2, where h is the collision angle.

The two wakefields are synchronized in time and are
initially a transverse distance of 30 lm apart, measured
from center to center, and the collisions will thus take
place at different longitudinal positions, depending on the
angle of collision. An example of this can be seen in Fig. 3
where the process is shown at three different times for the
cases of 70& and 5& collision angles. The x-z plane (plane
of collision) is shown, with the polarization of the pulses
in the perpendicular y-direction. We use a method for
determining the high frequency radiation from relativistic
particles36 where the electrons are considered to be in
instantaneous circular motion due to an efficient magnetic
field Heff , taking into account the contribution from both
the electric- and magnetic fields. We then use a Monte
Carlo method to sample from the spectra to emit photons
in the direction of propagation of the emitting particle.
The recoil of each particle due to emission is calculated as
a continuous friction force using the Landau-Lifshitz33,37

expression

Frad ¼
2

3
r2

0 E % B þ 1

c
B % B % vð Þ þ v ( Eð ÞE½ *

"

+ c2

c
E þ 1

c
v% B

# $2

+ E ( v
c

# $2
" #

v

)

; (5)

where r0 ¼ e2=mec2 is the classical electron radius in cgs units.

RESULTS AND DISCUSSION

For large angle collisions, the wakefields make a single
pass, as shown in Fig. 3, mostly emitting radiation as the
bunch interacts with the colliding pulse. However, for small

FIG. 3. Collision of two laser wakefields at 70& (upper panel) and at 5&

(lower panel), shown at three different times. The electron density (in the
x-z plane, the plane of collision) is plotted in white-green-black in units
of the background density, and the laser is plotted in blue-red via the
y-component of the electric field, with the polarization of the pulse perpen-
dicular to the plane of collision.
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3D PIC simulations with ELMIS
Laser: 1 J, 20 fs, 8 µm spot, a0 = 5.6
Plasma: ne = 9.5⨉1018 cm-3



Braided electrons

angle collisions, we observe the predicted oscillating elec-
tron bunches. In Fig. 4, a comparison of the timescales of
bunch oscillation and collision time can be seen, in line
with the observed oscillations. The oscillatory motion of the
bunches can be seen in Fig. 5, showing a cross section of the
simulation box for the full extent of the simulation for the 5!

collision. The estimated collision time is " 0:5 ps; however,
one can see that the bunch oscillations persist longer than so.
As the initial wakefields pass, a new larger bubble is formed
in which the electron bunches continue to oscillate. This lon-
ger interaction time allows for more energy to be emitted as
radiation. It is a remarkable fact that the amplitude of the
oscillations in Fig. 5 does not decay over time as the elec-
trons radiate. This is a consequence of the relativistic elec-
trons emitting predominantly in the forward direction, so the
radiation reaction recoil does not change the direction, only
the energy, of the particles.

The spectra of the emitted radiation as a function of the
collision angle can be seen in Fig. 6. Here, one can see the
two regimes of radiation, with peaks in frequency and total
energy of the radiation provided by the collision angles of
h " 0! and h " 180!. The marks represent the maximum
frequency of the radiation, and the lines are given by the
estimates of the typical emitted frequencies according to
Eqs. (1), (2), and (4). These agree well with the radiation
for the large and small angle collisions. The emitted energy
for different collision angles can be seen in Fig. 7. This is

calculated from the start of the collision to a time when the
pulses have passed each other and switched position, and
thus, the shorter time, the greater the angle of collision. The
radiation from the small angle collisions is emitted within a
small angle, with some noise at larger angles due to the
plasma particles pushed around the laser pulse, which has
been excluded from Fig. 7. Angular plots of the emitted radi-
ation can be seen in Fig. 8 for some selected collision angles,
and Fig. 9 shows a power spectrum for the same selected
angles.

The oscillating electrons and the formation of a joint
bubble for small angle collisions provide the possibility of
generating radiation from a plasma field with a very long
interaction time. One could imagine a situation with balance
between the gain of energy due to the wakefield and loss of
energy due to radiation for the electrons, resulting in a stable
conversion of laser energy into X-rays.

For the described setup, different collisional angles
result in different propagation times before the collisions and
thus different particle energies. In the following section,
we attempt a more general comparison between the two
regimes.

FIG. 4. Comparison of the typical collision time and the bunch oscillation
period for the simulated wakefield collisions. For small angles, the collision
time is long enough for oscillations to occur.

FIG. 5. Cross section of the simulation box (electron density) at the bunch
position, for the duration of the simulation, showing the bunch oscillations
for the case of 5! collision. The interaction length is " 10 times longer than
the estimate of the typical collision time.

FIG. 6. Frequency spectra of the emitted radiation for simulations of colli-
sions for a range of angles. Peak frequencies and frequencies below which
99% of the energy was emitted are marked. The lines provide estimates of
the typical frequency of the emitted radiation due to the laser-(blue) or
plasma (green) fields for the simulations.

FIG. 7. The total emitted radiation as a function of the angle for the simula-
tions, with analytical estimates for the two regimes. The marks show the
results from 3D PIC simulations, with estimates of the emission due to
acceleration via the laser fields (blue) and the plasma fields (green). The
dashed line is a polynomial fit to highlight the mark pattern, and the vertical
background color corresponds to respective power spectra in Fig. 7.
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Small angles (few degrees): Braided electrons and higher 
radiated energy



VEGA Laser System at CLPU

ggatti@clpu.eswww.clpu.es

Main equipment

30 J    
30 fs

800 nm
1 shot/second

!

!

VEGA system

VEGA Laser: General View 



Experimental arrangement

Scintillation screen
Magnet

Nozzle

Thomson 
scattering

Focus camera

3µm Al X-ray 
camera

Split mirrors A

Split mirrors B

CCD 
camera

Beam blocker

OAP

Alignment cameras

(b)(a)
Split mirror actuator controls
Collision position
Temporal delay
Energy splitting ratio

Laser beams 1 & 2
1.4 J, 28 fs, 28×42 µm2, 2.4×1018 cm-3

3° collision angle

Plasma
5 mm gas jet, ne ≈ 4×1018 cm-3

99.5% He + 0.5% N2

VEGA-2
Laser

Isabel Gallardo-Gonzalez



One laser beam at the time

Left half-beam Right half-beam
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Two laser beams
Long delay Left beam delayed 5 ps
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Collision position
Dispersed electronsThomson scattering
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Short delay
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X-ray yield

When merged electron beams are produced, 
approx. x3 enhancement in the forward direction of the X-ray 
camera



Interference, phase and stability
Colliding pulses Standing wave patterns

Δ" = $Δ" = 0

Fluctuations in the relative phase (e.g. by vibrations or plasma 
dispersion) -> impacts location of nodes in the standing wave
Solution: crossed polarisation



Outlook: Rephasing



Outlook: Positron acceleration

J Vieira et al, Phys Rev Lett 112, 215001 (2014)
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”Generation of a spectrally two-component electron beam in a laser-wakefield accelerator”
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Summary
Betatron X-rays and imaging applications
ü Well suited for high-resolution micro-tomography
ü Time-resolved studies of injection spray breakup and atomization 

Acceleration and X-rays from intersecting wakefields
ü Multi-e-beam generation with separated laser beams
ü Synchronized and overlapped lasers give single electron beam along the 

bisector angle
ü Suggests electron braiding in a common accelerating structure
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Fig. 6: A volume rendering of the fly, performed in 3D Slicer.
The upper part of the fly is shown in a), while b) shows the
tarsus (leg) with two claws at the end. A section of the head
is shown in c) where it can be seen to hollow at places.

B. Phase retrieval and tomography
Applying the procedure for background correction described

in section II.D and calculating the projected thickness using
equation 4 on a sample of known thickness, the 100 µm
thick fishing line, showed good agreement. Figure 4 shows
the projected thickness of this fishing line. This thickness
varied some along the line but this is believed to be due to
the manufacturing process, possible even the process of tying
the knot, which may have deformed the wire some.

Figure 5 shows a PCI of the fly sample, along with
tomographic images (a-c), location of the cross-section is
indicated by a red dashed line. These were reconstructed by
averaging and aligning 5 shots over 180 angles, calculating
the projected thickness using Paganin’s algorithm, equation 4,
and performing the inverse Radon transform. Finally, a volume
rendering was created using the free open-source software 3D
slicer, shown in figure 6.

IV.DISCUSSION

The source size measurement showed an asymmetrical
source which was expected. The size is larger in the direction
of the polarization of the laser pulse, this has previously been
observed and is caused by the accelerating electrons interacting
with the tail of the laser pulse. The effect is reported to
decrease as the laser pulse is made shorter [16], thus, a shorter
pulse would be preferable to decrease the source size, assuming
the photon flux does not decrease.

The tomographic reconstruction could be improved as paral-
lel beam geometry was assumed. This was not the case as the
beam is divergent (estimated to a few mrad). This would result
in a rhombus distortion in the sinogram, introducing some error
in the reconstruction if not taken into account. The beam’s
divergence is still relatively small, hence the error will not be
significant, but the reconstruction would still be improved if
assuming a fan beam geometry.

It would be preferable to remove one of the beryllium win-
dows to increase the x-ray flux at the CCD, further improving

Fig. 7: Same volume rendering as figure 6, with a region of
interest only covering the head, presented in a larger scale.
Small bumbs are visible at the lower part of the neck, which
may be follicles, indicated by the red arrow. The profile of the
follicles are shown as an inset, indicating a hight of close to
10 µm and a width of approximately 30 µm.

the contrast. This is of greater importance in this case as the x-
ray energy is rather low, 500 µ of beryllium has a transmittance
of approximately 20 % for x-rays at 2.5 keV. The optimal
situation would be to have no window at all but this will leave
the chip exposed, which may prove too be a risk.

The final 3D volume rendering, figure 6, resolves details on
the 10 µm scale such as the follicles. Having smaller samples
would be possible but one might have to focus the x-rays to
increase the x-ray flux at the sample to limit the number of
shots required for a satisfactory image.

This technique is intriguing since it allows x-ray imaging
of small objects that generally have low absorption, along
with the possibility to fully 3D render the object. Adding
to this the short pulse duration of a LWFA which is on
the order of femtoseconds which would allow for temporally
resolved experiments. Systems exhibiting dynamics on this
timescale (such as chemical reactions or molecular vibrations)
are usually very small however, further stressing the need to
focus the x-ray beam.

It is clearly possible to use soft x-rays to do PB-PCI and
could even be advantageous as this increases the lateral spatial
coherence, which improves resolution, and it improves the
contrast. Comparing the final results in figure 6 to other works,
such as [7], hints at a better resolution in this paper. This is
a cautious proclamation as this might be due to the different
methods in 3D volume rendering and this setup also has close
to twice the magnification.

SNR could be further improved by introducing additional
filters and/or increasing the number of shots averaged. An
increase in the laser and gas injection repetition rate would
facilitate this. The calculated thickness depends strongly on
the ability to detect diffraction fringes, making the detector
resolution a crucial aspect of the setup [2]. To further improve,
a detector with larger pixel density would be mandatory.


