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Shock acceleration:
a possible route towards a table-top accelerator?
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Shock acceleration has been demonstrated with critical targets

How shocks are generated? 
What are the optimal conditions for ion acceleration?

D. Haberberger et al., Nat. Phys., 8, 95 (2012).
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How to drive an electrostatic shock:
2D simulation setup
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Plasma parametersLaser parameters

I = 9 * 1016 W/cm2

λ0 = 10 μm
a0 = 2.5

τ = 14 ps = 2640 ωp-1 
p - polarized

Lx = 4000 μm
Ly = 200 μm 
Lg = 200 μm

nc = 1019 pp/cm3

mi/me =1836

Simulation parameters

Lx = 2500 * 120 (c/ωp)2

Δx = Δy = 0.25 (c/ωp)
Δt = 0.2 ωp-1 
#ppc = 8 * 8

cubic interpolation



Intense heating and density steepening
lead to the shock generation
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F. Fiúza, A. Stockem, E. Boella et al., Phys. Rev. Lett. 109, 215001 (2012).



Quasi-monoenergetic beam is obtained
in tailored near-critical density plasmas
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Requirements on the spatial scale of the rear plasma
to achieve high-quality ions have been identified
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Theoretical prediction on Lgopt

Uniform shock velocity

Ltarget < λ0

√
mi

me

Uniform ion reflection

Lg >
2c2s0
vsc

λ0

√
mi

me

Lopt
g ≃ πc

ωpiLtarget ≤ 2Lg

Symmetric 
expansion

1D parameter scan in simplified setup confirms theoretical prediction on Lgopt

Shock driven by a density discontinuity; simulations performed with the shell algorithm (E. Boella et al., Comput. Phys. Commun. 224, 136 (2018).)
E. Boella et al., Plasma Phys. Contr. F. 60, 035010 (2018).
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Optimal conditions for a quasi-monochromatic beam
have been confirmed by 2D simulations of laser-driven shocks
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Engineering exponentially decaying profile with 
multi-layer plasmas
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In underdense plasmas with long plasma gradients
shock is due to ion overtakings
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I = 1020 W/cm2

λ0 = 1.054 μm

a0 = 8.959

τ = 700 fs = 1252 ω0-1

p - polarization

3D simulation setup

P.  Antici, E. Boella et al., Sci. Rep. 7, 16463 (2017).
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Experimental proof of
Low Density Collisionless Shock Acceleration (LDCSA)
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Experimental setup p+ cut-off energy vs initial target thickness
www.nature.com/scientificreports/
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τSP = 700 fs, a wavelength λSP = 1.054 µm, and a 6–8 µm Full Width Half Maximum (FWHM) focal spot contain-
ing ~50% of the laser energy, leading to a peak intensity I~1–2×1020 W/cm². The experimental set-up is shown in 
Fig. 1a. The targets are thin Mylar (PolyEthylene Theraphtalate or PET) foils of different thicknesses ranging from 
0.1 to 4 µm; they are irradiated at an angle of 32.5° by the SP. As a basis of comparison, we also irradiated 4, 6, 10, 
15 and 25 µm thick solid Au targets in standard TNSA conditions to verify which proton beam parameters could 
be produced in optimum TNSA conditions.

The thin (0.1 and 0.5 µm thick) Mylar targets are exploded by the ASE of the SP (see Fig. 1a). Note that per-
forming the interaction on lasers having a better temporal contrast (improved e.g. by three orders of magnitude), 
similar targets can be used while keeping the target at a solid density at the time of the main interaction. However, 
here such targets are fully exploded.

We also stress that, on a practical point of view, these targets are not only easy, but also inexpensive to manu-
facture by spin-coating a polymer liquid solution on a disk and then removing by flotation the formed thin Mylar 
sheet. This is quite different from the targets used so far for RPA studies, which are just a few nm thick and are 
usually manufactured using complex and expensive micro-lithography techniques.

Figure 1. (a) Setup of the experiment. Targets are either Au, to generate protons in standard conditions using 
the electrostatic TNSA mechanism, or thin Mylar (CH) foils, the thinnest being exploded to low densities by the 
ASE of the short-pulse. Three spectrometers are used to record the emitted proton spectra with high spectral 
resolution. A sample of the obtained spectra is shown in Fig. 2b. The spectrometers are located at various angles, 
as indicated, D3 being placed along the target normal, i.e. at 0°. Complementarily, films were also used on some 
shots to record the whole angular profile of the protons. A sample of these films is shown in Fig. 4b. (b) Electron 
density profiles, as modelled by the 1D Esther hydrodynamic-radiative simulation code47 resulting from the 
irradiation of the Mylar targets by the ASE of the short-pulse laser, and just prior to the main short-pulse 
irradiation. The same simulations suggest that the exploded foils are quite uniformly heated, with an electron 
temperature of 450–500 eV for the 0.1 µm thick target and 700–800 eV for the 0.5 µm thick target. (c) Setup of 
the ASE (prepulse) measurement of the main beam after compression: a leakage of that beam through a mirror 
is sent, through a window of the compressor chamber, to a water cell before being collected by a fast photodiode. 
The water cell serves absorbing the main compressed pulse part of the signal, preventing the diode to be 
damaged. On the contrary, the ns-duration ASE part of the signal can be measured, being not intense enough to 
be absorbed in the water cell. (d) Oscilloscope trace of the signal collected during one shot in the experiment. 
Before the saturation induced by the short-pulse part of the signal, one sees the trace of the ASE, having a short 
ramp (~0.5 ns) preceding a ~1.5 ns flat plateau.

www.nature.com/scientificreports/
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The ASE that explodes these thin targets has a duration of 2 ns and was measured, during the experimental 
run, to contain ~10 mJ in energy (at the target chamber center (TCC), i.e. at the location of the SP focus), as 
measured with fast diodes and a water-switch cell (see Fig. 1c). The calibration of the measurement was made by 
sending a low-energy, 3 ns duration pulse through the chain and the compressor, and measuring its energy simul-
taneously at TCC, and on the diode which measures the ASE on every shot (illustrated on Fig. 1c). Overall, the 
ASE is characterized by an intensity of 1013 W/cm2, a 500 ps rise time, followed by a 1.5 ns plateau, which precedes 
the peak at the nominal SP intensity (see Fig. 1d). Note that these values are similar to the ones measured in other 
runs at the same laser facility by other groups42,43.

The protons accelerated from the target rear are analysed with three different diagnostics, as shown in Fig. 1a, 
D1 and D3 being Thomson Parabolas44 and D2 a magnetic spectrometer (not equipped with electric field plates 
as D1 and D3). The diagnostic D3 is aligned with the target normal, i.e. at the 0° angle, as shown in Fig. 1a. Proton 
spectra were readout in an absolute manner45 using TR-type ImagePlates (BAS-TR 2025, Fuji Photo Film Co. 
Ltd) that were analyzed using a FUJIFILM FLA-7000 reader. The conversion from the units of the Image Plate 
(Photo-Stimulated-Luminescence - PSL) to protons was made using the absolute calibration given in ref.45 in 
order to obtain the spectra shown in Fig. 2b. Since D2 did not have the capability to separate various ion species, 
we verified that the dominant signal, and in particular the high energies recorded at the cutoff where related to 
protons by using filters. This was done by adding a 2 mm thick Cu filter right on the ImagePlate. Such filters have, 
according to SRIM maximum range calculations (http://srim.org)46, a cutoff of: 34 MeV for protons, 750 MeV for 
C (62 MeV/nuc), and 1.05 GeV for O (65 MeV/nuc). Since the signal near the cutoff energy emerging from the fil-
ter was similar to the one obtained without the filter, we concluded that the signal  was due to protons, otherwise, 
it would imply even higher energy ions. Additional measurements confirming the proton spectra (see Fig. 2b) 
and energies (see Fig. 2a) were obtained using RadioChromic Films (RCFs) (MD-55 type)10, located between 30 
and 35 mm (depending on the shots) from the target that allowed measuring the spatial distribution of the beam 
(see Fig. 4).

The expected density profiles of the exploding targets at the end of the ASE irradiation are shown in Fig. 1b. 
They were obtained using the 1D hydrodynamic ESTHER code47, benchmarked with the CHIC 2D hydrody-
namic code using cylindrical geometry48. Here we rely on hydrodynamic simulations, using the well characterized 
ns-duration, low-intensity ASE of the SP, to infer the target density profiles at the time of the SP irradiation; such 
procedure has indeed been validated quantitatively many times over, as shown e.g. in Refs41,49–52, We can readily 
see that for thicknesses above 2 µm, the target rear density profiles are steep, which is not favourable for LDCSA 
to take place38. For targets that are thinner, the low-density profiles offer a priori better conditions for LDCSA38. 
This is represented in the cartoon on top of Fig. 2a.

Figure 2a shows the maximum proton energy recorded by irradiating with the SP these different plasma 
density profiles. It exhibits two maxima: one in the fully exploded foil regime for the target of 0.1 µm (where the 
high-energy cutoff is observed at 45 ± 5 MeV repeatedly over three shots performed in the same conditions), and 
the other for the 2.5 µm thick target (where the high-energy cutoff is observed at 42 ± 5 MeV, also over three shots 
performed in the same conditions) which is still at solid-density. Note that, as shown in the spectra of Fig. 2b, the 
uncertainty on the cut-off proton energy, at these energies and for a single shot, induced by the dispersion of the 

Figure 2. (a) Maximum proton energy vs initial thickness of the Mylar target, the corresponding density 
profiles at the time of the main pulse irradiation are shown in Fig. 1b. The lines are guides for the eye. Above is a 
cartoon showing the predominance of each acceleration regime depending on the plasma density profile (fully 
exploded targets or solid-density targets). (b) Proton spectra recorded by the D2 magnetic spectrometer (not 
equipped with electric field plates as D1 and D3) for three target conditions, as indicated. The 0.1 and 2.5 µm are 
Mylar targets, and correspond to the data shown in (a). The spectrum recorded from a 15 µm thick Au target 
is also shown as reference of standard proton acceleration in the TNSA regime. The corresponding noise level, 
taken on the side of the proton trace recorded on the ImagePlate, is shown in dashed for each spectrum. The 
horizontal error bars represent the uncertainty on the cut-off proton energy, at these energies and for a single 
shot, induced by the dispersion of the spectrometer, which is 3 MeV.

P.  Antici, E. Boella et al., Sci. Rep. 7, 16463 (2017).



Simulations show that LDCSA is very effective in 
exploded thin targets
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LDCSA accelerates ions with lower divergence compared to TNSA

Results @ t = 33.7 pswww.nature.com/scientificreports/
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spectrometer, is 3 MeV. Comparatively, using 15 µm thick Au targets, where TNSA is dominant1,2, we obtained 
a maximum energy of 36 ± 2 MeV (and 30 ± 2 MeV at 16° from the target normal) over four shots performed in 
the same conditions. This was the best performance we obtained when scanning the various Au target thicknesses 
mentioned above (4, 6, 10, 15 and 25 µm); this optimum point for a 15 µm target and the recorded 36 ± 2 MeV 
energy is consistent with previous measurements of TNSA-generated proton beams performed also at TITAN by 
various other groups, see e.g. refs43,53–55.

The angular distribution of the accelerated protons is also quite different for the two maxima shown in Fig. 2a: 
the 0.1 µm target produces a much more directional proton beam when compared to the 2.5 µm target. The energy 
in the 16° direction exceeds 40 MeV while the Thomson Parabolas at other angles (0°, 32°) detect significantly 
lower proton energies (we verified that the high energy recorded in the magnetic spectrometer D2, not equipped 
with electrodes as D1 and D3, was indeed due to protons, and not other ions, using filters positioned directly onto 
the detector and able to block heavier ions than protons, as detailed above). This is confirmed by looking at the 2D 
beam profile recorded in RCFs as shown in Fig. 4: the thick target displays a standard TNSA flat, broad profile10 
while the thin target displays a narrow angular proton beam profile (see also the azimuthally angular proton beam 
profiles in Fig. 4b). We also see in Fig. 2a that the 2.5 µm target results in significantly less pronounced directional 
acceleration. In both cases (the 2.5 µm target and the exploded 0.1 and 0.5 µm targets), maximum proton ener-
gies are not found for normal incidence but recorded by the spectrometer at 16°, as also confirmed by the RCFs 
shown in Fig. 4 which clearly show that the main proton dose is off-centre in these cases, with the proton beam 
becoming narrower in angle when going to the exploded foils. Evidently, in the RCFs shown in Fig. 4, we observe 
that the lateral offset of the proton beam centre in the exploded foil regime is off by 17° with a FWHM of 12°. This 
is likely due to the impinging ASE from the short-pulse off-axis parabola generating a plasma expansion in the 
target normal direction. Thus the protons are accelerated within a directional plasma, which tilts the axis of the 
most energetic protons, as already observed in ref.56. Hence it is expected that the spectrometer D2 will record the 
highest energy protons corresponding to the centre of the beam and that D1 and D3 see only low energy protons 
because they sample the far-off wings of the beam.

Interestingly, we also observe in Fig. 2b that the proton spectrum recorded for the 2.5 µm Mylar target is quite 
similar to that of the 15 µm Au target, in contrast to the spectrum recorded for the 0.1 µm Mylar target where the 
slope is much less steep. Comparing the proton number from all these targets, all spectra at lower energies reach a 
maximum proton fluence ≥1012 protons/MeV/sr, i.e. 5×109 protons/MeV/sr/J. This is to be compared to 2 × 1011 
protons/MeV/sr/J obtained by Palmer et al.36 and 1.5 × 105 protons/MeV/sr/J obtained by Haberberger et al.37. 
The latter result is much lower in terms of efficiency, but we note that Fiuza et al.57 suggest that laser filamentation 
could be responsible for the low charge of the ion bunch in that case. The fact that our fluence is lower than the 
one obtained by Palmer et al.36 could come from the presence of large scale density gradients in our exploded 
targets, which were not present in their case as they used a gas jet.

Figure 3. (a–c) 3D PIC simulated proton phase-space (proton momentum vs longitudinal position) at 
t = 33.7 ps (the laser pulse enters the simulation box on the left side at t = 0) for the 0.1 (a), 0.5 (b) and 2.5 (c) 
µm targets. The density profiles used as inputs in the simulations are the ones shown in Fig. 1b. (d) Transversely 
averaged ion density profile (black) and longitudinal electric field (red) corresponding to the case (a). (e) 
Simulated angular distribution of the accelerated protons in the case of the 0.1 µm target (corresponding to the 
spectrum shown in (a)). (f) Same as (e) for the 2.5 µm target (corresponding to the spectrum shown in (c)).

www.nature.com/scientificreports/
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To get an insight into the mechanisms responsible for the generation of high-energy protons in the different 
plasma density profiles used in the experiment, we performed first principles 3D Particle-In-Cell (PIC) simu-
lations with the fully relativistic and massively parallel code OSIRIS 3.058. In the simulations, pre-formed plas-
mas composed of Maxwellian electrons having varied temperature in the range 1–900 eV and cold H+ ions (mi/
me = 1836), with density profiles described by Fig. 1b, were introduced. We note that the hydrodynamic simu-
lations of the thin foils explosion suggest plasma electron temperatures in the range of a few hundreds of eV, as 
stated in the caption of Fig. 1. Here, we even tested the influence of a greater range of electron temperatures, i.e. 
1–900 eV. We stress that all these simulation lead to very similar results, indicating that the observation of LDCSA 
accelerated protons to high energies is, in the simulations, largely insensitive to the initial electron temperature, 
confirming  the robustness of the mechanism. Furthermore, simulations performed using a mixture of H+ and C6+  

Figure 4. (a) Relative dose variation as measured across the proton beam recorded using RCF films (as done in 
ref.61), for various target thicknesses. The targets are of metal for thicknesses ≥4 µm, and Mylar for thicknesses 
≤4 µm; they are irradiated by the short-pulse laser and its ASE. The more homogeneous the proton beam 
dose distribution in a film is, the lower the relative dose variation. Three sample RCF images are also shown. 
For the partially decompressed targets, i.e. that still have a steep rear density profile and for which TNSA is 
predominant, two films are shown: a film from a shot (#1) using a solid 25 µm gold target (right) and one from a 
shot (#33) using a Mylar 2.5 µm target (left, bottom; that RCF was positioned only on the top half of the proton 
beam). One sample RCF image for the case of a 500 nm Mylar foil shot (#41), where LDCSA is at play, is also 
shown (left, top). Each RCF has its contrast enhanced to show details (the colour map goes from dark [highest 
dose] to yellow [background]). All RCFs were positioned such that they were horizontally centred along the 
target normal (the angle 0°, see Fig. 1a). The horizontal dashed line on the RCFs materializes the equatorial 
plane of the experiment (note that for shot #1, the RCF was placed fully in front of the proton beam whereas 
for shots #33 and #41, the RCFs were intercepting only the top-half of the proton beams in order to leave free 
the spectrometers line-of-sight). The 0° angle corresponds, as indicated in Fig. 1, to the target normal direction. 
The vertical dashed lines on the RCFs materialize the angular locations of the spectrometers D1, D2 and D3, 
which line-of-sights are further marked by empty blue squares. One clearly sees that the proton beam, which is 
centred at 0° when using the thick targets, progressively shifts angularly toward the left as the target thickness is 
decreased and the target becomes of lower density under the action of the ASE (see Fig. 1b). (b) Azimuthally-
averaged angular lineout of the normalized dose of the RCFs of shots #1 and #41, as indicated. The thick target 
displays a broad angular profile, as expected for a TNSA-generated beam10. On the contrary, the thin target, for which 
LDCSA is at play, obviously displays a much narrower angular profile which is clearly off-centred around 16°.

Experimental data

P.  Antici, E. Boella et al., Sci. Rep. 7, 16463 (2017).



Summary
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Shocks in near-critical density plasmas 
Requirements for accelerating a good quality ion beam have been identified and verified 
in simulations. 
A new engineered multi-layer configuration has been proposed and tested, showing that it 
will lead to a high quality ion beam.

Shocks in underdense plasmas 
Low density collisionless shock acceleration has been demonstrated in laboratory and 
confirmed by numerical simulations.
The maximum proton energy is as high as in TNSA under the same conditions, but the 
beam presents a lower divergence.

For more exciting numerical and experimental work on laser-driven ion 
acceleration please check L. Gizzi’s poster on Wednesday


