
Galactic Cosmic Rays and 
Multimessenger Astronomy

Fiorenza Donato 
Torino University and INFN 

Galileo Galilei Institute, 18-22 March, 2019 

 1



The Interstellar Radiation Field 
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8 Delahaye et al.: Galactic electrons and positrons at the Earth
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Fig. 2. Left: Energy density distribution of the ISRF averaged in 2 boxes of different volumes, where all components appear (data
taken from the analysis by Porter et al. (2008)). Our models 1 and 2, using both black bodies for all components, are reported
against the data. Middle: Corresponding energy loss rate. Right: Toy electron fluxes associated with the previous energy loss
configurations, assuming an injection spectrum ∝ E−2.

T0[K] Urad [GeV.cm−3]
CMB 2.725 Planckian

M
1

IR 33.07 9.40 10−11

Stellar 313.32 2.0210−11

UV
3 249.3 1.37 10−10

6 150.4 8.4810−11

23 209.0 4.40 10−11

M
2

IR 33.653 1.19 10−10

Stellar 313.32 2.2910−11

UV
2 901.13 1.25 10−10

5 570.1 9.60 10−11

22 048.56 3.8 10−11

Table 2. Parameters used to fit the local ISRF with blackbod-
ies. M1 and M2 correspond to fits done on the data taken from
the analysis made in Porter et al. (2008) averaged over 2 × 2
kpc and 0.5 × 0.5 kpc around the Earth, respectively. M1 will
be our default ISRF model.

cyclotron frequency:

EB = h νc =
h eB

2 πm
= 1.16× 10−14

[
B

1µG

]
eV , (35)

where m is the electron mass, kB is Boltzmann’s constant
and B is the value of the Galactic magnetic field. It is clear
that the condition γEB ≪ mc2 is fulfilled for the whole
electron energy range considered in this paper, so that the
Thomson approximation is fully valid. The local magnetic
field is estimated to B ≈ 1µG (Ferrière 2001) while the
corresponding energy density derived from classical elec-
trodynamics is UB = B2/(2µ0).

Although there are uncertainties on the local value of
the magnetic field, we will fix B = 1µG in the follow-
ing, so that the ISRF model M1 plus synchrotron leads to
τl = 7.5×1015 s in the Thomson approximation. The corre-
sponding overall energy loss rate b(E)/E2 is plotted in the
middle panel of Fig. 2, where it is shown to be quite differ-
ent from the Thomson approximation with τl = cst = 1016

s very often used in the literature, and which appears as the
dashed straight line. In particular, we can observe a cascade
transition due to Klein-Nishina effects, where we see that
the loss rate index α defined in Eq. (4) decreases step by

step from 2, its Thomson value: at about 1 GeV, relativistic
corrections become sizable for interactions with the main
UV component which is less and less felt by electrons; then,
between 10-100 GeV the IR component gradually loses its
braking potential, and finally, above 10 TeV, interactions
with CMB also ceases. The value of the magnetic field sets
the minimal value of the energy loss rate at higher energies.
Since this latter is proportional to B2, varying B from 1 to
3 µG translates into ∼ 1 additional order of magnitude in
the energy loss rate at high energy, as also depicted in the
middle panel of Fig. 2. Note that considering CMB only
provides a robust estimate of the minimal energy loss rate,
which converts into a maximal flux by virtue of Eq. (20);
adding the synchrotron losses would instead define a next-
to-minimal model for the energy losses.

In the right panel of Fig. 2, we quantify the impact of
using different energy loss models to derive IS flux predic-
tions, for which we adopt the med propagation setup and
a template injection spectrum ∝ E−2 homogeneously dis-
tributed in a thin disk. The dotted curve corresponds to
the Thomson approximation with τl = 1016s, where we re-
cover a flux with predicted index γ̃ = γ + (δ+1)/2 = 2.85,
as predicted from Eq. (21) with α = 2. The higher curve
is the flux obtained with the minimal case for the energy
loss rate (the minimal τl), i.e. considering the CMB only,
which provides the maximal flux. Indeed, in the Thomson
approximation, the flux scales like ∼ √τl = 1/

√
b0, as seen

from Eq. (20). Again, the index reaches a plateau around
γ̃ ≈ 2.85 in the range 10-1000 GeV, and then substantially
hardens above 1 TeV because of relativistic effects. The
next-to-minimal case exhibits the same feature, though the
amplitude is slightly reduced, as expected. Finally, we re-
port the flux associated our complete models M1 and M2,
both associated with a magnetic field of 1 (solid curves)
or 3 µG (dashed curves). We can remark that the naive
prediction of γ̃ in the Thomson regime does not hold any-
more, since the energy dependence of the energy loss α is
no longer equal to 2, and the observed spectral index is
actually significantly harder. Indeed, we have to consider
instead an effective value αeff(E) ! 2 to account for rela-
tivistic effects. Taking a larger value of the magnetic field
slightly softens the index and increases the amplitude, as
expected.



Energy losses for electrons 
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Characteristic times/losses for nuclei
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The smaller the time,  
the more efficient  

the process 
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Effect of energy losses on electrons 



The flux of cosmic rays 
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The rare CRs 
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Weak cross sections 
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The galactic dark matter profiles1. Introduction
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Figure 1.2 Di↵erent dark matter density profiles: NFW (blue), Einasto (orange) and
Burkert (green). Their functional forms are given by Eqs 1.4a–1.4c, respectively. The
scale radius for the NFW and Einasto profiles is set to rs = 20 kpc and for the Burkert
profile it is rs = 12 kpc. Furthermore, – = 0.17 and “ = 1. All profiles are normalized
to a local dark matter density of 0.4 GeV cm

≠3. The black dotted line indicates the
Solar Galactocentric radius.

ity. However, the GC is also a rich astrophysical environment producing lots of
background. This background introduces systematic uncertainties which have to be
adequately dealt with. Sharp spectral features are most readily distinguishable from
the astrophysical backgrounds and for such signals the GC o↵ers the best sensitiv-
ity [87, 63, 88, 89]. In chapter 3 and Part II we study the interplay between these
astrophysical backgrounds and a potential dark matter signal in a variety of ways.

Galactic Halo Away from the inner Galaxy (|b| & 20
¶), the flux from the halo

becomes much dimmer. Nevertheless, competitive constraints can be derived from
higher latitudes because the backgrounds are also much fainter. This was recently
done by Refs [90, 91]. However, it should be noted that the halo distribution of
RR-lyrae stars, which trace the old stellar population, looks very similar to dark
matter density squared [92]. Therefore, an interesting question is if a non-negligble
population of MSPs is expected in the halo as well.

14
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The J-factor 
4 Calore et al.

Figure 2. All-sky maps of the γ-ray emission at Eγ=4 GeV, from the annihilation of mχ= 200 GeV DM in the simulated galactic
halo g15784. In the left (right) panels the main smooth halo (MH, upper plot) and sub-haloes (SH, lower plots) are interpreted with the
Einasto (MS) radial density profile, Eq.3 (Eq. 4).

poles, the APS starts to flatten. This property is striking for
the MS case, for which the sub-haloes Cl spectrum flattens
around l ≃ 500 and then decreases significantly. The flat-
tening for the Einasto case is much milder. At l=1000, the
two sub-haloes APS profiles differ by more than two orders
of magnitude.
As clear from Fig. 3, the APS yielded by the Einasto profile
is dominated by the smooth halo up to l ≃ 1000. At vari-
ance, the same galactic halo interpreted in terms of the MS
radial profile yields an APS for the sub-haloes which domi-
nates over the smooth halo for l >∼ 250. In principle, future
observations of the shape of the power spectrum that can
be attributed to DM, will allow to explore the distribution
of galactic DM at scales smaller than the resolution of N -
body simulations. The study of high-multipoles anisotropies
might help in the debate about the real shape of the DM
distribution in the center of the galaxies, and in particular
of the Milky Way.

In the present analysis we have not included any con-
tribution from DM in extragalactic structures. As discussed
in Fornasa et al. (2013), the contribution from extragalactic
DM halos and sub-halos that are not resolved by N -body
simulations leads to a 2-order of magnitude uncertainty on
the predicted level of the extragalactic energy spectrum,
which may result as the dominant or the subdominant com-
ponent of the total energy spectrum. Similarly, the intensity
APS can receive a significant or a negligible contribution
from extragalactic (sub)structures.

Fig.5 depicts the APS computed for the set of sub-
haloes resolved by the g15784 simulation. The red solid curve
shows the APS under the assumption that the inner spatial
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Figure 3. Intensity APS for the simulated halo g15784, as a func-
tion of the multipole number. The solid blue (red) line describes
the smooth halo according to the Einasto (MS) profile, while the
dotted lines are for the corresponding sub-haloes contribution.

profile of the substructures is described by an MS profile,
while the blue line originates from the case of an Einasto
parametrization. The APS is computed from all-sky gamma-
ray maps with order parameter k = 9. The different normal-
ization of the lines is due to the fact that in the case of
a cored profile (MS) already a ”low” resolution probes the
core of the density profile such that the emission for every
clump is smoothly distributed over the radial dimension of
the sub-haloes. On the contrary, profiles which show steeper
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Figure 4: Top panel: Example of a 5� ⇥ 5� skymap towards the galactic anti-
centre of the spherically symmetric halo, obtained from the skymap mode
-g7 for a numeric resolution of Nside = 213 (corresponds to a pixel diame-
ter of ⇠ 0.007�). The colour scale gives the J-values per steradian in case
of annihilation. This skymap contains 64, 763 drawn substructures, computed
with both a numeric precision and a relative error REJclumps  1% within 2, 5
hours (600 MB RAM), using the physical parameters specified above. Bottom
panel: Same skymap as on the top, but smoothed with a Gaussian beam of
FWHM = 0.1�.
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Figure 5: Example of two population study plots obtained for galactic sub-
haloes towards the anti-centre in a region of size 45� ⇥ 45� (./bin/clumpy
-g7 clumpy params.txt 180. 0. 45. 45. 1). Left panel: Num-
ber of substructures drawn (above the DM continuum) as a function of their
apparent size ↵s = rs/d (rs is the scale radius, and d the distance from the ob-
server). Right panel: cumulative of the signal of drawn subhaloes above a given
J (blue), and corresponding number n of subhaloes contributing to this signal.
The red curve corresponds to the cumulative from n background regions.
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Figure 6: Intensity APS for galactic substructures on the full sky for two di↵er-
ent concentration models. For the particle physics term, �-rays from annihila-
tion at 4 GeV for m� = 200 GeV and ��! bb̄ channel are assumed. The lines
denote the mean value for 100 realisations of the same halo, the bands give
the corresponding 1� containment range. The spectrum of the smooth halo
Jsm (grey dotted-dashed line), and the average contribution of the substructures
(hJsubsi + Jcross�prod, solid green line), are plotted for comparison.

tensity map I(#,') is defined as

C` =
1

2` + 1

X

m

|a`m|2 , (30)

with alm the coe�cients of the intensity map decomposed into
spherical harmonics Ylm,

I(#,') =
`maxX

`=0

m=+`X

m=�`
a`m Y`m(#,'). (31)

The filled bands correspond to the power spectrum of
the drawn substructures, when considering a spherical host
halo (using the same parameters as in Fig. 3) but two
di↵erent parametrisations of the cvir � Rvir relationship
(kSANCHEZ14 200 and kB01 VIR). Each spectrum was com-
puted for 100 di↵erent statistic realisations of the same galactic
halo. The bands in Figure 6 indicate the 1� containment ranges
around the mean (assuming a log-normal variation of the C`)
of the cosmic variance of the simulated galactic halo. The total
average contribution of the substructures (hJsubsi + Jcross�prod,
Eqs. (14) and (7)) is given by the green solid line. Apart
from the largest angular scales, the drawn substructures com-
pletely dominate over the APS of the averaged substructure
contribution. The smooth signal (dotted-dashed line) dom-
inates everywhere but for the smallest angular scales. The

13

Bonnivard et al. 2016

E = 4 GeV, mDM=200GeV

5x5 deg towards anticenter

Calore+ 2014 
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The diffuse emission of the Galaxy 
Fermi-LAT Coll. ApJS 2016

At high latitudes and outside the region covered by IEEE, the
uncertainties are likely dominated by the determination of the
gas emissivities. The thinness of the local H I is such that NH I is
not very sensitive to variations in TS , and so the uncertainties in
the absolute determination of the LAT effective area dominate
(Casandjian 2015b).

Toward the outer Galaxy and outside the region covered by
IEEE, uncertainties in the LAT effective area and in the
uniformity of TS both must be accounted for. We note that the
column density in a line of sight can vary by up to a factor of 2
when assuming optically thin H I or a TS of 95K. The impact
of a non-uniform TS is partially reduced by the NH I correction
applied with the dust-derived template. However, the dust
optical depths are easily biased by temperature confusion at
low latitudes (see our discussion in Section 5.3). The use of the
“negative” NH I correction map in the model improves the
global fits to the LAT data, but can artificially lower the
interstellar emission in a specific region. We caution the reader
concerning potentially spurious features in the direction of hot
dust or of steep gradients in dust temperature.

In the other directions, the largest uncertainty in our model is
its degree of incompleteness (large-scale sources off the plane,
like LoopI and the Fermi bubbles, optically thick H I and CO,
poor gas distribution with distance, and missing DNM mass in
the inner Galaxy). We mitigated this incompleteness by
including a component IEEE extracted from the data at angular
scales broader than 2°. However, in Figure 13 (bottom), we
observe that our model is still not complete since small
deviations remain visible above the statistical fluctuations. This
is a consequence of the interplay between the different
components in the fits, which converge to the least-bad
solution rather than the best one (a great improvement in one
zone can be reached at the expense of minor worsening in

others). It is also a consequence of adding a filtered map issued
only from the positive residuals. In Section 5.3, we also
discussed the uncertainties on the gas emissivities in the inner
annuli.
Although we cannot quantify the systematic uncertainties or

the degree of incompleteness of our model, we have assessed
several indicators for the quality of this work:

1. coherent spectral distributions for the gas emissivities and
IC normalization factors, in agreement with the gas
emissivity spectra previously obtained in dedicated
studies of less confused regions;

2. coherent spatial structures of the EEE and IEEE, strongly
reminiscent of well-known features at other wavelengths;

3. a coherent and continuous shape for the edges of the
Fermi bubbles at low latitudes;

4. the detection of the extended apparent path of the Sun and
of the Moon across the sky in residual maps when they
are not added to the model;

5. a flat final residual map within ± 2σ;
6. the need for less than 5% corrections to the GIEM

specific intensities when fitting the data in the large
majority of the 840 regions of interest used in the
generation of the 3FGL catalog (see Figure 25 of Acero
et al. 2015).

9. CONCLUSION

We have constructed a model for Galactic interstellar
emission to allow the characterization of γ-ray point and small
extended sources in the LAT data with the best precision
possible. The model is based on linear combinations of
templates spatially correlated with production sites of γ rays.
We used H I, CO, and dust reddening maps to describe the γ
rays resulting from collisions between CRs and the ISM
through hadrons decay and bremsstrahlung emission. The
spatial distribution of γ rays resulting from the IC of CRs on
the ISRF was calculated by the CR propagation code
GALPROP. We determined the intensity associated with each
template with a fit to LAT observations in several energy
bands. In the first stage of the fit, extended emission like LoopI
and the Fermi bubbles were accounted for by patches or
through iterative procedures. This extended emission was
included in the final model by re-injecting LAT residual counts
above a baseline model. Those counts were filtered to only
include structures with angular scales larger than 2°. The model
is publicly available at the FSSC website.
From this study, we derived the γ-ray emissivity spectrum at

various Galactocentric distances. We interpreted those emis-
sivities and observed that the spectrum of CR protons measured
in the inner Galaxy is harder than in the outer Galaxy. We
derived the radial distribution of the density of CR protons in
the Galaxy and found that it shows similarities to the
distribution of tracers of massive star formation. In this work,
we characterized of the shape of the Fermi bubbles within 20°
from the plane and observed a non-centrosymmetric excess of
γ rays in the Galactic center above 1 GeV. We also observed
strong soft emission in the first and fourth quadrants from an
unknown origin.

The Fermi-LAT Collaboration acknowledges generous
ongoing support from a number of agencies and institutes that
have supported both the development and the operation of the

Figure 14. Spectra of interstellar emission model components for ∣ ∣ > nb 10
(upper panel) and ∣ ∣ < nb 10 (lower panel). We have decomposed the total
intensity (solid line) into emission originating from hydrogen in its different
phases: H I (long-dashed), CO (dashed–dotted), DNM (dotted). The emission
from IC assuming an axisymmetric ISRF and electron distribution is shown as
short dashed lines and the large-scale structures like LoopI and the Fermi
bubbles are shown as dashed-double-dotted. We show also the negative of the
intensity associated with NH I correction from the negative dust residual as
dashed-triple-dotted.
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The Astrophysical Journal Supplement Series, 223:26 (23pp), 2016 April Acero et al.

• ∏0 dominates  

• IC is more and more relevant  
at increasing latitudes  

• GeV is the most affected 



Primary - mixed - secondary nuclei

 13

Li - Be - B are fully secondary, 12C and 16O  primary. Many are mixed.  
Isotopes are relevant (10Be)



Cosmic Ray composition
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Galactic Cosmic Rays  have abundances similar to the Solar System ones 
except for Li-Be-B and sub-Fe nuclei: They are produced by spallation 
(fragmentation) of heavier nuclei on the Interstellar Medium (H, He)    
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Production cross sections (Genolini, Maurin, Miskalenko,Unger, PRC 2018) 



Boron-to-Carbon: a “standard candle”  
for fixing GALACTIC PROPAGATION 

• Li, Be, B are produced by fragmentation of heavier nuclei (mostly C, N, O) on H and 
He: production cross sections  

• B/C is very sensitive to propagation effects, kind of standard candle 

B/C (AMS, PRL 117, 2016)  does not show features at high energies 
At first order, we understand B/C within Fermi acceleration  

and isotropic diffusion. This may be no longer sufficient when dealing  
with data at higher energies, gamma-ray data, other species

Kappl & Winkler JCAP 2015Feng, Tomassetti, Oliva PRD 2016



Interpretation of antiproton data
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Figure 10. Our reference model compared to AMS-02 preliminary p̄/p data. Blue solid line: the
p̄/p spectrum computed with the fiducial cross sections from [14], with the optimal hardening in the
proton and helium injection spectra. Dotted and dashed lines: the p̄/p spectrum computed with the
minimal and maximal hardening in the proton spectrum as in Fig. 8. The blue band reports the
uncertainty associated to the production cross sections.

energy measurements is in perfect agreement with the best-fit value obtained in our earlier
statistical analysis [6], based on the available high-energy measurements preceding PAMELA
and AMS-02 releases.

We also tune the proton and helium injection slopes to accomodate the AMS-02 data.
For the protons, we also consider the minimal and maximal injection slopes at high energy
compatible with the data. The reader can see the comparison with the new datasets in
figure 8.

Armed with a model fully consistent with all the preliminary nuclear observables, we
can finally compare our prediction for the p̄/p ratio with the data.

In figure 10 we show this comparison. The computation of the secondary flux is per-
formed using the fiducial value of the cross sections provided by [14], and the associated
uncertainty is shown as a blue band.

We conclude that, even without considering all the relevant uncertainties associated
with propagation or injection slopes, our predictions for the p̄/p are in good agreement with
the preliminary data in the entire energy range. Our findings are then in agreement with the
conclusions of [63], although our analysis relies on the B/C data from the same experiment
for the assessment of the propagation model.

6 Conclusions

We presented a revisited study of the dominant uncertainties in the determination of the CR
secondary antiproton spectrum.

– 16 –

Evoli, Gaggero, Grasso JCAP 2015 

Figure 2: The combined total uncertainty on the predicted secondary p̄/p ratio, superim-
posed to the new Ams-02 data.

that an additional source of uncertainty that we do not include consists in the uncertainties
a↵ecting the energy loss processes. These are however expected to be relevant only at small
energies and in any case to have a small impact.

Finally, antiprotons have to penetrate into the heliosphere, where they are subject to the
phenomenon of solar modulation (abbreviated with ‘SMod’ when needed in the following). We
describe this process in the usual force field approximation [44], parameterized by the Fisk
potential �F , expressed in GV. As already mentioned in the Introduction, the value taken
by �F is uncertain, as it depends on several complex parameters of the solar activity and
therefore ultimately on the epoch of observation. In order to be conservative, we let �F vary
in a wide interval roughly centered around the value of the fixed Fisk potential for protons �p

F

(analogously to what done in [22], approach ‘B’). Namely, �F = [0.3, 1.0] GV ' �p
F ± 50%. In

fig. 1, bottom right panel, we show the computation of the ratio with the uncertainties related
to the value of the Fisk potential in the considered intervals. Notice finally that the force field
approximation, even if ‘improved’ by our allowing for di↵erent Fisk potentials for protons and
antiprotons, remains indeed an e↵ective description of a complicated phenomenon. Possible
departures from it could introduce further uncertainties on the predicted p̄/p, which we are not
including. However it has been shown in the past that the approximation grasps quite well the
main features of the process, so that we are confident that our procedure is conservative enough.

Fig. 2 constitutes our summary and best determination of the astrophysical p̄/p ratio and
its combined uncertainties, compared to the new (preliminary) Ams-02 data. The crucial
observation is that the astrophysical flux, with its cumulated uncertainties, can reasonably well
explain the new datapoints. Thus, our first —and arguably most important— conclusion is

6

Giesen + JCAP 2015

such high Va would have considerable impact on the antiproton spectrum, the effect on the
boron flux would be more dramatic. Due to the lower threshold energy for boron compared to
antiproton production, there is more low energy boron available which can be reshuffled to high
energies through reacceleration (see figure 7). Large Va leads to a bump in B/C – not seen in the
AMS-02 data. In order to investigate the compatibility further, we perform a simultaneous fit
to the B/C and antiproton spectra of AMS-02. Again we include p̄AMS-02/p̄PAMELA to constrain
solar modulation.
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Figure 10: Best fit spectra of the combined B/C + p̄ fit.

The favored parameters of the joined fit are shown in the last column of table 6, the corre-
sponding fluxes and uncertainties are depicted in figure 10. Remarkably, B/C and antiprotons
can be fit simultaneously with �2/d.o.f. < 1. This implies that both spectra are, indeed, con-
sistent with pure secondary production. The fit is considerably better than one may conclude
by eye due to correlations in the uncertainties in ⌃source

ij . Nevertheless, we observe a clear
rise in �2

p̄ compared to the fit without B/C. In the high energy regime, there appears a slight
offset between predicted antiproton flux and data which is, however, within the margin of cross
section uncertainties. The increase in �p̄ is indeed mainly driven by the low energy spectrum.

27

Reinert & Winkler JCAP 2018

Propagation models fitted on AMS-02 B/C data. 
Greatest uncertainty set by nuclear cross sections. 

Background antiproton can explain data naturally,  
mainly because of the small diffusion coefficient  

slope indicated by B/C. 



The cosmic positrons 
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Figure 5. Fit to e++e� (left panel) and e+ (right panel) AMS-02 data [5, 8] with MAX propagation
model and Rcut = 0.7 kpc for Case 2 (see text for details). All the components for the best fit are
displayed together with the 2� uncertainty band on the total flux. Line coding as follows: solid black,
sum of all the components in the plot; red dashed, secondary e+ and e�; blue dash-dotted: e+ and
e� from all ATNF PWNe; green dotted: e� from far SNR; black dotted: e� from Vela SNR; magenta
double dash-dotted: e� from all other near (R  0.7 kpc) SNRs. The left (right) panel shows the
e+ + e� (e+) flux.

Table 2. Best fit parameters to AMS-02 e+ + e� and e+ flux data for the model described by Case
2.

�F 0.36 GV
q̃sec 2.10± 0.08
�PWN 1.85± 0.03
⌘ 0.065± 0.004
Nnear 0.35± 0.03
BV ela (3.1± 0.3) µG
dV ela 0.29± 0.04 kpc
�V ela 2.80
�SNR 2.65± 0.03
Etot,SNR (3.50± 0.05)1049 erg
�2/d.o.f 32/89

errors. The parameters for the SNR smooth population and the ATNF PWNe are found
to lie intervals similar to Case 1 and consistent with previous results [17, 18]. As for the
parameters most relevant to the following of our analysis, the best fit for the Vela distance
is found to be very near to the measurement of [55], while the spectral index points to the
higher permitted value of 2.8. This result can be hardly argued with the general modeling of
diffusive shock acceleration in SNRs. However, we find numerous configurations included in
the 2� band with lower values for �Vela of 2.4-2.6, while the rest of the parameters keeping
similar values to the ones reported in Tab. 2.

Case 3. - An unknown close SNR.
In the previous analysis we have considered only close SNRs with a detected electromagnetic
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FIG. 7. Top: secondary positron flux in CRs as function of ki-
netic energy. Model calculations are shown in comparison with
the data from AMS-02 [4] and PAMELA [6]. The solar modula-
tion level is set to � = 500MV. Bottom: estimated uncertainties
for the positron flux arising from CR injection and propagation,
production cross-sections, and solar modulations.

cisely, for the propagation of CR electrons and positrons
from the Galactic disk, one can write

�(E,E0) = 2

(
D0E�

b0E(1� �)

"
1�

✓
E0

E

◆��1
#) 1

2

, (11)

where E0 is their initial energy. For detected positron
energy E in the O(100GeV) energy scale and E0 & E,
it can be seen that the di↵usion distance � is always
. 1 kpc for our best-fit propagation parameters. Hence
the propagation histories of high-energy positrons de-
tected at Earth take place essentially in the inner halo.
In this region, the CR positron fluxes are of the type
J+ ⇠ (⌧/D)1/2Qsec so that, for proton-induced source
spectra Qsec

⇠ E��p , one has J+ / E��p� 1
2 (�+1). Note

also that, for E0 � E and in particular for E . 10GeV,
the quantity �(E,E0) can reach larger values. Thus, in
the general cases, CR leptons may experience propaga-
tion in both halos and their resulting flux at Earth is a
convolution over their propagation histories.

kinetic energy (GeV)
210 310 410 510

an
iso

tro
py

 a
m

pl
itu

de

-410

-310

-210

-110

1
ARGO
TIBET
Muon data
MACRO compilation
Other air showers

σTHM 1-
σTHM 2-

OHM

FIG. 8. Anisotropy amplitude from best-fit THM calculations
in comparisons with the data at E ⇡ 100GeV - 300TeV. OHM
calculations are shown for reference.

In the bottom panel of Fig. 7 we provide a breakdown
of the main sources of uncertainties associated with the
positron flux calculations. The errors on the production
cross-sections are estimated as in Delahaye et al. [47], i.e.,
by evaluating the e↵ects of di↵erent cross-section param-
eterizations as a function of energy. The considered pa-
rameterizations are those proposed by Kamae et al. [48],
Tan & Ng [49], and Badhwar et al. [50]. The positron
source term is found to vary between 5% 30% with en-
ergy, depending on the adopted parameterization. The
uncertainties of solar modulation are estimated by vary-
ing the modulation potential � similarly to the antipro-
ton case of Sect. III E. In comparison to other source of
uncertainties, solar modulation uncertainties are impor-
tant below 10 GeV. In comparison with the experimental
errors of AMS-02 measurements, they become negligible
above a few tens GeV. Uncertainty from CR propaga-
tion and injections are those estimated by the MCMC
parameter scan procedure. It is worth pointing out that
the positron flux is still softer than E�3 while the data
measured by AMS-02 is harder. To account for the miss-
ing flux, it is necessary to add some extra contribution
of high-energy positrons. Primary positron sources may
include nearby pulsars, old SNRs or dark matter parti-
cle annihilation. They are preferentially located within
relatively short distances.

G. Anisotropy

With the THM parameter setting of the best-fit con-
figuration, we have calculated the flux anisotropy ampli-
tude at the location of the Sun due to global leakage of
CRs from the Galaxy. In the di↵usion approximation,
the anisotropy is dominated by the radial streaming of

Feng, Tomassetti, Oliva PRD 2017

Secondary positrons predicted in realistic transport models cannot explain  
  alone the positron flux. 

One or more components are needs, typically in nearby sources 
given the strong radiative cooling experienced by e+e-.  


