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Precision Studies with Reactor Neutrinos
Understanding Flux and Spectrum
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mean energy of νe: 3.6 MeV
only disappearance 
experiments possible

Reactor Antineutrinos
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νe from β-decays, pure νe source
of n-rich fission products
on average ~6 beta decays until stable

> 99.9% of νe are produced by fissions in 
235U, 238U, 239Pu, 241Pu
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Relative Measurement of νe Flux and Spectrum

farνe νe,x νe,x
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νe
νe νe

Absolute Reactor Flux
Largest uncertainty in 
previous measurements

Relative Measurement
Removes absolute 
uncertainties!
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6 detectors, Dec 2011- Jul 2012

running with 8 detectors

target mass: 20 ton per AD
photosensors:       192 8”-PMTs
energy resolution:  (7.5 / √E  + 0.9)%

Gd-doped 
liquid scintillator

liquid 
scintillator
γ-catcher

mineral oil

six 2.9 GWth reactors

Daya Bay Reactor Experiment

Experimental Halls Antineutrino Detector
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Daya Bay Neutrino Oscillation (1958 Days)
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Neutrino oscillation is energy and 
baseline dependent
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Phys. Rev D 95, 072006 (2017). 
Daya Bay

preliminary
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Daya Bay Neutrino Oscillation (1958 Days)
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 sin22θ13 uncertainty: 3.4%
 |Δm232| uncertainty: 2.8%
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Reactor Antineutrino “Anomalies” (RAA)
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Deficit due to extra (sterile) neutrino 
oscillations or artifact of flux predictions?

Measured spectrum does not agree 
with predictions. Daya Bay, 

CPC 41, No. 1 (2017)

Understanding reactor flux and spectrum anomalies requires additional data

Flux Deficit Spectral Deviation

Chinese Physics C Vol. 41, No. 1 (2017) 013002

to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Fig. 22. (color online) The fractional size of
the diagonal elements of the covariance matrix,
Vii/N

pred
i , for each component in each prompt en-

ergy bin. Inset: the elements of the correlation
matrix, Vij/

√
ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,

χ̃i =
N obs

i −Npred
i

|N obs
i −Npred

i |

√∑

j

χ2
ij ,

χ2
ij = (N obs

i −Npred
i )(V −1)ij(N

obs
j −Npred

j ). (30)

By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Fig. 22. (color online) The fractional size of
the diagonal elements of the covariance matrix,
Vii/N

pred
i , for each component in each prompt en-

ergy bin. Inset: the elements of the correlation
matrix, Vij/

√
ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,

χ̃i =
N obs

i −Npred
i

|N obs
i −Npred

i |
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j

χ2
ij ,

χ2
ij = (N obs

i −Npred
i )(V −1)ij(N

obs
j −Npred

j ). (30)

By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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Reactor Antineutrino “Anomalies” (RAA)
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Deficit due to extra (sterile) neutrino 
oscillations or artifact of flux predictions?

Measured spectrum does not agree 
with predictions. Daya Bay, 

CPC 41, No. 1 (2017)

Understanding reactor flux and spectrum anomalies requires additional data

Flux Deficit Spectral Deviation

Chinese Physics C Vol. 41, No. 1 (2017) 013002

to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Fig. 22. (color online) The fractional size of
the diagonal elements of the covariance matrix,
Vii/N

pred
i , for each component in each prompt en-

ergy bin. Inset: the elements of the correlation
matrix, Vij/

√
ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,

χ̃i =
N obs

i −Npred
i

|N obs
i −Npred

i |

√∑

j

χ2
ij ,

χ2
ij = (N obs

i −Npred
i )(V −1)ij(N

obs
j −Npred

j ). (30)

By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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to the measurement. A clear discrepancy between the
data and the prediction near 5 MeV is observed, while
the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a χ2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 σ discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Fig. 22. (color online) The fractional size of
the diagonal elements of the covariance matrix,
Vii/N

pred
i , for each component in each prompt en-

ergy bin. Inset: the elements of the correlation
matrix, Vij/

√
ViiVjj for the total uncertainty.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in Ref. [65].
The compatibility was tested by evaluating

∆χ2 = χ2(standard)−χ2(N extra parameters) (29)

for N degrees of freedom. We obtained ∆χ2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. (28).

6.3 Quantification of the local deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23(b). The spectral discrepancy around
5 MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the χ2 contribution of
each energy bin,

χ̃i =
N obs

i −Npred
i

|N obs
i −Npred

i |

√∑

j

χ2
ij ,

χ2
ij = (N obs

i −Npred
i )(V −1)ij(N

obs
j −Npred

j ). (30)

By definition,
∑

i χ̃
2
i is equal to the value of χ2 defined in

Eq. 28. As shown in Fig. 23(c), an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the devia-
tion is evaluated based on the modified oscillation anal-
ysis similar to Eq. (29). Instead of allowing all the N
nuisance parameters to be free floating, only parameters
within a selected energy window are varied in the fit. The
difference between minimum χ2s before and after intro-
ducing these nuisance parameters within the selected en-
ergy window was used to evaluate the p-value of the local
variation from the predictions. The p-values with 1 MeV
sliding energy window are shown in Fig. 23(c). The local
significance for a discrepancy is greater than 4σ at the
highest point around 5 MeV. In addition, the local signif-
icance for the 2 MeV window between 4 and 6 MeV were
evaluated. We obtained a ∆χ2/N value of 37.4/8, which
corresponds to the p-value of 9.7×10−6(4.4σ). Compar-
ing with the ILL+Vogel model shows a similar level of
local discrepancy between 4 and 6 MeV.

Fig. 23. (color online) (a) Comparison of predicted
and measured prompt energy spectra. The pre-
diction is based on the Huber+Mueller model and
normalized to the number of measured events.
The error bars on the data points represent the
statistical uncertainty. The hatched and red filled
bands represent the square-root of diagonal ele-
ments of the covariance matrix (

√
(Vii)) for the

reactor related and the full systematic uncertain-
ties, respectively. (b) Ratio of the measured
prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). (c) The defined
χ2 distribution (χ̃i) of each bin (black solid curve)
and local p-values for 1 MeV energy windows (ma-
genta dashed curve). See Eq. 30 and relevant text
for the definitions.
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νe Fluxes and Fuel Content
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Isotopes in PWR Reactor: 235U, 238U, 239Pu, 241Pu

Daya Bay, 
PRL 118 (2017)

Daya Bay, Chin. Phys. C 41(1) (2017)

combine periods of common 
fission fractions

flux changes with fission fractions, measured slope different by 2.6σ  

lower 235U?
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Fuel Evolution and νe Fluxes
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Daya Bay reported IBD yields of 235U and 
239Pu using evolution of LEU reactors.  
Fitted 235U lower than model.

IBD yields calculated from reactor rates (of 
26 reactor experiments) do not agree with 
Daya Bay measurement.

Daya Bay Fuel Evolution Analysis
Daya Bay, PRL 118 251801 (2017)

Improved Determination of Fluxes
Giunti et al, Phys.Rev. D96 (2017) no.3, 033005 

Daya Bay fuel 
evolution

Saclay+Huber

Reactor rates

Combined 
Daya Bay +
Reactor rates

Analysis of Daya Bay with Fuel Burnup
Hayes et al, Phys.Rev.Lett. 120 (2018) no.2, 022503 

“not enough information to use the antineutrino 
flux changes to rule out the possible existence 
of sterile neutrinos”

~3σ
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Spectral Deviation θ13 in Experiments 
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T.J. Langford - Yale University Date/Seminar4
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Daya Bay: PRL 116, 061801(2016)

DC-IV fit results  

"  Data$MC'(it'including'Bugey'4'normalization'
"  sin22θ13$=$0.105$±$0.014'(stat.+syst.)'
"  Multi'detector'(it'robust'against'spectral'distortion'
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New! 

Neutrino 2018

RENO: PRD 98, 012002 (2018)

all ϴ13 experiments observe deviations throughout the spectrum, prominent excess 
4-6 MeV prompt energy (5-7 MeV neutrino energy) 
cannot be explained by a sterile neutrino 
tracks with reactor power (LEU power), appears in near and far detectors

Daya Bay Double Chooz RENO 

Most likely an issue with nuclear models - one, some, all isotopes?
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Predicting the Antineutrino Flux and Spectrum
Two major approaches 

1. Ab-initio 
• sum the spectrum from thousands of beta 

branches using nuclear databases 
• databases incomplete and large 

uncertainties 

2.  Beta conversion  
• empirical measurements of beta spectra 

for each isotope (foils, 1980’s) 
• fit with ‘virtual branches’ and kinematically 

convert to antineutrino spectra 

Spectrum

Spectral Structure of Electron Antineutrinos from Nuclear Reactors

D. A. Dwyer*

Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

T. J. Langford†

Yale University, New Haven, Connecticut 06520, USA
(Received 18 September 2014; published 7 January 2015)

Recent measurements of the positron energy spectrum obtained from inverse beta decay interactions
of reactor electron antineutrinos show an excess in the 4 to 6 MeV region relative to current predictions.
First-principles calculations of fission and beta decay processes within a typical pressurized water reactor
core identify prominent fission daughter isotopes as a possible origin for this excess. These calculations
also predict percent-level substructures in the antineutrino spectrum due to Coulomb effects in beta decay.
Precise measurement of these substructures can elucidate the nuclear processes occurring within reactors.
These substructures can be a systematic issue for measurements utilizing the detailed spectral shape.

DOI: 10.1103/PhysRevLett.114.012502 PACS numbers: 28.41.-i, 14.60.Lm, 14.60.Pq, 23.40.-s

Determination of the mixing angle θ13 required a new
generation of reactor antineutrino experiments with unprec-
edented statistical precision [1–3]. The Daya Bay and
RENO experiments have each detected ∼106 reactor ν̄e
interactions [4,5]. Proper characterization of the ν̄e energy
spectrum emitted by nuclear reactors is important for
such measurements of neutrino properties. The standard
approach uses measured energy spectra of the β− from
beta decay to estimate the corresponding ν̄e emission. Here
we refer to this method as “β− conversion.” For a single
measured β− decay spectrum, the corresponding ν̄e spec-
trum can be predicted with high precision. In the 1980s,
foils of the fissile isotopes 235U, 239Pu, and 241Pu were
exposed to thermal neutrons from the ILL reactor, and
the cumulative β− spectra of the fission daughters were
measured [6–8]. More recently, a similar measurement was
made for 238U [9]. The fission of these four main parent
isotopes represent>99% of reactor νe emission. Given that
each measured β− spectrum is composed of thousands of
unique beta decays, the conversion must be done en masse.
This introduces uncertainties of a few percent in the
corresponding prediction of the cumulative νe spectra.
Detailed descriptions of such calculations can be found
in Refs. [10–12]. A recent study suggested that the
uncertainties in converting the β− spectrum to the νe
spectrum may have been underestimated due to shape
corrections for forbidden beta decays [13].
In this Letter, we discuss an alternative calculation of

the νe spectrum based on nuclear databases. This ab initio
approach relies on direct estimation of the νe spectrum from
the existing surveys of nuclear data. This method suffers
from rather large uncertainties in our knowledge of the
fission and decay of the >1000 isotopes predicted to be
present in a nuclear reactor core. Despite these uncertainties,
we find that an ab initio calculation involving no fine-tuning

predicts an excess of νe ’s with Eν̄ ¼ 5–7MeV relative to the
β− conversionmethod. Recent measurements of the positron
energy spectra from νe inverse beta decay (ν̄e þ p →
eþ þ n) show a similar ∼10% excess from 4 to 6 MeV,
consistent with the kinematic relationship Eν̄ ≃ Eeþþ
0.8MeV. We also observe substructures at the level of a
few percent in the calculated energy spectra, which are diffi-
cult to demonstrate from the β− conversion method. These
substructures are due to discontinuities introduced by the
Coulomb phase space correction in the νe spectrum of each
unique decay branch. Precise measurement of these substruc-
tures could provide a unique handle on the nuclear processes
occurringwithin a reactor. If not properly accounted for in the
model, these substructures can present a systematic problem
for measurements relying on the high-resolution features of
the reactor νe energy spectrum, for example [14,15].
Calculation of the νe spectrum.—The collective νe

emission from a reactor is due to >1000 daughter isotopes
with >6000 unique beta decays. The ab initio method of
calculating the νe spectrum follows that presented in
Refs. [13,16,17]. The total νe spectrum is the combination
of many individual beta decay spectra SijðEνÞ,

SðEν̄Þ ¼
Xn

i¼0

Ri

Xm

j¼0

fijSijðEν̄Þ: ð1Þ

The equilibrium decay rate of isotope i in the reactor core is
Ri. The isotope decays to a particular energy level j of the
daughter isotope with a branching fraction fij.
For the fission of a parent nucleus A

ZNp, the probability of
fragmenting to a particular daughter nucleus A0

Z0Nd is given
by the instantaneous yield. The majority of these fission
daughters are unstable, and will decay until reaching a stable
isotopic state. The cumulative yield Yc

pi is the probability
that a particular isotope A0

Z0Ni is produced via the decay chain

PRL 114, 012502 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

9 JANUARY 2015

0031-9007=15=114(1)=012502(5) 012502-1 © 2015 American Physical Society

Branching Fraction Decay Rate
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• Two main methods:!

• Ab Initio approach:!

• Calculate spectrum branch-by-branch  
using beta branch databases: 
endpoints, decay schemes!

• Problem: many rare beta branches with 
little information; infer these additions 

• Conversion approach!

• Measure beta spectra directly!

• Convert to νe using ‘virtual beta branches’!

• Problem: ‘Virtual’ spectra not well-defined:  
what forbiddenness, charge, etc. should they have? 

• Devised in 50’s, each method has lost  
and gained favor over the years

Predicting Si(E), Neutrinos Per Fission

Example: Fit virtual beta branches

King%and%Perkins,%Phys.%Rev.%113%(1958)
Carter,%et#al,%Phys.%Rev.%113%(1959) Schreckenbach,%et%al,% 

Phys%LeA%B160%(1985)

Conversion Approach

predicting reactor spectra is complicated, 
nuclear physics uncertainties

Sonzogni et al: Phys Rev 
C 98 (2018) 014323

Huber-Mueller model used as benchmark to experiment at 
LEU reactors: Phys. Rev. C 85, 029901 (2012) and Phys. Rev. 
C 83 (2011) 
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Measured Spectra from 235U and 239U
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Latest from Daya Bay,  arXiv:1904.07812

3.5 million IBD candidates 
in 1958 days

Shape of prompt energy 
spectrum disagrees with 
the prediction of the Huber-
Mueller model at 5.3σ

Individual spectra of the two dominant isotopes, 
235U and 239Pu, are extracted using the evolution

In 4–6 MeV, a 7% (9%) excess for the 235U (239Pu) 
compared with the normalized Huber-Mueller 
model prediction.
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Measured Spectra from 235U and 239U
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Latest from Daya Bay,  arXiv:1904.07812

Comparison of the measured and predicted 235U and 239Pu IBD yields prefers 
an incorrect prediction of the 235U flux as the primary source of the reactor 
antineutrino rate anomaly.

Discrepancy in the comparison of spectrum shape for 235U suggests incorrect 
spectral shape prediction for the 235U spectrum.
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Shielding

Active Inner 
Detector

Precision Oscillation and Spectrum Experiment
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Antineutrino 
Detector

HFIR Core

Objectives Search for short-baseline oscillation at  <10m
Precision measurement of 235U reactor νe spectrum

Relative Spectrum Measurement
relative measurement of L/E and spectral shape distortions

Segmented, 6Li-loaded Detector

unoscillated spectrum oscillated spectrum
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Antineutrino 
Detector

HFIR Core

PROSPECT Physics
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A Precision Oscillation Experiment
Model-independent test of oscillation 
of eV-scale neutrinos 

3σ, 3yrs
3σ, 1yr

Daya Bay
Objectives
4σ test of best fit after 1 year
>3σ test of favored region after 3 years

L/E

O
sc

/N
ul

l
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Antineutrino 
Detector

HFIR Core

PROSPECT Physics
A Precision Spectrum Experiment
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HFIR
A precision measurement of spectrum

Objectives
Measurement of 235U spectrum
Compare different reactor models 

HFIR

Testing models of 235U νe spectrum

Improvement on ILL

~100k events
per year

~4.5%/√E

1981 ILL:
~5000 events
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Experimental Site 
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Power: 85 MW
Core shape: cylindrical
Size: h=0.5m r=0.2m
Duty-cycle: 46%, 7 cycles/yr, 24 days
Fuel: HEU (235U)

Reactor Core

highly-enriched (HEU): >99% of νe flux from 235U fission

High Flux Isotope Reactor, ORNL

compact reactor core,
detector near surface, 
little overburden
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Surface Neutrino Detection
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Three-pronged approach to 
backgrounds:

New detector design 
New liquid scintillator
New shielding design 

Very close to research reactor
Reactor-related backgrounds (gammas 
and thermal n) 
Detector operates at the surface (or 
close to it) so cosmic-ray backgrounds 
are problematic
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PROSPECT Detector Design
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Liquid Scintillator

Antineutrino Detector Performance

Liquid Scintillator

PROSPECT Segmented 6Li-Loaded 

Antineutrino Detector Design

Initial Performance of the PROSPECT 

Antineutrino Detector

N.S. Bowden (LLNL) for the PROSPECT Collaboration  

LLNL-POST-XXXXXX

Prepared by LLNL under Contract 

DE-AC52-07NA27344.

Liquid Scintillator

Stability of Antineutrino Detector Response 

Liquid Scintillator

Antineutrino Detector Self-Calibration 

Liquid Scintillator

Uniformity of Antineutrino Detector Response 

Liquid Scintillator

Signal and Background Characteristics

Conclusions

Conclusions

Monday 112 

http://prospect.yale.edu

See also posters 139, 146, 188, 194; Talk Friday 12.15pm

PROSPECT Publications

arXiv: 1506.03547, 1508.06575,   

1512.02202, 1805.09245 

Background events provide a myriad of ways to measure segments 

performance – observed segment-to-segment  variation is small

The PROSPECT antineutrino detector (AD) in now 

operating 7-9m from a research reactor core: 

• The recently commissioned PROSPECT AD is performing very well

• Detector design features provide multiple observables to calibrate and track system 

stability and uniformity 

In addition to calibration sources, AD data can be used to 

measure system stability, validating our calibration procedures 

• 4 ton 6Li-loaded liquid scintillator ( 6LiLS) target 

• Low mass optical separators provide 154 optical 

segments, 117.5x14.6x14.6cm 3

• Double-ended PMT readout

• Internal calibration access along full segment length

Prospect has begun to study the characteristics of IBD signal and 

cosmogenic background events

• Energy resolution, position resolution and detection efficiency meet expectations

• Antineutrinos have been detected in the high background environment close to a 

research reactor core and on the Earth’s surface

Antineutrino 
Detector

HFIR Core

Range of Motion

Optical 
Segments

Passive 
Shielding

M
ovem

ent 

C
hassis

Overlaid collection 

curves for all 308 

PMTs

Position Calibration
Pinwheel tabs alter local light 

transport, causing ‘tiger stripes’

Known tab positions 

anchor absolute 

position scale in 

every segment

Segmented PROSPECT AD design and Li-6 and Ac-227 doping provide a 

wealth of data for position, timing, and response calibrations for all 

segments and axial positions

Response Calibration

500
−

0

500 z-position (mm)

α

0

50

100Co
un

ts/
m

m

The AD light yield & PSD performance are very good (poster 146), as is 

axial position resolution. Other performance parameters are assessed via a 

combination of measurements and simulation.

Antineutrino detection efficiency

Antineutrino selection cuts preferentially 

reject cosmogenic backgrounds. Some 

PMTs have exhibited anomalous current 

behavior, with these segments being 

excluded from analysis for now. 

Simulation is used to understand the 

effect of these factors on IBD detection 

efficiency across the detector.

6Li neutron capture gives fixed 

energy events distributed 

throughout entire AD – track 

system response in time and 

measure variation along segments

Optical collection along 

segment length

Axial variation in single PMT 

light collection is almost 

exponential and has minor 

variation amongst PMTs 

Relative energy scale 

between segments

Tracking  6Li neutron capture 

feature in time demonstrates  

effectiveness of  running 

calibration and segment-to-

segment uniformity 

Timing Calibration

Muon tracks traversing 

multiple segments provide 

coincident events to extract 

segment-to-segment and 

PMT-to-PMT timing 

information

Axial position 

reconstruction

BiPo events provide a 

uniformly distributed event 

sample with which to validate 

axial position reconstruction

Time stability of energy 

reconstruction

Tracking  reconstructed energy 

of BiPo events distributed 

uniformly throughout the 

detector independently 

validates energy calibration

Time stability of neutron capture efficiency

The LiLS contains three species with non-negligible capture 

cross sections: 6Li, 1H, and 35Cl. Tracking  relative capture 

fractions demonstrates stable efficiency of the 6Li capture 

reaction used for antineutrino detection

Time variation of 

cosmogenic backgrounds

Several cosmogenic background 

event classes are observed to 

vary with the depth of the 

atmospheric column. This ~1% 

effect is corrected for in 

background subtraction 

Axial Position Resolution

212Po decays produce b-a

correlated events in the 

same location - provide 

direct measure of AD 

position resolution
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The PROSPECT AD has successfully detected antineutrinos in the high 

background environment close to a reactor core and on the Earth’s surface
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Neutron Capture

Accidental Background

Date

Preliminary

Detector 
Maintenance 

Period

t
cap = 47 µs

Neutron Capture Time

The prompt-delayed 

event separation time 

for IBD candidates 

exhibits the expected 

exponential behaviour

Detector 
Maintenance 

Period

Observation of reactor antineutrinos at the Earth’s surface

Accidental backgrounds vary due to g-rays background from 

nearby neutron scattering experiments. Cosmogenic correlated 

backgrounds are measured during Reactor Off periods. 

Preliminary selection cuts that emphasize statistical precision 

yield a Signal-to-Correlated Background ratio of 1.3.

A 5s observation at the surface is achieved with ~4 hours of 

Reactor On & Off data
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Preliminary

650 +/- 50 IBD Candidates 

24hr Reactor On and Off

Correlated
Accidental  

Atmospheric 

Pressure

Fast Neutron + (n, 6Li) Events

Preliminary

Preliminary

Preliminary

Preliminary

Preliminary

Preliminary
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Preliminary
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Preliminary

Preliminary

Preliminary

Preliminary

Detector 
Maintenance 

Period

Date

Date

Detector 
Maintenance 

Period

119cm

Floor
Concrete Monolith

BORATED POLYETHELYNE 

INNER DETECTOR ARRAY

WATER BRICK NEUTRON SHIELD

tilted array for 
calibration access

Optimized shielding to reduce 
cosmogenic backgrounds 

Single 4,000 L 6Li-loaded liquid 
scintillator (3,000 L fiducial volume)

11 x 14 (154) array of optically 
separated segments

Very low mass separators (1.5 mm thick)
Corner support rods allow for full 
in situ calibration access

Double ended PMT readout, with light 
concentrators  

good light collection and energy 
response 
~5%√E energy resolution
full X,Y,Z event reconstruction
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Antineutrino Event Identification with 6Li
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Inverse Beta Decay

inverse beta decay (IBD)
γ-like prompt, n-like delay

fast neutron
n-like prompt, n-like delay

accidental gamma
γ-like prompt, γ-like delay

Background reduction is key challenge

signal

backgrounds

40μs delayed n capture

Background Reduction 
detector design & fiducialization

e+n

Pulse Shape Discrimination

IBD event in 
segmented 
6LiLS 
detector

nLi PROSPECT P50 prototype

PROSPECT,arXiv:1805.09245
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Background Rejection
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Pieter Mumm 
National Institute of Standards and Technology  

For the PROSPECT Collaboration

Combine: 
- PSD 
- Shower veto 
- Event topology  
- Fiducialization

A sequence of cuts leveraging spatial and timing 
characteristics of an IBD yields > 104 background 
suppression and signal to background of > 1:1.

IBD-like rate per segment n+H 

12C inelastic

Rate and shape of residual IBD-like background can be 
measured during multiple interlaced reactor-off periods.
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Figure 3: Segment positions of cosmic background IBD-like prompt events, after topology
cuts and cell-end fiducialization.
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(a) New AD1 baseline simulation.
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(b) Updated simulation.

Figure 4: P2k total cosmic contributions to IBD-like background (with cuts sequence from pro-
posal).
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(b) Updated simulation.

Figure 5: P2k signal to background projection after cuts.

4

(b) Previously shown in PROSPECT physics paper for

12 ⇥ 10 baseline.

Figure 4: IBD signal versus IBD-like cosmic background, after all cuts. Previously publicised
figure shown for comparison.
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Assembly in 30s (video) Assembly of First Row

November 1, 2017

https://prospect.yale.edu//sites/default/files/files/prospect.mp4


Final Row Installation
November 17, 2017
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First Oscillation Analysis Data Set

33 days of Reactor On
28 days of Reactor Off
Correlated S/B = 1.36
Accidental S/B = 2.25

24,608 IBDs detected
Average of ~750 IBDs/day

IBD event selection defined 
and frozen on 3 days of 
data
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reactor on reactor off reactor on

maintenance
calibration

Preliminary

Phys.Rev.Lett. 121 (2018) no.25, 251802
PROSPECT Collaboration 
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Neutrino Rate vs Baseline

Observation of 1/r2 behavior throughout detector volume
Bin events from 108 fiducial segments into 14 baseline bins
40% flux decrease from front of detector to back
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Phys.Rev.Lett. 121 (2018) no.25, 251802
PROSPECT Collaboration 



Karsten Heeger, Yale University  Elba, June 27, 2019

Neutrino Spectrum vs Baseline
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Spectral Distortion vs Baseline

Compare spectra from 6 baselines to measured full-detector spectrum
Null-oscillation would yield a flat ratio for all baselines

Direct ratio search for oscillations, reactor model independent 
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Oscillation Search Results

Disfavors RAA best-fit point at >95% CL (2.2𝝈)
�28

• Feldman-Cousins based 
confidence intervals for 
oscillation search

• Covariance matrices captures 
all uncertainties and energy/
baseline correlations

• Critical 𝜒2 map generated 
from toy MC using full 
covariance matrix

• 95% exclusion curve based 
on 33 days Reactor On 
operation

• Direct test of the Reactor 
Antineutrino Anomaly

RAA best fit

Phys.Rev.Lett. 121 (2018) no.25, 251802
PROSPECT Collaboration 
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Measurement of 235U Spectrum
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Prompt Energy Spectrum

measured spectrum with good S/B at surface 1.7/1 (0.8-7.2 MeV)
~ 6x greater statistics than ILL (1981)

40.2 days of reactor-on exposure,  37.8 days of reactor-off exposure
~ 31,000 IBD candidate events (reactor-off candidate events scaled to match exposure)

Preliminary
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Prompt Energy Spectrum
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Preliminary

Is PROSPECT consistent with Huber 
235U model for HFIR HEU reactor?

χ2/ndf = 52.1/31
p-value = 0.01

Huber model broadly agrees with spectrum 
but exhibits large χ2/ndf with respect to 
measured spectrum, not a good fit.

Deviations mostly in two energy regions.

Statistics limited measurement.
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Prompt Energy Spectrum
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T.J. Langford - Yale University Date/Seminar4
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Shape of measured 235U spectrum not 
inconsistent with the deviation relative 
to prediction observed at LEU reactors.

Daya Bay

Preliminary

How does PROSPECT compare to 
“bump” in θ13 experiments? 

best-fit excess
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Summary

�32

Daya Bay has made a high-precision measurement of the prompt energy 
spectrum from PWR reactor. Suggests incorrect prediction of the 235U flux 
as the primary source of the reactor antineutrino rate anomaly. 

With a surface-based detector, PROSPECT has made a modern 
measurement of 235U antineutrino spectrum from HEU reactor. Statistics 
limits conclusion on spectral deviation in 235U.

PROSPECT has world-leading signal-to-background for a surface-
based detector (<1 mwe overburden). Observed antineutrinos from HFIR 
with good signal/background.

PROSPECT First oscillation analysis on 33 days of reactor-on data disfavors 
the RAA best-fit at 2.2𝝈 (based on model-independent measurement).

Based on results from PROSPECT, Daya Bay, and other experiments 
sterile neutrinos are increasingly disfavored. 

Have started joint analysis between Daya Bay and PROSPECT.



Supported by:
prospect.yale.edu

prospect.yale.edu

Funding provided by:

14 Institutions, 70 collaborators

http://prospect.yale.edu


Karsten Heeger, Yale University  Elba, June  27, 2018

Daya Bay Collaboration

�34


