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CV

- MsC in Energy and Nuclear Engineering @UniBO (2012);

- PhD in Nuclear Engineering @UniBO+CEA(Cadarache):

thesis on FY covariances (NEA-WPEC-SG37) and UQ for

reactor applications (2016) (CONRAD, APOLLO2);

- Post-Doc @CEA(Saclay): Monte Carlo methods for

sensitivity analyses (2017) (TRIPOLI4);

- Fixed-term research fellow @INFN-CNAF(Bologna):

Software development for middleware applications.
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Available calculation resources

A proposal for code versioning
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CNAF presentation

CNAF Tier1 Data Center:

- 390kHS06 CPU power

- 40000 cores

- 34PB disk

- 52PB tape

From:

https://www.cnaf.infn.it/calcolo/ From: D. Salomoni, Introduction to

DevOps course.
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CNAF presentation (cont’d)

Cloud@CNAF

- Some resources of cloud computing are separated from the

large part of Tier1 farming;

- Physical or virtualized resources;

- More flexible for smaller needs (experiments);

- HPC cluster (e.g. GPU).

n TOF

- 16 cores and 8Gb RAM

- 10Tb on Tier1 Storage
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Access
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Access (cont’d)
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Access (cont’d)

• GEANT4 calculations for the two Recoil Proton

Telescopes, n-p scattering;

• Other accounts can be added to perform Monte Carlo

simulations;

• Resources can be opened to other participants;

• A queue manager system can be envisaged.

NB:

Access credentials cannot be lent

nicholas.terranova@cnaf.infn.it
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n TOF machine

- CentOS-7

- Geant-4.10.02, ROOT-6.14.04, Boost-options, git etc.. are

already installed

- No graphics support.

Ask me for any further installation.

nicholas.terranova@cnaf.infn.it
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baltig
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baltig (cont’d)
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baltig (cont’d)
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git

git clone https://baltig.infn.it/ntof/PRT.git

git checkout <branch name>

git checkout -b <new branch name>

15



Thank you for your attention
nicholas.terranova@cnaf.infn.it
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