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DArk Matter Particle Explorer (DAMPE)

Launched on Dec 17, 2015,
from the Jiuquan Satellite Launch Center,
Gobi desert, China.

Operates on a sun-synchronous
Sky-survey mode, permanently oriented to zenith 

DAMPE satellite



Scientific Goals
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Detection of:


• e/γ @ 1GeV — 10 TeV          
(1% energy resolution)


• p/nuclei @ 50GeV — 500 TeV


• γ-rays


Search for Dark Matter 
annihilation/decay signatures.

Expected performances 

CRATER-2018 I. De Mitri : Recent results form the DAMPE experiment 10  /  37 

proton 

helium 

Simulation assuming  AMS-02 fit Simulation assuming  AMS-02 fit 

electron 

Gamma-ray line 

Expected performances 

CRATER-2018 I. De Mitri : Recent results form the DAMPE experiment 10  /  37 

proton 

helium 

Simulation assuming  AMS-02 fit Simulation assuming  AMS-02 fit 

electron 

Gamma-ray line 

Expected performances 

CRATER-2018 I. De Mitri : Recent results form the DAMPE experiment 10  /  37 

proton 

helium 

Simulation assuming  AMS-02 fit Simulation assuming  AMS-02 fit 

electron 

Gamma-ray line 

Excellent energy resolution (1% for 
100 GeV electrons), direction and 
particle identification capabilities.
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Figure 1: Schematic view of the DAMPE detector. Sensitive detectors and support structures

are shown. The z-axis of the DAMPE coordinate system is oriented to the zenith, orthogonal

to the STK planes and y points to the sun.

Moreover, thanks to its high position resolution, the direction of incoming pho-51

tons converting into electron-positron pairs in the STK’s tungsten plates can be52

precisely reconstructed. In order to fully exploit the trajectory reconstruction53

capabilities of the STK, a precise alignment of the instrument is needed, as54

explained in the paper.55

The paper is organized as follows. In Section 2 the STK is briefly described.56

Section 3 provides the details of the on-orbit data and simulation used in the57

alignment analysis. Section 4 gives an overview of the data reconstruction pro-58

cedure. In Section 5 the alignment procedure is described in detail. In Section 659

the results on the STK position resolution are reported. In Section 7 the align-60

ment stability and its on-orbit variations are discussed. Conclusions are given61

in Section 8.62

2. The STK63

The STK [3] is designed to reconstruct the charged particle trajectories,64

identify the direction of incoming gamma-rays converting into electron-positron65

pairs and measure the charge Z of cosmic rays. It consists of 6 tracking double-66

layers, providing 6 independent measurements of the x and y coordinates of the67
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• 1 X double-layer and 1 Y double layer 
• 82 x 82 cm layer dimension 
• Scintillator bar dimension: 

1.0 (thick) x 2.8 (wide) x 82.0 (long) cm3 
• Bars staggered by 0.8 cm in a layer
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Figure 2: (Left) A picture of the STK before the assembly of the last tray. (Right) Schematic

view of the STK with the following parts highlighted: the silicon layers (gray), the tungsten

converters (black), the aluminum corner feet (black) and the supporting trays of carbon fiber

and aluminum-honeycomb (pale gray).

incoming particle. The tracking layers are mounted on 7 supporting trays, as68

shown in Figure 2. To promote the pair conversion of incoming photons into69

electron-positron pairs, three tungsten layers are placed after the first, second70

and third tracking layer. Each tungsten layer is 1 mm thick, for a total of about71

one radiation length.72

Each silicon layer consists of 16 modules, hereafter referred to as ladders73

(Figure 2 left). Each ladder is formed by 4 single-sided AC-coupled Silicon74

micro-Strip Detectors (SSD), daisy-chained via micro-wire bonds. All the 19275

ladders are read in groups of 24 by 8 data acquisition boards [4]. The sensors76

are produced by Hamamatsu Photonics [5] and are 320 µm thick, with dimen-77

sions 9.5 ⇥ 9.5 cm2. They are segmented into 768 strips with a 121 µm pitch,78

whereby the sensitive area of the SSD is 9.29 ⇥ 9.29 cm2. In order to limit the79

number of readout channels while keeping a good performance in terms of spa-80

tial resolution, the readout is done for every other strip [6]. The resulting 38481

channels per ladder are read out by 6 VA140 ASIC chips made by IDEAS [7].82

Thanks to the analog readout and to the charge sharing on the non-readout83

strips, the expected position resolution is better than 70 µm for most incident84

angles.85
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22 bars 
per layer

7X 
7Y

• 14 layers (7X and 7Y):


• horoscopic arrangement, alternating 
X and Y layers 


• 22 bars per layer

• Total 31 X0


• Bar dimension: 2.5 x 2.5 x 60 cm3


• Two PMTs coupled to each bar in 
two ends
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• 4 large-area boron doped plastic 
scintillators  


• 30 x 30 x 1 cm3 scintillator 
dimension

n + 10 B → α + 7 Li + γ
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Thermal cycling 
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Vibration & Acceleration & Shock

PoS(ICRC2015)1192

The Silicon-Tungsten Tracker of the DAMPE Mission Xin Wu

Figure 11: Measured noise of 73728 channels of the STK FM (left); Signal to noise ratio for a noise run after
satellite integration of all channels. Some cosmic ray contamination in the noise run is visible (right).

5. Conclusions

The Silicon-Tungsten Tracker (STK) of the DAMPE mission is based on robust
technology of single-sided silicon strip detectors with analog readout. It will play crucial roles in
charge track reconstruction, gamma-ray detection, cosmic ray charge measurement, and overall
particle identification. After 2 years of intensive design, prototyping, testing and production
efforts, an Engineering and Qualification Model has been completed and qualified and a Flight
Model (FM) has been produced and passed acceptance test. The quality of the FM is excellent
and meets the design specification. 
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Figure 13: The electron energy distribution from beam test data, before and after correction,
as measured in the BGO (see text). the corrected energy resolution is 1.85% for 10 GeV
electrons and 0.80 % for 100 GeV electrons.

The ground calibration of BGO has been performed using both the data
collected in a beam test campaign at CERN and cosmic ray data collected from
ground. The calibration procedure includes the measurement of the pedestals,
the evaluation of the calibration constants from the MIP peaks, the evaluation
of the dynode ratios, and the measurement of the bar attenuation lengths. The
full details of the calibration procedure are provided in Refs. [56, 57]. Fig. 13
summarizes the performance of energy reconstruction of the BGO calorimeter
for electrons with di↵erent energies up to ⇠ 250 GeV. The data shown in the fig-
ure was obtained during the beam test campaigns performed at CERN. Details
on the energy reconstruction and the electron/proton separation are discussed
in Section 3.2.1 and Section 3.2.4. The linearity of reconstructed energy is
better than 1%, as shown in the Fig. 14. The energy resolution is better than
1.2% at the energies above 100 GeV (see Fig. 23).

2.4. The NeUtron Detector (NUD)

The main purpose of the NUD is to perform electron/hadron identification
using the neutrons produced in hadronic showers initiated in the BGO calorime-
ter. In fact, for a given initial particle energy, the neutron content of a hadronic
shower is expected to be one order of magnitude larger than that of an electro-
magnetic shower. Once the neutrons are created, they are quickly thermalized
in the BGO calorimeter, and the total neutron activity over a few microseconds
is measured by NUD. Table 5 summarizes the key parameters of the NUD.

Fig. 15 shows the detailed structure of NUD. It consists of four 30 cm ⇥
30 cm ⇥ 1.0 cm blocks of boron-loaded plastic scintillator (Eljen Technologies
EJ-254), with 5% boron concentration by weight which has the natural 10B
abundance of 20% [60]. Each scintillator is wrapped with a layer of aluminum
film for photon reflection, anchored in aluminum alloy framework by silicone
rubber, and readout by a PMT. The space between plastic scintillators and
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On-ground tests
BGO energy resolution: electrons

10.1016/j.nima.2016.08.015

Figure 22: Acceptance for electrons/positrons as a function of energy.

Figure 23: Energy resolution for gamma rays and electrons/positrons at normal incidence
(solid line) and at 30� o↵-axis angle (dashed line). DAMPE beam test results (with electrons)
are over-plotted as reported in Fig. 13.

as well.

The energy resolution (�E/E) of on-axis incident protons (after
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Figure 25: Distributions of deposited energies (blue) and unfolded ones (red) for beam test
protons at incident momenta of 5, 10, 150, and 400 GeV/c.

sky-survey mode immediately, and a dedicated calibration of the detector was
performed in the first 15 days, including pedestals, MIP responses (protons),
alignments, and timing etc. Comparison between on-orbit data with simulations
and ground cosmic-ray data demonstrates the excellent working condition of
DAMPE detectors. Details of the on-orbit calibration and performance

evaluation will be published elsewhere [64].

4.2. Operation

Since December 17th 2015, DAMPE is orbiting in solar synchronous mode,
with each orbit lasting 95 minutes. The trigger configuration and the pre-scaling
factors for the on-orbit science operation have been illustrated in Sect. 2.5, and
ensure a global trigger rate around 70 Hz. The pedestal calibration is performed
twice per-orbit, and all data are regularly transmitted to ground.
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Figure 26: The energy resolution for on-axis protons. The dotted line represents the energy
resolution of MC simulated protons after spectral unfolding while the red points represent the
beam test data.

On ground the data are processed by the Ground Support System (GSS) and
the Scientific Application System (SAS). Binary raw data (housekeeping and
science data) transmitted to ground are first received by three ground stations
located in the south, west and north of China at early morning and afternoon
of each day respectively, when the satellite passes China’s borderline. Then all
binary data are automatically transmitted to the GSS located in Beijing, and are
tagged as level-0 data. On average, about 12 GB level-0 data are produced per
day. Upon arrival of the level-0 data at the GSS, they are immediately processed
and several operations are performed, including data merging, overlap skipping
and cyclic redundancy check (CRC) which is an error-detecting code based on
the protocol CRC-16/CCITT.

The level-0 data are daily processed into level-1 data, which includes 13 kinds
of completed telemetry source packages, one for science data and 12 for house-
keeping data. Daily level-1 data will then be processed by the GSS within 1 hour.
The SAS located at the Purple Mountain Observatory of Chinese Academy of
Sciences in Nanjing monitors the level-1 data production 24 hours a day con-
tinuously. The new level-1 data will be synchronized to the mass storage at the
Purple Mountain Observatory immediately. Then 12 housekeeping data pack-

30

On-ground tests
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Figure 37: xtrl distribution for di↵erent beam-test electron samples. Selection
with and without BGO-crack region is used.

Sample Selection Data Monte-Carlo
Electrons 250 GeV vertical w-o BGO-crack 0.992±0.003 0.991±0.003
Electrons 100 GeV vertical w-o BGO-crack 0.978±0.004 0.991±0.003
Electrons 100 GeV inclined w-o BGO-crack 0.975±0.004 0.957±0.001
Electrons 100 GeV inclined with BGO-crack 0.973±0.004 0.982±0.001

Table 3: Fraction of events in the signal xtrl region [0; 12] for di↵erent electron
beam-test samples (data and Monte-Carlo). Selection with and without BGO crack
region is considered.
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Figure 34: Sum of shower rms in all BGO layers for 400 GeV proton beam-test
sample.

0 200 400 600 800 1000 1200 1400 16000

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

xtr

0 20 40 60 80 1000

0.02

0.04

0.06

0.08

0.1

xrt_intercepty

0 20 40 60 80 100 120

0.02

0.04

0.06

0.08

0.1

0.12

0.14

xrt_intercepty

BT Data 
BT MC

XTRL

Left / Right data 
    = 0.0202 ± 0.0013

Left / Right MC  
    = 0.0210 ± 0.0025

Left / Right data 
    = 0.0152 ± 0.0009

Left / Right MC  
    = 0.0148 ± 0.0018

Figure 35: xtrl distribution for 400 GeV beam-test protons. Di↵erent xtrl range
and binning is shown. Dashed line corresponds to fixed xtrl cut (xtrl=12). Recon-
structed energy is required to be higher than 150 GeV.
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Figure 36: Typical event displays of 100 GeV electron in the beam-test data sample
with inclined particle direction.
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Figure 34: Sum of shower rms in all BGO layers for 400 GeV proton beam-test
sample.
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Figure 35: xtrl distribution for 400 GeV beam-test protons. Di↵erent xtrl range
and binning is shown. Dashed line corresponds to fixed xtrl cut (xtrl=12). Recon-
structed energy is required to be higher than 150 GeV.
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Figure 36: Typical event displays of 100 GeV electron in the beam-test data sample
with inclined particle direction.
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Figure 10: Spatial resolution for di↵erent STK planes as a function of particle incident angle
for cosmic rays data at ground. The results obtained from a test beam campaign on single
ladder are also shown as reference [67, 73].

As discussed in the previous section, several test beam campaigns of the
DAMPE EQM have been conducted at CERN in 2014 and 2015. Moreover, in
order to better characterize the key constituent of the STK, dedicated tests have
been conducted on single ladder units at the CERN Super Proton Synchrotron
facility (SPS). As in the PSD case, the response of the detector is the same
for di↵erent singly charged particles and di↵erent energies, as shown in Fig. 8,
while it changes in case of particles with higher charge numbers (Z > 1). The
two peaks structure of the signal distribution, shown on the left side of Fig. 8, is
due to the floating/readout strip configuration. When a particle crosses a silicon
sensor close to a readout strip and with an incident angle of 0�, i.e. orthogonally
with respect to the silicon surface, almost all the released charge is collected by
a single readout strip (higher charge peak). On the contrary, when the particle
hits a floating strip, only about 65% of the original charge is collected by the
two nearby readout strips, which produces the lower charge peak of the ADC
distribution. This charge collection loss reduces as the incidence angle increases,
and it could be recovered with a dedicated correction as function of particle
incident angle and impact position (more details can be found in [67, 73]). The
right panel of Fig. 8 shows the cluster charge distribution after such correction
is applied.

The ions charge identification power of STK was evaluated with a dedicated
test conducted on single ladder units at CERN with a lead beam. The particle
charge can be identified by looking at the mean value of the signal associated to
the track. The signal mean S =

pP
(ADCi/MIP/N) is shown in Fig. 9. In this

formula N corresponds to the number of clusters composing the track, ADCi

to the signal charge in the i-th cluster, and MIP to the cluster charge in ADC
counts of a minimum ionizing particle. This value is proportional to the particle
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Figure 5: Reconstructed charge spectra of PSD for nuclei with A/Z = 2, generated by a 40
GeV/n 40Ar beam. The helium peak has been removed for clarity.

2.2. The Silicon-Tungsten tracKer-converter (STK)

The DAMPE STK is designed to accomplish the following tasks: precise
particle track reconstruction with a resolution better than 80 µm for most of
the incident angles, measurement of the electrical charge of incoming cosmic
rays, and photon conversion to electron-positron pairs [66, 67]. The DAMPE
tracker-converter system combines the main features of the previous successful
missions including AGILE [7], Fermi-LAT [8] and AMS-02 [9]. It is composed of
six position-sensitive double (X and Y) planes of silicon detectors with a total
area of about 7 m2, comparable with the total silicon surface of the AMS-02
tracker. Multiple thin tungsten layers have been inserted in the tracker structure
in order to enhance the photon conversion rate while keeping negligible multiple
scattering of electron/positron pairs (above ⇠ 5GeV). The total thickness of
STK corresponds to about one radiation length, mainly due to the tungsten
layers. An exploded view of the STK is shown in Fig. 6, and a summary of the
DAMPE STK instrument parameters is given in Table 3.

The mechanical structure is made of 7 supporting trays of aluminum honey-
comb layers sandwiched between two CFRP face sheets of 0.6 mm thick. The
second, third and fourth planes are equipped with 1 mm thick tungsten plates
glued into the CFRP sheet inside the tray, which was produced by Composite
Design Sàrl [68]. The overall structure is light but stable in order to withstand
the vibrations and accelerations during the launch. The alignment of each tung-
sten plate with respect to the 4 corners of the tray has been checked with a X-ray
scan at CERN.

The STK detector is equipped with a total of 768 single-sided AC-coupled
silicon micro-strip detectors (SSD). Four SSDs are assembled together with a
wire bonded strip-to-strip connection to form a silicon detector ladder, shown

8

PSD charge reconstruction

Beam test

STK position resolution

Beam-test

Cosmic μ}

Figure 15: The structure of NeUtron Detector (NUD).

Figure 16: A block diagram of the NUD’s Readout Electronics.

Figure 17: NUD signals for protons and electrons with an energy of ⇠ 150 GeV deposited in
the BGO calorimeter (the distributions are normalized to unit area).

17

Beam test: 
proton (400 GeV) 
electron (150 GeV)

NUD e/p separation

Signal (ADC)

Z                                                          

Incident angle (deg)                                                          

10.1016/j.astropartphys.2017.08.005

https://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1016%2Fj%252Eastropartphys%252E2017%252E08%252E005&v=bffff7b1
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Launch: Dec 17, 2015

DAMPE in the sky

5Xin	Wu

The	Orbit

CERN,	06/03/2018

• Altitude:	500	km
• Inclination:	97.4065�
• Period:	95	minutes
• Orbit:	sun-synchronous

• Dec.	20:	all	detectors	powered	on,	
except	the	HV	for	PMTs		

• Dec.	24:	HV	on!
• Dec.	30:	stable	trigger	condition
• Smooth	operation	since!

20Xin	Wu

• 15 orbits/day
• ~50	Hz	average	 trigger	rate

– Main	high	energy	trigger	and	prescaled low	energy	and	MIP	triggers

Particle	hit	counts	vs	orbit

CERN,	06/03/2018
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Longitude                              

15 orbits and 5M events per day
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Figure 4: Cosmic ray electron flux at 1 < L < 1.14. Red solid square is DAMPE flight data, black

open square is back tracing results and red line is best fitting result for flight data. The errors on

flux only contain statistic fluctuation and widths of error bars on energy only represent energy bins

widths. Flight data agrees well with back tracing. By directly comparing fit results of cut off energy

between flight data and backing tracing, absolute energy scale of DAMPE is higher by a factor of

1.23% than back tracing results.

The systematic error induced by IGRF model is assessed by directly comparing DAMPE re-

sult of Fermi-LAT result at same MacIlwain interval. We found that rigidity cutoff measured by

DAMPE is lower than Fermi-LAT’s value by 0.5%.

4. e/p Template(0.4%)

The Monte Carlo template we used to estimate hadron background contamination could in-

duce uncertainty on cutoff rigidity. From the Fig2, the background contamination are about 1%

at 13GeV. To estimate systematic error caused by template fitting, we smoothly verify the left tail

of crystal ball function longer or shorter. We found that contamination changed within 0.5% at

13GeV and 1� 2% at lower or higher energy range. By knowing flux uncertainty due to tem-

plate, we randomly select 500 groups of flux to fit cutoff and find that systematic error due to MC

template should be less than 0.4%.

5. choice of energy interval for secondary template(0.15%)

Secondary template was obtained from low energy flight data sample (E << Ecuto f f ) where

the CRE is secondary dominant. Choice of energy interval (2-4GeV) will affect shape of template

and thus flux and final value of rigidity cutoff. To estimate this kind of uncertainty, we changed

energy interval wider or narrower, closer or farther to the cutoff to extract template and do flux

measurement and cutoff fitting. And we take the max deviation as the systematic uncertainty

caused by secondary template. It is found that the uncertainty is about 0.15%.

8. Conclusion

In this paper, we measured absolute energy scale of BGO calorimeter of DAMPE using 425

days flight data collected from 20160101 to 20170228. By comparing geomagnetic cutoff on cos-

8

Energy scale correction @13 GeV = 1.25% ±  1.75% (stat) ±  1.34% (syst) 

• Cosmic rays bent by geomagnetic field:


• cutoff for e++e-  at about 10GeV

• calculated using the IGRF-12 model

• allows to estimate absolute energy 

scale
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https://pos.sissa.it/301/197/pdf

BGO energy scale

Andrii Tykhonov    (University of Geneva)                                                                First results from the DAMPE mission

McIlwain L-shells



18

In-flight operation
STK alignment and 
position resolution

10.1016/j.nima.2018.02.105
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Figure 8: The track-hit residual distributions for proton candidates for internal x layers of

the STK, shown for di↵erent track inclinations. Histograms for layers 2–5 are aggregated and

fitted with the double-Gaussian distribution.

The resulting track-hit residual distributions are shown as histograms of250

di↵erent angular ranges in Figures 8 and 9 for internal (2–5) and external251

(1, 6) x layers of the STK. The residual distributions for the y layers show252

similar behavior. The external layers are treated separately, since they exhibit253

larger residuals due to an increased contribution of the track-projection errors254

for these layers, as expected. The histograms correspond to the data of three255

months, where alignment constants were updated every two weeks, as described256

in Section 7.257

The residual distributions can be fitted with a sum of two Gaussians:

N(xfit � xhit) =
N1p
2⇡�1

e
� (xfit�xhit)2

2�2
1 +

N2p
2⇡�2

e
� (xfit�xhit)2

2�2
2 (9)

�12 =

s
N1�2

1 +N1�2
2

N1 +N2
(10)

where �1 and �2 indicate the widths of the narrower and wider Gaussian respec-258

tively, and �12 indicates the area-weighted average width of the two Gaussians.259

As already described in [15], the double-Gaussian shape of the residual distribu-260
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STK plane Residuals before alignment Residuals after alignment
Mean (µm) RMS (µm) Mean (µm) RMS (µm)

x1 137.6 96.5 0.1 55.0
x2 -100.2 164.6 -0.0 44.1
x3 -33.3 52.8 -0.1 41.8
x4 15.6 171.0 0.0 41.7
x5 17.3 167.7 -0.1 42.5
x6 16.4 332.8 0.2 53.6
y1 91.1 433.9 -0.0 51.7
y2 -39.4 56.9 0.1 41.0
y3 25.3 197.3 -0.0 38.9
y4 -97.2 365.7 -0.1 41.2
y5 -13.4 108.5 -0.1 42.1
y6 110.5 412.1 0.2 53.5

Table 3: The mean and RMS values of the track-hit residual distributions for proton candidates for di↵erent STK planes. The
residual distributions include tracks in the whole range of incidence angles.
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Figure 11: The track-hit residual distributions for helium ion candidates for internal x layers of the STK, shown for di↵erent
track inclinations. Histograms for layers 2–5 are aggregated and fitted with the double-Gaussian distribution.

14

p resolution: ~ 41 μm (intermediate angles)

He resolution: ~ 36 μm (intermediate angles)
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Figure 10: The e↵ective position resolution for di↵erent x and y planes of the STK estimated

with proton candidates, and defined as the RMS (�12) of the double-Gaussian fit of the
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STK alignment is performed by 
optimising the track-hit residuals

Andrii Tykhonov    (University of Geneva)                                                                First results from the DAMPE mission

https://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1016%2Fj%252Enima%252E2018%252E02%252E105&v=f8f4d403


19

In-flight operation
PSD alignment and
charge resolution

PSD alignment is performed by optimising 
particle path length in a PSD bars

 22

  

  

Charge before alignment
Charge after alignment
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FIG. 27: Shown in left panel, a slight misalignment of a PSD bar from the designed position ( dash-line rectangle) to the real
position (solid line rectangle) distorts the path length measurements of the tracks (A, B, C and D) that pass through the PSD
bar from side. A comparison of the deposit energy per unit length of the A-, B-, C-, and D-type tracks before (green histogram)
and after (red histogram) alignment of the 5th bin of the 22th strip in layer 1 is shown in the right panel.

IX. LIVE TIME346

The proper estimation of live time is very important for cosmic-ray and gamma-ray flux measurements. For DAMPE347

detector, the live time is mainly a↵ected by three factors: (i) The SAA region. The analysis of SAA is detailed in348

section 8. DAMPE travels through the SAA about 7 times per day and losses about 5% of the operation time.349

(ii) Instrumental dead-time. During nominal science operations, the instrumental dead-time is mainly due to trigger350

generation, signal readout, data transform and electronics recovery, which imposes a dead-time of 3.0725 ms per event.351

Considering the trigger rate outside the SAA region, this factor gives a live time loss of about 18.44% of the operation352

time. (iii) The on-orbit calibrations. DAMPE performs on-orbit calibrations of pedestal and electronics linearity353

periodically, which in total lead to a live time loss of about 1.56%. Thanks to the reliability of data acquisition and354

transmission system, the loss of live time due to data loss is negligible.355

X. PAYLOAD INTERNAL AND SPACECRAFT ALIGNMENT356

A. The alignment of PSD357

Alignment of the PSD is important for improving charge resolution and the gamma-ray identification e�ciency.358

After the proper PSD alignment, the trajectories of the incident particles in PSD bars are better tracked and the359

deposited energies in PSD are more accurately reconstructed. To examine the e↵ects of misalignment, we divide360

the whole length of each PSD bar (800 mm) uniformly into 11 segments. Generally speaking there are 6 degrees of361

freedom for each PSD bar. By setting more restrict geometry condition, the proton MIP events that passing through362

the whole PSD bar are selected. It is found that the charge distribution of selected events agree well with the MC363

results where the ideal geometry model is used, implying that the rotations in XZ and Y Z planes are negligible. In364

addition, according to the event reconstruction procedure the particles that pass through the edge of PSD detector365

are rejected, the longitudinal shift of PSD bars can also be ignored. Then, we only focus on the following 3 degrees of366

freedom for each PSD bar: the rotation in XY plane, shift in Z axis direction, and shift in XY plane. At the same367

time, we choose reliable events to get the energy deposition per millimeter for each segment of each PSD bar.368

As shown in Fig. 27, for each proton MIP event like A, B, C and D, we can calculate the path length and the energy369

deposition per millimeter as a function of the three misalignment parameters. Then we let the energy deposition per370

millimeter equal to the standard value of 0.2 MeV/mm. At a given step millions of on-orbit proton MIP events are371

treated at the same time. From these events we can obtain a set of misalignment parameters. These parameters are372

used in the next step. After iterating the above process by a few times, the parameters converge.373

The influence of the alignment correction to the energy measurement is illustrated in Fig. 27. It is clear that this374

correction is important, especially for the particles that pass the corner of PSD bars. As expected, after applying375

PSD alignment, the charge resolution for all kinds of cosmic-ray nuclei is improved considerably. More details about376

PSD alignment procedure and charge measurement results will be published elsewhere.377

Before alignment 
After Alignment

 Energy per length (MeV/mm)  

MIPs
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Charge before alignment
Charge after alignment

Charge resolution before and after the alignment, 
and the relative improvement:
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In-flight operation
BGO & PSD signal stability
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Figure 5: J0007+7303 light curve for energies above 1 GeV. Two pulse phase periods are presented with a
precision of 24 bins per period.

range from 1-100 GeV. Future work will focus on further improving the photon event selection and
acquiring more statistics, allowing us to investigate the pulsation of these and potentially more
pulsars for energies above 100 GeV. We can then perform spectral analysis in the pulse and off-
pulse regions, observe lights curves evolutions as a function of energy. We also have shown the
broad possibilities for the search an study of gamma-ray sources such as the galactic plane, SNRs,
and AGNs among others. The objective of DAMPE which has an excellent energy resolution in
the 1-100 GeV energy range, is to provide detailed energy measurements in the 1-100 GeV energy
range during the following years of the campaign. Our current short term objective is to confirm the
capabilities of DAMPE to perform pulsar studies and use the results to improve our event selection.
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the brightest source, it also has the most statistics of the present study, showing that by increasing
the statistics, there is a better agreement with the light curves described by other experiments. In
figure 4 we can observe the light curve a three peak structure in our energy range. Below 1 GeV
the pulsar is known to have a two peak structure, with the third peak more primient at higher
energies.[2]

Figure 4: Vela light curve for energies above 1 GeV. Two pulse phase periods are presented with a precision
of 20 bins per period.

2.3 PSR J0007+7303

Pulsar J0007+7303 was first detected by Fermi-LAT [4], associated to the supernova rem-
nant CTA1. After its first detection and timing solutions coming from Fermi-LAT, afterwards a
multi-wavelength analysis took place amont different experiments, XMN-NEWTON uncovered
the X-ray counterpart. Further studies for the search of optical and radio signal did not show any
result. Making J0007+7303 a radio-quiet pulsar. Observations performed since 2004 by Chandra
determined that J0007+7303 is Pulsar Wind Nebula (PWN) [6].

DAMPE has observed this object from the 1st of January 2016 to the 31st of January 2017,
detecting 141 photon candidates, from this events the highest energies recorded is ⇠ 25 GeV. In
Figure 5, we can observe the resulting light curve for these period of observation using a timing
solution. J0007+7303 has a period of ⇠ 316 ms. The light curve is plotted with 24 bins per phase,
that represent ⇠ 13.16 ms per bin. The profile shows two peaks separated ⇠ 0.2 of a phase. Results
from fermi show a separation to be 0.180 [4].

3. Conclusions and Future Scope

Using data from the first 18 months during which the DAMPE satellite has been in orbit we
have shown it to be an excellent instrument for the identification and analysis of pulsars in an energy

6

Vela

J0007+7303
PoS(ICRC2017)616

DAMPE GA Shi-Jun Lei

Figure 6: Aperture photometric light curves of Vela, Geminga, and Crab. The time bin size is 30 days. The
horizontal dashed line indicates the average flux obtained in global likelihood analysis. The shaded range
represents the time bin in which the target source is not within the field of view of DAMPE. See [8] for
details.

diagram of the pulsar (red histogram in Fig. 7). A good consistency is seen in comparing our result
to that based on the observation of Fermi-LAT (blue histogram in Fig. 7).

Figure 7: Left panel: 10� ⇥ 10� counts map for all photons above 1 GeV around the Geminga pulsar. The
position of the pulsar is indicated by the blue cross. Right panel: The light curve of these photons within 3�

ROI.

4. Transient source monitoring

Operating in a solar synchronous orbit with a fairly large field of view, DAMPE monitors
more than half of the sky in every revolution of 95 minutes, and covers the entire sky twice an-
nually. Hence the continuous DAMPE gamma-ray observation is suitable for Transient source
identification and monitoring. As shown in Fig. 8, a flare is clearly seen in the light curve of CTA
102 based on the first year DAMPE observation.

5. Boresight alignment

The direction of each detected particle is reconstructed with respect to the reference system of
DAMPE payload. To achieve the celestial coordinate of a particle, the transformation from payload
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3. Bright gamma-ray sources

Based on the 1.5-year DAMPE observation, we shown in Fig. 4 the GeV gamma-ray sky
map without exposure correction. Dozens of sources are clearly identified in the map, including
PSR, AGN, SNR etc. A preliminary analysis of some selected bright sources are given in [8]. For
example, the spectra and light curves 1 of the three brightest sources, namely, Vela, Geminga, and
Crab are shown in Fig. 5 and 6, respectively.

Figure 4: Sources identified in the gamma-ray sky map. See [8] for details.

Figure 5: The SED of three bright DAMPE point sources, Vela, Geminga, and Crab. The flux upper limits
are calculated if the TS values are smaller than 4. The dashed lines represent the best fitted power law
spectrum in the global analysis. See [8] for details.

Using our gamma-ray observation of the famous pulsar Geminga of very good time resolution
(up to milisecond), we are able to stack the photons within 3� of the source to produce the phase

1A preliminary ephemeris initially from the Fermi-LAT g-ray data [?] and further optimized using the Fermi-LAT
data observed from 2016-01-01 to 2017-06-01 is used to calculate the light curve.
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An excellent instrument for the identification and analysis of pulsars in an energy 1-100 GeV!

https://pos.sissa.it/301/709/pdf

https://pos.sissa.it/301/616/pdf

Gamma-Rays: Pulsars
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Figure 1: Left: Light curve for the direction of CTA 102. Red filled squares show the observed fluxes,
open triangles represent the 90% upper limits, and the blue line represents the average flux in the whole time
range. Right: Distribution of −2lnP for 104 simulations assuming Possion process for a steady source, for
the direction of CTA 102. The blue dashed line shows a fitting curve of a χ2 distribution, and the red vertical
line marks the result for the DAMPE data.

The blue dashed line in the left panel of Figure 1 shows the average flux of the source during
the 17 months of time. Note that this does not represent the quiescent flux of the source, since it is
too low to be detected by DAMPE. Compared with the average flux level, a clear flaring activity of
CTA 102 can be seen in November to December of 2016 [10].

To quantify the variability of each pixel in the sky, we construct a probability to describe the
deviation of observed event numbers from expectation assuming steady emission

P=

Nbin
∏
i=1

λ kii e−λi
ki!

, (3.1)

where λi (ki) is the expected (observed) number of counts in the ith time bin. To assess how
variable the photons from one pixel are, we run toy Monte Carlo simulations of photon arrival time
assuming the emission is steady, and calculate the probability of each realization. The right panel
of Figure 1 shows the distribution of−2lnP for 104 simulations. After subtracting a constant value
of∼ 86, the distribution of−2lnP can be well-fitted by a χ2 distribution with a degree-of-freedom
of∼ 40, as shown by the blue dashed line. The red line shows the result for the DAMPE data. From
the fitting distribution we find that there is only about 1.3× 10−7 probability that the realization
gives a −2lnP value larger than the observed one. It suggests that the emission from this pixel is
variable at 5.3σ confidence level.

We repeat this process for the all-sky data, and found that two directions show variabilities
for a confidence level ! 99.99%. One is coincident with the direction of CTA 102, and the other
is coincident with the direction of 3C 454.3. Both sources are AGNs with activities confirmed by
other detectors [11, 12, 13, 14]. We show in Figure 2 the light curve (left) and lnP distribution
for the direction of 3C 454.3. A strong flare can be seen from 3C 454.3 around June 22nd, 2016,
consistent with that observed by AGILE [13] and Fermi-LAT [14].

3.2 Short-term variabilities

GRB-like events may show short-term variabilities (e.g., seconds to minutes) which are not

2
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Figure 2: The light curve (left) and −2lnP distribution (right) for the direction of 3C 454.3.

able to be probed with the previous method. We search for such kind of events through simply
searching for photon pairs or clusterings within specified time window and angular distance. Some
of Fermi-LAT GRBs show GeV emission lasting to 103 s after the trigger [15]. In addition, a
pixel in the sky could be visible by DAMPE for a time as long as ∼ 1500 s in one orbit, given an
incident angle of 50◦ [8]. Therefore we set a time window of 1500 s for the search for clusterings.
We further require that the angular distance Δθ between the photons is smaller than 1 degree,
according to the angular resolution of DAMPE [7]. For clusterings of more than two photons,
we require that the time difference between successive photons is smaller than Δt and the angular
distance of every two photons is smaller than Δθ . We find in total 63 photon pairs, one photon
triple, and one quadruple in the DAMPE data. Figure 3 shows the coordinates of identified photon
clusterings on the DAMPE γ-ray sky. We find that some of the photon clusterings coincide with
locations of known AGNs, such as CTA 102, 3C 454.3, Mkn 421, PKS 2023-07, and BL Lacertae.
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Figure 3: Skymap of DAMPE photon counts overlaid with the coordinates of photon clusterings. Crosses
are for photon pairs, the circle is for the triple, and the box is for the quadruple.
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able to be probed with the previous method. We search for such kind of events through simply
searching for photon pairs or clusterings within specified time window and angular distance. Some
of Fermi-LAT GRBs show GeV emission lasting to 103 s after the trigger [15]. In addition, a
pixel in the sky could be visible by DAMPE for a time as long as ∼ 1500 s in one orbit, given an
incident angle of 50◦ [8]. Therefore we set a time window of 1500 s for the search for clusterings.
We further require that the angular distance Δθ between the photons is smaller than 1 degree,
according to the angular resolution of DAMPE [7]. For clusterings of more than two photons,
we require that the time difference between successive photons is smaller than Δt and the angular
distance of every two photons is smaller than Δθ . We find in total 63 photon pairs, one photon
triple, and one quadruple in the DAMPE data. Figure 3 shows the coordinates of identified photon
clusterings on the DAMPE γ-ray sky. We find that some of the photon clusterings coincide with
locations of known AGNs, such as CTA 102, 3C 454.3, Mkn 421, PKS 2023-07, and BL Lacertae.
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Figure 3: Skymap of DAMPE photon counts overlaid with the coordinates of photon clusterings. Crosses
are for photon pairs, the circle is for the triple, and the box is for the quadruple.
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Astronomy telegram: astronomerstelegram.org/?read=9901
For details: pos.sissa.it/301/617/pdf, pos.sissa.it/301/616/pdf

Two AGNs, CTA 102 and 3C 454.3 
are found to be significantly variable 
at time scales longer than one week.

Photon clusterings: 63 photon pairs, 
one photon triple, and one quadruple 

(ΔΤ < 1500s and ΔΘ < 1°)

https://pos.sissa.it/301/617/pdf
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CERN,	06/03/2018Xin	Wu 36

The	global	shower	shape	variable	ζ
• Electrons	have	narrower	 and	short	 showers	

– Lateral	shower	shape
• sumRms =	sum	of	the	shower	width	of	all	14	BGO	layers

– Longitudinal	 shower	shape
• F last =	ratio	of	layer	energy	to	total	BGO	energy	of	the	last	layer	that	has	
energy

5.6 TeV electron candidate5.6 TeV electron candidate

• Electron showers are narrow and short


• Longitudinal shower shape 
SumRMS - sum of shower RMS in 14 layers of BGO 


• Lateral shower shape 
Flast —fraction of total shower energy in the last shower layer.
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Direct detection of a break in the teraelectronvolt 
cosmic-ray spectrum of electrons and positrons
DAMPE Collaboration*

*A list of authors and affiliations appears at the end of the paper. 

High-energy cosmic-ray electrons and positrons (CREs), which 
lose energy quickly during their propagation, provide a probe of 
Galactic high-energy processes1–7 and may enable the observation 
of phenomena such as dark-matter particle annihilation or 
decay8–10. The CRE spectrum has been measured directly up to 
approximately 2 teraelectronvolts in previous balloon- or space-
borne experiments11–16, and indirectly up to approximately 5 
teraelectronvolts using ground-based Cherenkov γ-ray telescope 
arrays17,18. Evidence for a spectral break in the teraelectronvolt 
energy range has been provided by indirect measurements17,18, 
although the results were qualified by sizeable systematic 
uncertainties. Here we report a direct measurement of CREs in the 
energy range 25 gigaelectronvolts to 4.6 teraelectronvolts by the 
Dark Matter Particle Explorer (DAMPE)19 with unprecedentedly 
high energy resolution and low background. The largest part of 
the spectrum can be well fitted by a ‘smoothly broken power-law’ 
model rather than a single power-law model. The direct detection of 
a spectral break at about 0.9 teraelectronvolts confirms the evidence 
found by previous indirect measurements17,18, clarifies the behaviour 
of the CRE spectrum at energies above 1 teraelectronvolt and sheds 
light on the physical origin of the sub-teraelectronvolt CREs.

The Dark Matter Particle Explorer (DAMPE; also known as 
‘Wukong’ in China), which was launched into a Sun-synchronous 
orbit at an altitude of about 500 km on 17 December 2015, is a high- 
energy particle detector optimized for studies of CREs and γ -rays up 
to about 10 TeV. The DAMPE instrument, from top to bottom, consists 
of a plastic scintillator detector, a silicon–tungsten tracker-converter 
detector, a bismuth germanium oxide (BGO) imaging calorimeter, 
and a neutron detector19. The plastic scintillator detector measures 
the charge of incident particles with a high nuclear resolution up to 
atomic number Z =  28, and aids in the discrimination between  photons 
and charged particles. The silicon–tungsten tracker-converter detector 
measures the charge and trajectory of charged particles, and recon-
structs the direction of γ -rays converting into e+e−  pairs. The BGO 
calorimeter20, with a total depth of about 32 radiation lengths and about 
1.6 nuclear interaction lengths, measures the energy of incident par-
ticles and provides efficient CRE identification. The neutron  detector 
further improves the electron/proton discrimination at teraelectron-
volt energies19. With the combination of these four sub-detectors, 
DAMPE has achieved effective rejection of the hadronic cosmic-ray 
background and much improved energy resolution for CRE meas-
urements19. In 2014 and 2015 the DAMPE engineering qualifica-
tion model (see Methods) was extensively tested using test beams at 
the European Organization for Nuclear Research (CERN). The test 
beam data demonstrated excellent energy resolution for electrons and  
γ -rays (better than 1.2% for energies21,22 exceeding 100 GeV), and  
verified that the electron/proton discrimination capabilities of the 
 system19 are consistent with the simulation results.

The cosmic-ray proton-to-electron flux ratio increases from approx-
imately 300 at 100 GeV to approximately 800 at 1 TeV. A robust elec-
tron/proton discrimination and an accurate estimate of the residual 

proton background are therefore crucial for reliable measurement of the 
CRE spectrum. As the major instrument onboard DAMPE, the BGO 
calorimeter ensures a well contained development of electromagnetic 
 showers in the energy range of interest. The electron/proton discrimi-
nation method relies on an image-based pattern recognition, as adopted 
in the ATIC experiment23. It exploits the topological differences of the 
shower shape between hadronic and electromagnetic particles in the 
BGO  calorimeter. This method, together with the event pre-selection 
procedure, is found to be able to reject > 99.99% of the protons while 
keeping 90% of the electrons and positrons. The details of electron 
identification are presented in Methods (for example, in Extended Data 
Fig. 1 we show the consistency of the electron/proton discrimination 
between the flight data and the Monte Carlo simulations). Figure 1 
illustrates the discrimination power of DAMPE between electrons 
and protons with deposited energies of 500–1,000 GeV, using the BGO 
images only.

The results reported in this work are based on data recorded between 
27 December 2015 and 8 June 2017. Data collected while the satellite 
was passing the South Atlantic Anomaly has been excluded from the 
analysis. During these approximately 530 days of operation, DAMPE 
recorded more than 2.8 billion cosmic-ray events, including around 
1.5 million CREs above 25 GeV. Figure 2 shows the corresponding 
CRE spectrum measured from the DAMPE data (see Table 1 for more 
details), compared with previously published results from the space-
borne experiments AMS-0214 and Fermi-LAT16, as well as the ground-
based experiment of the H.E.S.S. Collaboration17,18. The contamination 
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Figure 1 | Discrimination between electrons and protons in the 
BGO instrument of DAMPE. Both the electron candidates (the lower 
population) and proton candidates (the upper population) are for the 
DAMPE flight data with energies between 500 GeV and 1 TeV deposited in 
the BGO calorimeter. F last represents the ratio of energy deposited in the 
last BGO layer to the total energy deposited in the BGO calorimeter23. The 
shower spread is defined as the summation of the energy-weighted shower 
dispersion of each layer.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Extended Data Figure 1 | Comparison of the flight data and the Monte 
Carlo simulations of the ζ distributions. All events have deposited 
energies between 500 GeV and 1 TeV in the BGO calorimeter. The error 
bars (± 1σ) represent statistical uncertainties. As for the Monte Carlo 
(MC) simulation data, the black, green and red histograms represent the 
electrons, the protons and their sum, respectively.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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ζ = Flast  x  [SumRMS / mm]4 / (8 x 106)

SumRMS (mm)
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6 Acceptance calculation and associated systematics752

As alluded to in the introduction, the acceptance is defined at the level of the BGO fiducial753

volume, using three mainly geometric cuts, the rMaxELayer, iBarMaxE and FullBGO,754

explained in Section 3.1. The acceptance, calculated with electron MC, is shown in the755

left panel of Figure 88, as a function of the true kinematic energy of the electron. The756

acceptance is around 0.3 m
2
sr from 20 GeV to 10 TeV and relatively constant with respect757

to the energy. The final acceptance, taking into account the e�ciency of the final selection,758

is shown in the right panel of Figure 88, for both the electron and proton MC, with both759

he loose and tight Xtrl cuts.760
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Figure 88: Left: The BGO fiducial acceptance for electrons as a function of the true par-
ticle energy calculated from electron MC. Right: The final acceptance, taking into account
the e�ciency of the final selection, as a function of the true particle energy for electron and
proton MC, with both the loose and tight Xtrl cuts.

The systematic uncertainty of the first 2 fiducial cuts can be evaluated similar to761

the selection cuts systematics using the marginal distributions as described in Chapter 5,762

except that for the fiducial cuts the distributions are truncated, since the cuts have been763

applied during the data skimming stage. However it is still possible to asses the level764

of data-MC agreement using the truncated distributions. Figure 89, shows the data-MC765

comparison of the rMaxELayer marginal (”n � 1”) distributions for both the Xtrl loose766

(left) and tight (right) cuts. shows the same comparison for iBarMaxE (bar number767

of the bar with the highest energy in each of the layer 1, 2 and 3). From these figures768

it can be seen that the data-MC agreement is excellent in the bulks of the distribution.769

Conservatively, the cut on rMaxELayer is tightened by 0.005 (1 bin in the plot) to check770

systematic uncertainty. The resulting change of the marginal e�ciency is negligible above771

200 GeV (< 0.5%), and increases to ⇠1% at 20 GeV, for both the loose and tight Xtrl772

cuts, as shown in the left panel of Figure 91. Conservatively a systematic uncertainty of 1%773

is assigned at all energies. For comparison, Figure 91, also shows, in the right panel, the774

rMaxELayer marginal e�ciencies as a function of true particle energy for both the electron775

and proton MC, with both Xtrl loose and tight cuts. Furthermore, Figure 92 shows the776

extrapolated particle position (distance to the center) at the top of the BGO as a function777

of the particle incident angle, for electron MC events passed all the selection cut, except778

the rMaxELayer cut. It is clear that events which failed the rMaxELayer cut are lateral779

entering (large incidence angle and missing the top of the BGO) events, in particular at780

high energy. It is interesting to note that at high energy these rejected events are mainly781

side entering events that have an incident angle of 75-90�, which otherwise would have782

80
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• Trigger	efficiency	 is	evaluated	from	the	pre-scaled	Low	Energy	trigger	

– Unbiased	 for	the	High	Energy	Trigger,	validated	with	MC

– Cross	checked	with	the	(heavily)	pre-scaled	Unbiased	 Trigger	

• The	overall	agreement	 is	excellent.	 Difference	at	low	energy	comes	mainly	

from	proton	contamination	which	has	lower	trigger	efficiency	

• MC	efficiency	used	for	flux	calculation,	 half	of	the	difference	as	systematics	 			

→ 1.5%	at	25	GeV	and	1%	at	2	TeV
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Tracking	efficiency	for	electrons

• Kalman Filter	based	 track	reconstruction	 algorithm

– Tracking	efficiency	~97%,	constant	over	energy	

• Excellent	MC-data	agreement	
– ~1%	difference	 for	energy	>100	GeV,	~2%	at	20	GeV

• Validated	with	data-MC	comparison:	 track	vs	PSD	hit,	track	vs	BGO	
shower	 reconstruction	

Very	high	efficiency,	good	data	– MC	agreement	Tracking efficiency
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• High-Energy Trigger

• Pre-selection (clean-up)

• Fiducial volume 

• Heavy nuclei removal


• STK & PSD charge in track-matched sample

• First 2 layer of BGO for BGO-only events


• ζ signal extraction
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PSD	Qx vs.	Qy in	bkg region	(ζ>12)	in	data

• Heavy	nuclei	can	be	identified	with	matched	PSD	hits	and	removed	
→ reduce	background	estimate	systematics	
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Figure 86: Comparison of data and Monte-Carlo Xtrl distributions for electrons
for di↵erent energy bins. Electron distributions in the data are obtained by subtract-
ing the proton template from the data Xtrl histograms. Normalization of proton
templates is done as described in Chapter 4.3.1.
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Figure 86: Comparison of data and Monte-Carlo Xtrl distributions for electrons
for di↵erent energy bins. Electron distributions in the data are obtained by subtract-
ing the proton template from the data Xtrl histograms. Normalization of proton
templates is done as described in Chapter 4.3.1.
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Electrons: background and signal efficiency

Semi-analytic background templates obtained from the Simulation. 
Good data-MC agreement of ζ both for electrons and protons.
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Figure 52: Total background estimated with the the baseline method (green
smoothed area) and with the simple normalization-and-count method, using the
tight xtrl cut.
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Figure 86: Comparison of data and Monte-Carlo Xtrl distributions for electrons
for di↵erent energy bins. Electron distributions in the data are obtained by subtract-
ing the proton template from the data Xtrl histograms. Normalization of proton
templates is done as described in Chapter 4.3.1.
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Electrons: flux
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Electrons: flux
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Electrons: flux & single power law fit

https://www.nature.com/articles/nature24475
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Electrons: flux & smoothly broken power law fit

https://www.nature.com/articles/nature24475
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https://www.nature.com/articles/nature24475https://www.nature.com/articles/nature24475

Φ=(1.62 ± 0.01) ⨉ 10-4 (E/100GeV)-3.09±0.01 [1+ (E/(914 ± 98 GeV))-(3.09 - 3.92 ± 0.01 ±0.20 )/Δ ] -Δ  

Electrons: flux & smoothly broken power law fit

8 orders of magnitude 
span!

At highest energies, 
uncertainties  are 

dominated by 
statistics.

where Δ=0.1 — fixed  
smoothness parameter 
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https://www.nature.com/articles/nature24475https://www.nature.com/articles/nature24475

Φ=(1.62 ± 0.01) ⨉ 10-4 (E/100GeV)-3.09±0.01 [1+ (E/(914 ± 98 GeV))-(3.09 - 3.92 ± 0.01 ±0.20 )/Δ ] -Δ  

Electrons: flux & smoothly broken power law fit

8 orders of magnitude 
span!

At highest energies, 
uncertainties  are 

dominated by 
statistics.

where Δ=0.1 — fixed  
smoothness parameter 

Further statistics will 
allow to test possible  

edge-like features at 
10 TeV and higher.

?
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CR protons: selection & energy measurement 

About 1.6 nuclear length in the 
calorimeter → a deconvolution of 

measured energy into primary is applied 

DPMJET  and FTFP hadronic models are 
consistent between each other 

7

CRMC-DMPJET (above 100TeV)
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Below 100 TeV: Roughly consistent with 
FTFP_BERT model, yet need more 
statistics to confirm

Above 100 TeV: The energy ratio drops 
quickly (should) due to bottom leakage,
and “Dy2Compress” is very important
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FIG. 9: Comparison of the most probable energy deposition ratio µ (top-left), ratios of µ between various models (top-right), width � (bottom-
left), and skewness parameter  (bottom-right) among the QGSP FTFP BERT and FTFP BERT models in GEANT and the DPMJET model
in FLUKA.
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FIG. 10: Left: probability distribution of deposit energies in the BGO calorimeter for di↵erent incident energies. Right: one-dimensional
distribution of the energy deposition ratio (Edep/Epri) for primary energies of 1 � 1.5 TeV with an E

�2.7 spectrum. The solid line shows the
fitting result using Eq. (6). The FTFP BERT model is adopted.

�0 = (8.43±0.09)⇥10�5 GeV�1 m�2 s�1 sr�1, � = 2.53±0.02,
and Ecut = 77.1+15.6

�11.4 TeV.
Then we include the systematic uncertainties of the e↵ec-

tive acceptance. The systematic uncertainties are approxi-
mated by a set of nuisance parameters wj, which are multi-
plied on the acceptance [39]. A Gaussian prior of each wj

with a mean value of 1 and a width of 7.2% (estimated to be

the level of the systematic uncertainties without considering
that associated with the energy scale) is further multiplied on
the likelihood. Following Ref. [39] we adopt 6 nuisance pa-
rameters in the fit. The resulting log-likelihood di↵erence is
about 14.9, and the EP model is favored at the 3.9� confidence
level. The fit of the EP model gives �0 = (8.65± 0.50)⇥ 10�5

GeV�1 m�2 s�1 sr�1, � = 2.54 ± 0.04, and Ecut = 80.6+30.8
�18.0
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• High-Energy Trigger

• Pre-selection (clean-up)

• Track selection (STK)

• Charge selection (PSD)


2

covery is about 3.0725 ms per event. We also had about 1.5%
operation time for on-orbit calibration. After accounting for
all these factors, we get a live time of 3.993 ⇥ 107 s, corre-
sponding to a fraction of 75.9%.

A. Event selection

In this analysis, we select events with deposit energies in
the BGO calorimeter larger than 20 GeV, to avoid the e↵ect
due to the geomagnetic rigidity cuto↵ [30].

• Pre-selection
DAMPE has four di↵erent triggers implemented on or-
bit: the Unbiased trigger, the Minimum Ionizing Parti-
cle (MIP) trigger, the Low-Energy (LE) trigger, and the
High-Energy (HE) trigger [23]. The events are required
to satisfy the HE trigger condition which can guaran-
tee that the shower development starts at the beginning
of the calorimeter. We further require that there are at
least one hit in each sub-layer of the PSD and one good
track (defined as > 4 hits in both x and y views) in the
STK. The HE trigger e�ciency is estimated using the
unbias trigger sample. For details see Supplemental
Material A.

• Track selection
In case that there are more than one good track in the
STK, we select the best one through a combined assess-
ment of the length of the track, the reduced �2 value of
the fit, and the match between the candidate track and
the shower axis in the calorimeter. We then apply the
geometry cut on the selected track, which is required to
cross all the sub-layers of the PSD and pass through the
calorimeter from top to bottom.

• Charge selection
The PSD of DAMPE is used for the charge measure-
ment of CR nuclei. The PSD is composed of two lay-
ers placed in a hodoscopic configuration (y-view for the
first layer and x-view for the second one), with 41 plas-
tic scintillator strips in each layer [25]. The deposit en-
ergy in a hit strip due to ionization is proportional to
Z

2, which is about 2 MeV for protons. The charge is
measured independently by the two PSD layers. They
are combined to give the final charge of a particle
through averaging the two-layer measurements. The
PSD charge spectrum for BGO energies of 447 � 562
GeV, as well as the Monte Carlo (MC) simulations of
protons and helium nuclei with GEANT v4.10.03 [31],
is shown in Figure 1. We can see the proton and helium
peaks clearly in this plot. Proton candidates are selected
through a deposit-energy-dependent cut of the PSD
charge, 9/(16 � log Edep)  ZPSD  18/(13 � log Edep).
This enables us to have a relatively high proton e�-
ciency with a low helium background in a wide energy
range.
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FIG. 1: The combined charge spectrum of PSD for protons and
helium nuclei, for BGO energies between 447 GeV and 562 GeV.
Shown are the on-orbit data (black), together with with the best-fit
templates of simulations of protons (blue), helium nuclei (green),
and their sum (red). The vertical line shows the cut to select proton
candidates.

B. Energy measurement and spectral deconvolution

The energy of an incident particle is measured by the BGO
calorimeter. The Engineering Qualification Model was exten-
sively tested using test beams at the European Organization
for Nuclear Research (CERN) in 2014-2015 [32, 33]. The on-
orbit calibration is made by means of the MIP signals in each
BGO crystal [34].

Due to the limited thickness of the BGO calorimeter (⇠ 1.6
nuclear interaction length) and the non-detection of muon and
neutrino components in hadronic showers, the energy mea-
surements of CR nuclei are biased with relatively large uncer-
tainties. A deconvolution of the measured energy distribution
into the primary energy distribution is applied. The deposit

number of counts in the i-th BGO energy bin, Ndep,i, can be
obtained via the sum of incident number of counts Npri, j in
all the primary energy bins weighted by the energy response
matrix

Ndep,i =
X

j

Mi jNpri, j, (1)

where Mi j is the probability of that an event in the jth primary

energy bin is detected in the i-th deposit energy bin. We use
MC simulations to derive the energy response matrix, apply-
ing the same selections as described above. The above equa-
tion is solved with a Bayesian method to derive the primary

count distribution [35].

C. Background estimate

The background for protons includes mis-identified helium
nuclei and a tiny fraction of electrons. Given the very good
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�0 = (8.43±0.09)⇥10�5 GeV�1 m�2 s�1 sr�1, � = 2.53±0.02,
and Ecut = 77.1+15.6

�11.4 TeV.
Then we include the systematic uncertainties of the e↵ec-

tive acceptance. The systematic uncertainties are approxi-
mated by a set of nuisance parameters wj, which are multi-
plied on the acceptance [39]. A Gaussian prior of each wj

with a mean value of 1 and a width of 7.2% (estimated to be

the level of the systematic uncertainties without considering
that associated with the energy scale) is further multiplied on
the likelihood. Following Ref. [39] we adopt 6 nuisance pa-
rameters in the fit. The resulting log-likelihood di↵erence is
about 14.9, and the EP model is favored at the 3.9� confidence
level. The fit of the EP model gives �0 = (8.65± 0.50)⇥ 10�5

GeV�1 m�2 s�1 sr�1, � = 2.54 ± 0.04, and Ecut = 80.6+30.8
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After the pre-selection cuts, the events in the SAA are removed and only events with at least
one reconstructed track in the STK are selected, then to select the right track the following BGO-

STK match cut is applied. The tracks are chosen if there is at least one hit on the first STK layer,
subsequently used to identify the charge (Z) of the incoming particle as discussed in Sec. 3.2. The
track direction is than requested to match the direction of the BGO shower: only tracks within 20�

from the BGO shower direction and with a track projection on the first BGO layer that does not
exceed 60 mm from the BGO shower projection on the same layer are selected. If more than one
track passes the selection, the track closer to the BGO shower direction is chosen.

In order to identify the PSD bars crossed by the incoming particle a STK-PSD match cut is
applied. The track direction is projected on the PSD and only bars within 20 mm from the X and
Y view track projections and with an energy above 0.5 MeV are selected. If the projection of the
track direction is outside or at the border of the PSD planes the event is rejected.

The number of events as a function of the energy for these selection cuts is shown on the left
panel of Fig. 3. About 5% of the total acquired data survives the cuts.
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Figure 3: (Left) Number of events as a function of reconstructed BGO energy passing the selection cuts.
(Right) High Energy Trigger (HET) efficiency as a function of BGO energy.

On the right panel of Fig. 3, the High Energy Trigger (HET) efficiency is shown as a function
of BGO Energy for both data and Monte Carlo (MC), the MC simulation has been performed using
the GEANT4 toolkit [11]. The HET efficiency is computed with respect to the unbias trigger that
is highly pre-scale as a function of the latitude ( 1/512 for |latitude| 20� and 1/2048 elsewhere),
that is why the statistics at E > 1 TeV is quite limited. This efficiency is evaluated for both data and
MC, the highest observed discrepancy being of 15.8% for BGO Energy below 200 GeV is used as
systematic uncertainty.

3.2 Charge reconstruction

A crucial measurement for this analysis is the particle charge reconstruction. As described in
the previous section, the charge can be identified using both the PSD and the STK detectors. From
hereafter we will refer as PSD charge the

p
E(MeV )/2 where 2 is used as reference since 2 MeV

is expected to be the mean energy released by a proton MIP in one PSD bar and E is the PSD

3

Selection

• High-Energy Trigger

• BGO fiducial

• Shower shape 


• longitudinal and lateral to 
exclude side entering events


• Charge selection (PSD+STK)
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STK tungsten plates. On the left side of Fig. 6 the efficiency of this selection cut is shown as a
function of the BGO energy for both data and MC. The STK charge selection efficiency results to
be constant as a function of energy and there is a good agreement between data and MC and the
associated systematic uncertainty is negligible, that is of the order of few percent.

The charge correlation between the two PSD layers after this cut is shown on the right panel of
Fig. 6. Events with a reconstructed PSD charge above 4 in both PSD layers (red dashed line in the
figure) are rejected in order to exclude ions with higher Z. Despite the good charge identification
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Figure 6: (Left) STK charge selection efficiency for data (blue points) and Helium MC (red points) as a
function of BGO energy. (Right) PSD charge correlation between in the two PSD layers for events passing
the STK charge selection. The red dashed lines indicate the cut applied to exclude ions with higher Z.

resolution of the PSD, the correlation between the charge reconstructed in the two PSD layers (right
panel of Fig. 6) is affected by the interactions of the particles inside the PSD layers and the possible
mis-identification of Z in one of the layers, therefore a charge difference between the two layers not
greater than 0.8 is required. This cut will help in a better estimation of the proton contamination as
shown in the next section.

In the two panels of Fig. 7 the charge identification efficiencies for data and MC and for both
PSD layers are shown. Also in this case there is a good agreement between data and MC, with a
slight decrease of efficiency for BGO energy above 1 TeV. The highest observed discrepancy for
the first and second layer and BGO energy below 1 TeV is respectively of 5% and 7%. For higher
energy a higher systematic uncertainties of 7% for the first and 12% for the second PSD layer is
observed and evaluated as the maximum difference between data and MC up to 4 TeV.

3.3 Proton contamination

The main background for the Helium selection is due to the protons which are the most abun-
dant particles in the Cosmic Rays. As discussed before, events with a charge difference between
the first and second PSD layers greater than 0.8 are excluded to reduce the interactions in the PSD
layers which would imply a greater contaminations by protons in the Helium as shown also on the
left panel of Fig. 8. The charge difference is defined as PSDdiff = |PSD2 - PSD1 - 0.03|, the offset to
the charge being due to the higher energy loss in the second PSD layer, as shown in Fig. 4. The pro-
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Figure 7: Charge identification efficiency for the first (Left) and second (Right) PSD layer and for both data
(red) and MC (blue) as a function of BGO energy.
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ton contamination is estimated with a template fit of the MC samples to the data of the arithmetic
mean of the charge measured in both PSD layers, referred hereafter as PSD charge mean. The fit
is performed using the TFractionFitter class of the ROOT framework [14]. As an example, on the
right panel of Fig. 8 the resulting fit for one energy bin is shown together with the data, as well as
with proton and Helium MC templates. For energy below 400 GeV a small fraction of Lithium is
present and taken into account in the fit. A constant and wide cut on the PSD charge mean between
1.8 and 2.8 is applied to select the Helium candidates and it is also shown in the same figure. The
proton contamination is estimated to be below the 1% for BGO energy lower than 1 TeV and below
1.5% at higher energy, as shown in Fig. 9.

3.4 Results

At the end of the selection the effective acceptance is around 0.035 m2 sr for a primary Helium
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STK tungsten plates. On the left side of Fig. 6 the efficiency of this selection cut is shown as a
function of the BGO energy for both data and MC. The STK charge selection efficiency results to
be constant as a function of energy and there is a good agreement between data and MC and the
associated systematic uncertainty is negligible, that is of the order of few percent.

The charge correlation between the two PSD layers after this cut is shown on the right panel of
Fig. 6. Events with a reconstructed PSD charge above 4 in both PSD layers (red dashed line in the
figure) are rejected in order to exclude ions with higher Z. Despite the good charge identification

 E[GeV]
210 310 410

 (S
TK

 c
ha

rg
e 

se
le

ct
io

n)
∈

0

0.2

0.4

0.6

0.8

1

1.2

On-orbit Helium 

 MC Helium

Efficiency STK charge selection 

Figure 6: (Left) STK charge selection efficiency for data (blue points) and Helium MC (red points) as a
function of BGO energy. (Right) PSD charge correlation between in the two PSD layers for events passing
the STK charge selection. The red dashed lines indicate the cut applied to exclude ions with higher Z.

resolution of the PSD, the correlation between the charge reconstructed in the two PSD layers (right
panel of Fig. 6) is affected by the interactions of the particles inside the PSD layers and the possible
mis-identification of Z in one of the layers, therefore a charge difference between the two layers not
greater than 0.8 is required. This cut will help in a better estimation of the proton contamination as
shown in the next section.

In the two panels of Fig. 7 the charge identification efficiencies for data and MC and for both
PSD layers are shown. Also in this case there is a good agreement between data and MC, with a
slight decrease of efficiency for BGO energy above 1 TeV. The highest observed discrepancy for
the first and second layer and BGO energy below 1 TeV is respectively of 5% and 7%. For higher
energy a higher systematic uncertainties of 7% for the first and 12% for the second PSD layer is
observed and evaluated as the maximum difference between data and MC up to 4 TeV.

3.3 Proton contamination

The main background for the Helium selection is due to the protons which are the most abun-
dant particles in the Cosmic Rays. As discussed before, events with a charge difference between
the first and second PSD layers greater than 0.8 are excluded to reduce the interactions in the PSD
layers which would imply a greater contaminations by protons in the Helium as shown also on the
left panel of Fig. 8. The charge difference is defined as PSDdiff = |PSD2 - PSD1 - 0.03|, the offset to
the charge being due to the higher energy loss in the second PSD layer, as shown in Fig. 4. The pro-
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the analysis procedures DAMPE is expected to provide measurements of the Cosmic Rays spec-
trum up to 100 TeV particle energy, this will contribute to a better understanding of the origin and
propagation mechanism of high energy Cosmic Rays.
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• DAMPE detector works extremely well 
since launch in December 2015.


• Electron + positron flux measured with 
very high precision:


• A clear spectral break directly 
observed at ~ 1 TeV.


• Cosmic-ray nuclei measurements (proton 
and helium) coming soon.


• Photon detection capabilities 
demonstrated.


• More statistics needed to profit from 
the excellent energy resolution.



40

Conclusions

Andrii Tykhonov    (University of Geneva)                                                                First results from the DAMPE mission

Thank 
You!

DAMPE → WUKONG 
(Monkey King)

• DAMPE detector works extremely well 
since launch in December 2015.


• Electron + positron flux measured with 
very high precision:


• A clear spectral break directly 
observed at ~ 1 TeV.


• Cosmic-ray nuclei measurements (proton 
and helium) coming soon.


• Photon detection capabilities 
demonstrated.


• More statistics needed to profit from 
the excellent energy resolution.



Something more

41



Comparison with AMS-02 and FERMI
Comparison	with	AMS-02	and	FERMI	

G.	Ambrosi	

DAMPE	 AMS-02	 Fermi	LAT	
e/γ Energy	res.@100	GeV	(%)	 1.5		 3	 10	
e/γ Angular	res.@100	GeV	(°)	 0.1	 0.3	 0.1	
e/p	discrimina?on	 105	 105	-	106	 103	

Calorimeter	thickness	(X0)	 32	 17	 8.6	
Geometrical	accep.	(m2sr)	 0.29	 0.09	 1	

Mass: 1400 Kg 
Power: ~ 400 W 
Livetime: > 3 years 

DAMPE AMS-02 Fermi LAT
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Figure 8: Light curves for the direction of CTA 102 (left panel) and 3C454.3 (right panel). Red squares are
the observed flux, and the blue line represents the expected ones assuming steady emission of the source.
See [10] for details.

coordinate system to celestial coordinate system is required. The transformation is determined by
orbital parameters and the celestial orientation of the satellite which are provided by the Navigation
system and star-tracker respectively. Small deviations from real pointing may be introduced to the
transformed celestial coordinate, due to thermal variations, acoustic vibrations, 0g fluctuations, and
uncertainty in the orbital parameters and star-tracker pointing. This miss match will not only cause
a systematic shift between the mean observed position and the real position of a point source, but
also lead to a distorted point spread function (PSF) profile. In this section, we use the gamma-ray
data centered around several bright point sources to measure and correct the angular deviation from
the real celestial coordinate, called “boresight alignment” of DAMPE payload.

For this purpose, we use three of the brightest sources, namely, Vela, Geminga, and Crab in
the gamma-ray sky, and select photons within 4� of the real position of the sources and restrict the
energy between 3 GeV and 100 GeV. The gamma-rays in a region of interest (ROI) can be modeled
by a point source and a background template. The spectral and spatial parameters of the point
source is import from the third Fermi-LAT catalog of high-energy sources [11]. The background is
modeled by an isotropic template with a power-law spectrum.

As summarized in table 1, we see a reasonably good consistency between the results of the
boresight alignment using the three different sources.

Source Name Photon Number qX (degree) qY (degree) qZ(degree)
Vela 1438 0.13±0.01 0.02±0.01 -0.14±0.02

Geminga 446 0.13±0.02 -0.02±0.02 -0.14±0.02
Crab 265 0.11±0.02 -0.03±0.03 -0.15±0.03

Table 2: Boresight alignment results estimated using three brightest gamma-ray sources.

6. Summary

DAMPE has been operating smoothly on-orbit for more than one year and a half and more
than 2.8 billion cosmic ray and gamma-ray events covering a very wide energy range have been
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The DAMPE detector

Mass: 1400 Kg 
Power: 400 W 
Data: 13 GB/day 
Lifetime: 5 years 
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BGO calorimeter

Carbon Fiber Structure BGO crystal installation PMT installation

Cable arranging Cable connectors BGO calorimeter
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The DAMPE silicon tungsten tracker V. Gallo

Figure 4: (Left) Ladders gluing on one support tray. The precision jig allows the gluing of two ladders
at a time. The tray is fixed to a rotation stand to assemble the ladders on both sides. (Right) Metrology
measurement of the position of the sensors of a fully equipped STK plane.

Figure 5: STK before the assembly of the last tray. The 16 ladders belonging to one silicon layer are visible
together with the copper bands mounted on the side of the supporting trays and used for the heat transfer.

TRB

Radiator

SSD

Figure 6: Exploded view of STK. The TRBs are mounted on the fours sides of STK and covered with the
radiators.
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PoS(Vertex 2016)010

The DAMPE silicon tungsten tracker V. Gallo

Figure 4: (Left) Ladders gluing on one support tray. The precision jig allows the gluing of two ladders
at a time. The tray is fixed to a rotation stand to assemble the ladders on both sides. (Right) Metrology
measurement of the position of the sensors of a fully equipped STK plane.

Figure 5: STK before the assembly of the last tray. The 16 ladders belonging to one silicon layer are visible
together with the copper bands mounted on the side of the supporting trays and used for the heat transfer.
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Figure 6: Exploded view of STK. The TRBs are mounted on the fours sides of STK and covered with the
radiators.
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Assembly jig for 
mounting ladders on 
the trays, O(100) μm 

precision

The trays’ metrology 
procedure

Tungsten 
converter plates 

(16 per tray)

Silicon TracKer (STK)
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Beam Test Setup

• Primary ion:  40Ar
• Secondary ions: Z=2-18, A/Z=2
• Energy: 40 GeV/nucleon, 75 GeV/nucleon
• PID for secondary ions with dE/dx detectors on 

beam line: 

Fig1. Beam line Fig2. PID for secondary ions
1

DAMPE EQM beam tests @ CERN: ions
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DAMPE EQM beam tests @ CERN: ions

MIPs spectrum in the BGO crystal (40 GeV/nucleon)

2
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DAMPE EQM beam tests @ CERN: ions
Quenching effect of BGO

Sqrt(MIPs Peak Energy) vs atomic number

𝑄𝑢𝑒𝑛𝑐ℎ𝑖𝑛𝑔𝐹𝑎𝑐𝑡𝑜𝑟 =
𝑀𝐼𝑃𝑠𝐸𝑛𝑒𝑟𝑔𝑦_𝐷𝑎𝑡𝑎
𝑀𝐼𝑃𝑠𝐸𝑛𝑒𝑟𝑔𝑦_𝑆𝑖𝑚𝑢

40GeV/nucleon 75GeV/nucleon

3
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PSD charge attenuationComparison

It’s better on the 
both ends of Psd .

7

Comparison

It’s better on the 
both ends of Psd .

7

Outline PSD running/calibration status PSD energy/charge reconstruction Track selection method PSD detection e�ciency PSD-self hit position reconstruction Summary

PSD light attenuation

Position [mm]

-400 -300 -200 -100 0 100 200 300 400

E
n
e
rg

y 
[M

e
V

]

0.5

1

1.5

2

2.5

3

3.5

4

0

20

40

60

80

100

120

140

160

180
MPV

Fit Fun.

Spline3 Fun.

Position [mm]
400− 300− 200− 100− 0 100 200 300 400

E
n
e
rg

y 
[M

e
V

]

1.5

2

2.5

3

3.5
MPV_D

MPV_L

MPV_R

SP3

FIMP

The more details of PSD light attenuation updates will be talked by
Meng Ding.

8 / 17

Yapeng Zhang, Ding Meng, Yongjie Zhang, Yuhong Yu, Zhiyu Sun, Jiangshan LanPSD running/calibration status and charge reconstruction
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Event rate
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