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Technological outlook

2

Î Most important chip semiconductor maker are working in order to limit 

problems due to integration scale reduction.

Î In fact last 10 years  the processors architectures  are changed a lot, 

introducing parallelization at several architectural levels.

Î That evolutive process will continue in a deeper manner,  moving to 

the so called ñmany-coreò era.

Dr. Leone B. Bosi ïINFN Perugia - ET Workshop , Erice - 13 Oct 2009

Intel ref.



Å These new architectures require a 

complete different programming models.

Å In the close future, in the manycore era, 

computing power will be distributed across 

multiple cores (10000>?) on a single 

processor, and many processors on a 

single board.

Å Performance achievable from these 

architecture is not predictable because 

depends on algorithm and relation with:

ÅMemory/registries architecture model

Å Intercommunication

ÅSerial portion of the algorithm
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GPU computing and 

programming paradigms
Î The architectural differences between GPU and CPU are evident, in 

particular the way how the relations between cores, memory, shared 

memory and IO subsystem are organized

Î Moreover different chip producers implement different solutions with 

different characteristics and instructions sets

Î Recently, several important efforts have been done  by Apple, Intel, 

NVIDIA , AMD-Ati, Sony, é in the direction of programming 

standardization for parallel architecture: The Khronos Group, and the 

Open Computing Language (OpenCL) definition.
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