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radically better results 
parallel computing in the cloud 
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NC1: Accelerated Compute (K80s)

NC2: Accelerated Compute + training (P100)

ND1: AI Inferencing + training (P40)

ND2*: AI Training (V100 SXM)
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Fixed capability

Siloed environments

Challenges with

on-premises

Fixed capacity

On-premises Demand for infrastructure 

Data analyticsAI IoT

New business demands

Regulations



Azure for every Big Compute workload

Existing 
apps

Clone
to cloud

Start using cloud 

without rewriting 

applications

Hybrid
workflows

Simple to 

optimize 

infrastructure

End-to-end 

workflows in 

the cloud

Cloud
workflows

Cloud-native
apps

Create new 

services 

and modernize 

apps that matter



Cray in Azure

Your Cray supercomputer running in 

Azure, close to your Azure services.

Rely on a dedicated, built-to-spec Cray XC or SC 

supercomputer for your most demanding workloads.

Connect to the broad range of Azure services on your 

Azure Virtual Network.

Access the Cray as a managed service in the 

cloud as OpEx, instead of maintaining specialized 

infrastructure with high up-front costs.





TRAINING & 
TESTING

INFERNECE & 
SCORING

Data / Users

Scalable
Performance

Throughput
+ Efficiency

Billions of TFLOPS per training run 

Years of compute-days on Xeon CPU 

GPU turns years to days

Billions of FLOPS per inference

Seconds for response on Xeon CPU

GPU for instant response



Altair PBS

SLURM

Tibco Data Synapse

HPC Pack 

stage data 

• Partner tools: Cycle Computing, Bright Computing, UberCloud, Elastacluster, 
Altair, Rescale



Visualization Virtual Machines (NV)
Powered by NVIDIA Quadro

NV6 NV12 NV24

Cores 6 12 24

GPU
1 M60 GPU 

(1/2 Physical Card)

2 M60 GPUs 

(1 Physical Card)

4 M60 GPUs 

(2 Physical Cards)

Memory 56 GB 112 GB 224 GB

Disk ~380 GB SSD ~680 GB SSD ~1.5 TB SSD

Network Azure Network Azure Network Azure Network

GRID/Quadro 

Licenses
1 2 4



NC6 NC12 NC24 NC24r

Cores 6 12 24 24

GPU

1 K80 GPU

(1/2 Physical 

Card)

2 K80 GPUs

(1 Physical Card)

4 K80 GPUs

(2 Physical 

Cards)

4 K80 GPUs

(2 Physical 

Cards)

Memory 56 GB 112 GB 224 GB 224 GB

Disk ~380 GB SSD ~680 GB SSD ~1.5 TB SSD ~1.5 TB SSD

Network Azure Network Azure Network Azure Network InfiniBand

Compute Virtual Machines (NC)
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The largest 

compliance 

portfolio in 

the industry

http://www.asd.gov.au/infosec/irap/index.htm
https://www.fisc.or.jp/


Support for 

Microsoft and 

open source 

software

.NET



Engineering model and simulation

Car crash simulation

Video rendering Genomics / Pharma

Oil & gas, seismic, 

reservoir simulation

Earth science, climate 

hydrology
Financial risk analysis



Rendering Deep-Learning/AIHPC/SimulationVisualization

Oil & Gas and SciencesHealthcare & ResearchMedia, Entertainment & 

Gaming

AerospaceAutomotive

Financial Services

RetailManufacturing



Robust 

partner 

ecosystem



NVIDIA Quadro Virtual Workstation Driver

Azure NV/NVIDIA Tesla M60 GPUs

Azure Virtual Machines

NVIDIA Graphics: Quadro and Grid



“By using GPU resources in Azure, we can 

run simulations in days that would take a 

month on CPU-based machines. This 

speeds our progress toward the 

development of lifesaving drugs.”

Dr. Nagarajan Vaidehi 

Director

Computational Therapeutics Core 

Beckman Research Institute

“We are not short on ideas, 

just computers.”

City Of Hope





Microsoft Azure Roadmap



GPU SKU Roadmap Across Generation
NV/M60 NVv2

NC/K80

NCv2/P100 NCv3/V100

ND/P40
NDv2 

V100SXM

Dec 2016 Sept/Oct 2017 Dec 2017 Q2 2018 H2 2018



• Visualization optimized GPU instances featuring 
NVIDIA Tesla M60 GPUs

• Broadwell based CPU processor with doubled 
memory from previous generation (up to 448 GB)

• Premium storage support (SSD backed)

• Get faster results for the your graphic intensive 2D 
and 3D applications

• Grid license included with each GPU instance 

• Specs:

• 2048 NVIDIA CUDA cores per GPU

• 36 H.264 1080p30 streams

• GPU Memory 8 GB/GPU

NV_v2 – Updated GPU Visualization Platform

NV6s_v2 NV12s_v2 NV24s_v2

Cores 6 12 24

GPU 1 x M60 2 x M60 4 x M60

Memory 112 GB 224 GB 448 GB

Local Disk ~700 GB SSD ~1.4 TB SSD ~3 TB SSD

Network Azure Network Azure Network Azure Network

GRID Licenses 1 2 4



Compute Virtual Machines : NC_v2

NC6s_v2 NC12s_v2 NC24s_v2 NC24rs_v2

Cores 6 12 24 24

GPU 1 x P100 GPU 2 x P100 GPU 4 x P100 GPU 4 x P100 GPU

Memory 112 GB 224 GB 448 GB 448 GB

Disk ~700 GB SSD ~1.4 TB SSD ~3 TB SSD ~3 TB SSD

Network Azure Network Azure Network Azure Network InfiniBand



Next-Gen GPU Compute VM: NC_v3

NC6s_v3 NC12s_v3 NC24s_v3 NC24rs_v3

Cores 6 12 24 24

GPU 1 x V100 GPU 2 x V100 GPU 4 x V100 GPU 4 x V100 GPU

Memory 112 GB 224 GB 448 GB 448 GB

Disk ~700 GB SSD ~1.4 TB SSD ~3 TB SSD ~3 TB SSD

Network Azure Network Azure Network Azure Network InfiniBand



• Volta SXM GPU instances - NVIDIA V100 GPUs

• 8X NVIDIA V100 GPUs interconnected with NVLink mesh

• Tensor Core technology to deliver over 100 Teraflops per second (TFLOPS) of deep learning performance

• Excellent for accelerating machine training jobs and HPC

• Skylake based processor with premium storage support (SSD backed)

• Specs:

• 640 NVIDIA Tensor Core

• FP64 - 7.8 TFLOPS of double precision floating point performance

• FP32 – 15.7 TFLOPS of single precision performance

• GPU Memory 16 GB

• 300 GB/s GPU interconnect through NVLink

Coming Soon
ND_v2 – Volta Generation GPU Compute

ND40s_v3

Cores 40 cores

GPU 8 x V100 SXM

Memory 768 GB

Local Disk ~1.3 TB SSD

Network Azure Network + NVLink GPU interconnect



GPU Deep Learning VM: ND

ND6s ND12s ND24s ND24rs

Cores 6 12 24 24

GPU 1 x P40 2 x P40 4 x P40 4 x P40

Memory 112 GB 224 GB 448 GB 448 GB

Disk ~700 GB SSD ~1.4 TB SSD ~3 TB SSD ~3 TB SSD

Network Azure Network Azure Network Azure Network InfiniBand



http://www.flickr.com/photos/mwichary/4376236771/

Resources



More than 10 formalized field 

readiness programs. Correct 

lack of awareness  by PDU 

and Generalists. Industry/SKU 

deep dives.

Field Evangelism

& Readiness

Sellers to drive pipeline 

through industry specific 

sales scenarios. Provide 

engineering guidance on 

product efficacy and needs.

Industry Hunting

Scenarios/Engineering

Planning Strategic account planning by 

industry with Global Account 

team to proactively drive 

scenarios.                Penetrate 

top 130 MS accounts

Strategic Account 

Alignment

HPC partner recruiting and 

management by industry. 

Technical enablement and 

seller exposure

10 Partners Recruited         40 

WW Partners targeted

Partner/ISV Recruiting

and Pairing
Tight GBB coordination to 

engineering and industry 

teams. Proactive partner 

pairing with GBB team

GBB Partnership
Large Deal

Engagement

Direct customer engagement 

with industry experts and 

aligned partners. End to end 

major deal management

Team driving in top 20 deals



Next steps

Learn more about Azure for Big Compute. 

https://azure.microsoft.com/solutions/high-

performance-computing/

Explore Azure solutions for your industry. 

https://azure.microsoft.com/solutions/

Engage a partner to help implement your 

high-performance solution. 

https://azure.microsoft.com/partners/directory

/?solution=high-performance-computing

https://azure.microsoft.com/solutions/high-performance-computing/
https://azure.microsoft.com/solutions/
https://azure.microsoft.com/en-us/partners/directory/?solution=high-performance-computing

