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N this talk

® Big-data 1n real time

® “data scouting” with trigger-level analysis

® Big-Data tools and High-Energy physics (HEP) workflows

® HPC centres & HEP computing workf lows

® opportunistic processing

@ distributed training for Machine Learning
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https://www.youtube.com/watch?v=jDC3-QSiLB4

Data Flow

®40 MHz in / 100 KHz out

e~ 500 KB / event

® Processing time: ~|0 s

® Based on coarse local reconstructions
®* FPGAs / Hardware implemented




Data Flow

e |00 KHzin/ | KHz out
e~ 500 KB / event

® Processing time: ~30 ms

® Based on simplified global reconstructions

® Software implemented on CPUs



o | KHzin/ |.2 kHz out

o~ | MB/ 200 kB / 30 kB per event

® Processing time: ~20 s

® Based on accurate global reconstructions

¢ Software implemented on CPUs



Data Flow

e Up to ~ 500 Hz In / 100-1000 events
out

¢ <30 KB per event
® Processing time irrelevant

® User-written code + centrally
produced selection algorithms
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&) The Trigger Problem

® Too many data, too large data » need to filter online

® F1lters based on pheno bias: we might be loosing good events

100 KHz

L1 trigger: local, hardware based, on FPGA, @experiment site
HLT: local/global, software based, on CPU, @experiment site
Offline: global, software based, on CPU, @CERN T0O

Analysis: user-specific applications running on the grid
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Dol more wlth less

100 KH=z 1T KHz
1MB/evt
1/300 the
S events size
ﬁ@/\@/ X6 maore events

Real-time new physics search with large datasets

® Run reconstruction in the trigger farm

® Avoid resource Ilimitations: write less 1nformation (a few
floats) for more events

® Probes unexplored territory, previously left behind

Problem: practical (so far) only for specific topologies
10




) LWJhy did we do this?

@ In Run I, dijet search was the first BSM analysis published by CMS
® Quick 1mproved results from Tevatron 1n a wide range of mass spectra

® Quickly forced to reduce mass range under investigation, due to
1ncreasing trigger rates vs limited resources

® Scouting was 1ntroduced to recover the lost territory (500 to 1100 GeV)
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The first asttempt

SM streams
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@l UWhaoat we accomgllshed

27 b (13 TeV)
® Recovered %‘ 10° ¢ Data
sensitivity to 500 S o — Fit
GeV resonances =T gg (0.75 TeV)
= 10* -qg (1.20 TeV)
o _ = .- qq (1.60 TeV)
® Reached Ili1mitation B 10°
©
of L1 seed-> need to

1mprove our hardware
trigger (more on
this later)

-
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® Now extending the
method to more final
states (collected x3
more data than the

rest of CMS 1n 2017)

(Data-Fit)
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Ul UWhat we asccomplished

® Kept sensitivity
to 500-1500 GeV
resonances

® Current
limitation 1s L1
efficiency

® Can probe lower
couplings by
collecting more
data

Coupling g,’

0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

27 b & 36 fb™ (13 TeV)

I | | || I | 1 | I L | | || | | I I | | | I | | 1 I |

CMS Preliminary
95% CL upper limits

II|IIII|I|II-

Observed
— eeeee- Expected
— [ £ 1 std. deviation
- 1+ 2 std. deviation -
;mDM>M .................................................................................. ..E
= Mo E
— Low ! High .
B masSsS | MmMdsSsS il
i N B T T B I B B B B B B e B N i

500 1000 1500 2000 2500 3000 3500
Z' mass [GeV]



International Journal of High-Energy Physics

Sign in | Forgotten your password? Sign up

Avalable on heCERN CDS information server

CMS PAS EXO-11-0%4

CMmS, 26/10/11
// /10/
~\| Wed 23:01:26

=
———

Beam setup & DCS states history

DeadTime(AB) |... e

CPU usage i

<Accepted> |.. i

Rate 1

Stored events |FLIFL

Rate (kHz)

26/ 1

PROTON PHYSICS
STABLE BEAMS

21:01:2

physicsweb
FREE WEBINAR

Latest Issue | Archive | Jobs | Links | Buyer’s guide | White papers | Events | Contact us

LATEST CERN COURIER CERN COURIER

RaySearch :‘y -

Laboratores /
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CMS Physics Analysis Summary
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DIGITAL EDITION

ARTICLES Nov 13,2015 CERN Courier is now
» Beams back in LHC for final phase € MS data-scouting and a search for low-mass  22ille as a regular cigital
of Run 2 editicn. Click here to read

dijet resonances

chus,
|

small subset of these crossings, corresponding to

[ ] c) AN

» DESY sets out vision for the

fuure Proton beams crossed inside each of the CMS and

» Gamma-ray lasing

» First hints of ultra-rare kaon the 2012 LHC proton—proton run. However, the

decay phiysics programme of CMS is based on only a

» Antihydrogen spectroscopy enters
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Search for narrow resonances in dijet final states at
V/s = 8 TeV with the novel CMS technique of data scouting

The CMS Collaboration*

Abstract

A search for narrow resonances decaying into dijet final states is performed on data
from proton-proton collisions at a center-of-mass energy of 8 TeV, corresponding to an
integrated luminosity of 18.8 fb ™. The data were collected with the CMS detector us-
ing a novel technique called data scouting, in which the information associated with
these selected events is much reduced, permitting collection of larger data samples.
This technique enables CMS to record events containing jets at a rate of 1kHz, by
collecting the data from the high-level-trigger system. In this way, the sensitivity to
low-mass resonances is increased significantly, allowing previously inaccessible cou-
plings of new resonances to quarks and gluons to be probed. The resulting dijet mass
distribution yields no evidence of narrow resonances. Upper limits are presented
on the resonance cross sections as a function of mass, and compared with a variety
of models predicting narrow resonances. The limits are translated into upper limits
on the coupling of a leptophobic resonance Z’B to quarks, improving on the results
obtained by previous experiments for the mass range from 500 to 800 GeV.

Submitted to Physical Review Letters

arXiv:1604.08907v1 [hep-ex] 29 Apr 2016

Contad: cms-2az-convenersexotica@cern.ch

2012/07/11

Search for Narrow Resonances using the Dijet Mass
Sractr in pp Collisions at /s = 7 TeV

The CMS Collaboraticn

Abstract

i new parices decaying to a pair of jets in pp collisons at
ample for evens with dijet invariant mass above 0.9 TeV cor-
Led lutminesily of 57" collected Ly e CMS dercdon a. Lw
id the sensativity n the C.6-40.7 TeV 1ange, a complementary
aformed employing a special dataset with reduced event con-
an ntegrated luminosi:y of .13 fb ¥ and collected in the last
iking period. We set spedfic lower limits on the mass o’ siring
acks, axigluons, colorons, s8 resanances, Eg diquarks, W' and
ions n che 0645 TeV range, most of which extead previoas
. maes reach Lechnigue.
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Ul MNext-step: Trlgger-less

® LHCb & ALICE soon to start LHCb Upgrade Trigger Diagram
a detector & online- 30 MHz inelastic event rate
infrastructure upgrade. (full rate event building)
Final goal 1s to

® Read ALL collisions

® Process them 1n real
t1me

Buffer events to disk, perform online
detector calibration and alignment

@ Align & calibrate
detector at the same

t1me Add offline precision particle identification
and track quality information to selections

. . Output full event information for inclusive _\ 23472016 - 9972016
® The ultimate extrapolation [triggers, trigger candidates and related| " % un number fan)
of the scouti ng pa I‘adigm ] primary vertices for exclusive triggers
Can take more data -> \ \ \ .
1ncrease detector 2-5 GB/s to storage | cvoven
precision 17 ercie
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The UWJLCG Grid

@ 170 centres 1n 42 countries,

for central processing and
analysis-related user jobs

® IM cores

@ 1 EB storage

| ~1M Cores =

®ALICE WATLAS EMCMS = LHCh 2017 Pledge

® >2M jobs & 3 PB moved /day
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® The evolving conditions of the

machine are drifting the experiments

to more prohibitive environments
(luminosity comes with a cost)

@ More (& bigger) events to handle

® More noise from pileup 1nteractions

® Increase 1n resources will not scale

with needs
@ Flat (or decreasing?”) budget
® (Non linearly) increasing demand

® Need to find better ways to do
things

% N h
e - Y \ b L\ |
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The chall ge ahead
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® Event complexity, volume,
current paradigm

@ Assuming flat budget, we simply cannot keep doing th7ngs as

we do now
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More CPU: Cloud

® The growing complexity of LHC
events 1s forcing us to look for
more resources, particularly for
the computation-heavy central
reconstruction

Cloud
Computing

® CERN extended the TO center by
adding a site 1n Wigner

(Hungary)
® S1milar approach used by Tl1s
(e.g., CNAF T1 extended with -.{'a.hazon fﬂ
CPUs 1n Bari) ﬁ web services CLOUD
® Paradigm extended Microsoft
opportunistically to Cloud AzUre s

services and HPC sites

22




More CPU: Cloud

® The growing complexity of LHC 10K Avalisbiity Zom

B yus-east-la

events is forcing us to look for e
more resources, particularly for _ = " st
the computation-heavy central § o e
reconstruction c
3K
® CERN extended the TO center by * M
adding a site 1n Wigner oK
Febl Feb2 Feb3 Feb4 Feb5 Feb6 Feb7 Feb8
(Hungary) pate [2016]
® S1milar approach used by Tl1s
(e.g., CNAF T1 extended with
CPUs 1n Bari)
® Paradigm extended
opportunistically to Cloud

services and HPC sites ST o
=3




sites (NERSC Cori)

® Xx86 machines, 1n very
different setup than T0/T1/
T12/T3 sites

® Challenge stands 1n working
out all details and finding
workarounds to 1ncompatible
setups (e.g., not-supported
components)

® Result: storage-less site
added to the CMS grid as yet
another Tx

=24

fyjdashbe Running Job Cores

1000 =

168 Hours from 2016-10-04 to 2016-10-11 UTC
) L} L} L}

W T3_US_NERSC
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@il A convenient new Paradigm?

Cloud HPC

* Community Clouds -

o _ * Researchers granted
Similar trust federation to

« Virtual Organizations

(VOs). of .users trusted Grids access to HPC installations
by Grid sites

 Commercial Clouds - Pay-
*VOs get allocations = As-You-Go model
Pledges «Strongly accounted

~Unused allocations: «Near-infinite capacity =

opportunistic resources Elasticity
«Spot price market

* Peer review committees

award Allocations

« Awards model designed for

individual Pls rather than large
collaborations

“Things you borrow” “Things you rent” “Things you are given”

Economic Model Grant Allocation

T F Eermnan b ..: European
10/11/16  Gabriele Garzoglio | CHEP 2016 | Fermilab HEPCloud HOTC comar
25
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[DATA HANDLING]

TOO MUCH INFORMATION

With up to 20 collisions occurring at 25-nanosecond intervals at the center of each

@ Cen tra 1 process ing : Runs @TO [ ] S ta r t from RA W da ta detector, the LHC produces more data than can be recorded. Sc-calledtr‘igger-systems

. Y - yy select thetiny fraction of the data that 1as promi.sing leatures and discard the rest.
and creates a collection of “Primary” Datasets then [Emmimmmismmhmm
distributed to Tls ~

® Data skimming: Runs @0 or Tls. From the Primary

subset of the detec-

Datasets, produce “Secondary datasets” by removing  EiEEs
events (so why did you take them to start with?) or g
reducing the information (data compression) oo

ed features
inthe data.

® Data analysis: runs on Secondary Datasets, applying s

bled data of those

analysis specific selection, reconstructing high- — TR s

level objects on which signal-to-background Sesusaein st OQ _ @

computers at CERN.

discriminating quantities are computed. Runs on T3s, [essssssss

and :lso sendsthe data to Tier 1 sites

On th e Gr“i d, e tC (at major laboratories) for storage. e

9427@37 g

T — — R,

Archive of datz

® Result extraction: typically a ML fit, based on data
distributions in signal region and control region + = st g o e .
prediction from MC simulation (runs on laptops) '

s : ;.'..‘:'..:E_ European

N .‘-’:’-’:" ~ 3 Research
| -:::'.'.erc Council
g '.:.:..0.’.0:: o

=7 Scientific America, Sep 2008 e


https://www.scientificamerican.com/article/how-lhc-may-change-internet/

It didN’t really go like that

® Disk 1ssue 1s less (but still quite) serious than anticipated:

@ We (all) i1ntroduced AODs (500-1000 kB/evt) compressed version of
RECO data format. We saved disk, so we just distributed Primary
Datasets rather than using the (very bad) Secondary datasets

® With gain detector understanding, we (CMS) then moved forward to
miniAODs (30 kB/evt) and nanoAOD (3 kB/evt), compressed data
formats with top-bottom object definition, serving >80% of the
analysis use cases

® Large demand of CPU faced breaking the paradigm rigidity:

@ T1ls and T2s 1nterconnection was 1mproved. Now one runs a job
somewhere accessing data somewhere else

@ Still, we would use more disk & CPU if we had it ..

=I=



Bug Data tools & HEP

@ A lot 1s happening outside HEP s
— Jupyter
® full data-scientist echo-system S pg’[hOﬂ“
® big-data handling tools . | NumPy . ‘f
TensorFlow

® But we have specific tools (ROOT)

APACHE

® optimized on our use cases Spqr’( O PyTOFCh

® very competitive on I/0 point of view
® long-term future guaranteed (we develop 1t , RO OT

for ourselves ) ' Data Analysis Framework

@A big effort to 1ntegrate ROOT & outside-world

big-data tools 1s ongoing, with promising
results . e}' C| coune




BligDatas tools inteqgration

® Effort to modernise approach to data
analysis by 1ntegrating/creating data-
analytics tools for physics analyses

® Goals:

CERN

. . L D
® Reduce qumber of 1ntermediate 6 .5. Openlab
processing+storage steps °

@ Allow analyses to run on (mini)AODs way

%
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The Final Goal

® Develop a CMS analysis workflow 1n

Apache Spark: —_—
pache Spar o J@r@@@
@ FU7 7 ROOT -> Spa r'k arna 7_)/57.5 7 Cloud Infrastructure

workflow with accessed by

Hadoop Clusters

® Event selections
openstack”

MESOS

runs on runs on
APACHE
*‘Sporkz e (¢

AVAVA
AVAVAVA
VAVAVAY

VAVAY

® Data-Simulation comparison
. . data f

® Data reduction scheme in Spark IR
® Provided services

® Machine-Learning toolkit

C++ | Java

® Data 1n memory for fast training

EOS Hadoop

Storage Clusters
® Benchmarking all that and compare T woa . o
performance/results with standard SOMESON, S cioop B
worktlow = ! R com




How It works

® Dedicated libraries to 1mplement the

workf low: o ~
@%Jupyter@@
| | ). )
® XrootD connector to access files on °
CERN EOS filesystem: (So far) from accessed by

Hadoop Clusters

Cloud Infrastructure

openstack”
MESOS

public area. Authentication via
certificate 1s under developement

runs on runs on
APACHE
*‘Sporkz -

AVAVA
AVAVAVA
VAVAVAY

VAVAY

® Spark-root: Read ROOT object
collections and automatically infer
their class schema

access data from access data from
@ CERNBOX

S
® Histogrammar (by DIANA-HEP): To Paad i
fill histograms passing lambda e EOS Storage Service
functions and use them in the same . o
way as transformations are used 1n
Apache Spark

C++ | Java

EOS Hadoop

. Storage Clusters

® 100% data-science echosystem, senice fodoop (4R
COmpa t -i b 7 e W-i th ROOT I/O bU t W/O ROOT I%ﬂ/ lll = Connector HSdDDp . Z.;..'.-;-...E European
installation ’ ierc m




LUUhat Can It Do?

| == patMuons_slimmedMuons__RECO_: struct (nullable = true)

| | == present: boolean (nulleable = true)
| == patMuons slimmedMuons KECU okj: array (nullable = true)
| | == @lement: struct (containstull = true)

| - f s g—
I I
|l IR |--£

# read in the data

et (n
stru
ordin

able = truL)

tes: fherad] il

Structure

1 T I | |-- £X: float (nullable = tru # count the number of rows:
| | | | |-- £¥: float (nullable = ::ue]
| |== £2Z: float (nullable = true) 8
(D - pdPolar_ l ab ey p—
~ I BS‘ ACH (nal b e =] ;ﬁ ine\\{< nly quan
fPt:

| float (nuMable = true)

| | |== fEta: flcat (nullable = true)
| |-- fPhi: flcat (nullable = true)
|

> «
S e V

® .

|

I

| |-- £M: flopat (nullable = true)
| |-= gu3_: integer (nullable = true)

| |-~ pdgld : integer (nullable = true)
I

|== status_: integer (nullakle =

# map each event to an invariant mass

true)

# Use histogrammar to perform aggregations

1200

|

L]

1000

T

800

On- the% Feé ure

T

600

Events / 0.5 GeV

L]

400

-

200

European
Research
Council

070 75 80 85 90 95 100 105 110 115
Dimuon invariant mass m(uu) (GeV) 33

0 50 100 150 200 -ueS



European
Research

.
g LI i M = R :
x n. &atrd.t..#oﬂ?.o
\s-.’ e » ‘ - -

N P A LLEETY

. ,
, BYY N
e .oooooooo e by

B ‘ : ~ S.Q
’ _

D «
s

TR Y e YN o.- ctf".(-voo‘oono%coo-d
. ‘

- foc 2™ % YW

.

. ‘. - N .
* T + % I» \ '

-.\.m.
.. » »

IR e e e SR R WO
.. SR U S 2 | : : 3 :

e ,~ BN s
P it e M O b Al

I“td.on - ml? Oojuna.._(
) . -

Ul
L=
L
-
(U
1l
_
8l
1l
1
(]
il
1l
W
1
C,
1l
1




ooooooooooooooooooooooooooooooooooo

llllllllllll

® With Deep Learning gaining ST o
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territory 1n HEPC®?, NN training 3 % %@é
will become soon a new workflow for e

e VaY
WAVAWAWAWAWS

large HEP experiments

® Experiments will want to maximise
performances

J(w) ! __— Gradient

/
/
/
/

® Fast turn-around for new
trainings, as long as new data
are collected

® Need dedicated hardware to be
effective (TPU, GPU, etc)

® Ideal use case to 1ntegrate HEP

workflows 1nto network of HPC sites ﬁgggcixﬁ

35 (*) more on this in afternoon seminar ~FiE




Hyper-parameter optimization

@ Not only the best set of parameters,

* Objective function is

but also the best network overall: = approximated as a multivariate

gaussian

- stienfundion el  Measurements provided one by
O how many 7ayer5. = one to improve knowledge of the

objective function

* Next best parameter to test is

® how many node5/7aye rs? determined from the acquisition

function

* Using the python implementation

® which activation function? T e .. from
o - https://scikit-optimize.github.io

https://tinyurl.com/yc2phuaj

® Answers to be find by Optimization
algorithm

 Chromosome crossover:
* Let Parent A be more fit than Parent B
* For each parameter p, generate a random number 7 in (0, 1) to find p,.p;14

@ Bayesian Optimization

Pchita = (r)(pParent A — Pprarent B) T Pparent A

* Non-uniform mutation (Michalewicz):

@ EVO 1 Uutiona r'y A 7g0f‘ T thms * In generation g out of a total G generations, for each parameter p in a child, S Selection
generate random numbers 7,7, € (0, 1) to define a mutation m: . @
3
— (1 _ r(l‘%) § {(pMAX = Pehita) IF 15>0.5 @o ©
} 1 Prow — Peniza) IF 15 < 0.5 o
@ ... Dchitd = Pchita T M row Femild ’ ®

. Network O Unfit Network . Cloned Network

® One _extra reason to train production- B P
'] n . .‘.0.. oe.rc Council
ready algorithms @HPC sites 36




K-folding cross validation

® Assigning uncertainties to
training-goodness figures of

merit to establish ACTUAL
1mprovements

® Are ROC AUCs 98.754 and
97.998 actually different?

® Done by different training vs
validation dataset splits

® Average performances and
performance dispersion allow
to “measure” mean and variance

@ Multiply workflow computing
needs by K

3/

D Validation Set
- Training Set

Round 2 Round 3 Round 10

90% 91% 95%

Final Accuracy = Average(Round 1, Round 2, ...)

Round 1

Valldatlor.m 93%
Accuracy:

-

K-folding Layout

/

Parameter-set group 0

Parameter-set ggoup 1

* One master running the optimization. Receiving the average figure of
merit over N_ folds of the data guropea:
esearc

- N groups of nodes training on a parameter-set on simultaneously ..:.erc Counc
» N_ groups of nodes running one fold each Careledet,




Parallelisms

@ Data Parallelism: master nodes 1) Compute gradient,

send to Master 2) Update network

handle parameter setting, VQMD " weights
receives gradients from ﬁ;i%
workers and distribute new {‘ ‘}

parameter values. Good for

datasets with many events
3) Send new weights to Worker ¢

https://arxiv.org/abs/1712.05878

4 N
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q) - ‘g; 20+ “ i ©
T é

| ) .
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©
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Number of worker processes Number of worker processes N .
/i i BRI £
https://github.com/duanders/mpi_learn uropean

-
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Deployed BGHPC centres

* Speed up In training generative

adversarial networks on Piz Daint CSC

and Titan ORNL supercomputers

> Using easgd algorithm with rmsprop

> Speed up is not fully efficient.
Bottlenecks to be identified

10

NVIDA P100 on Piz Daint, CSCS

Speedup

1 3 4 5 10 15 20

39
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Parallelisms

® Gradient Parallelism:
parallelise gradient computation
of a single batch on multiple
workers. Good for datasets with
large-size examples

%

Training master
Some performance degradatlon High Energy Physics: 3D GANS Training Scaling Performance
; : - Intel 25 Xeon(R) on Stampede2/TACC, OPA Fabri
MOStly In the IOW energy reg|0ns for Iarge batChSIZe TensorFlow 1.;+:/|KL-DT\‘IJI\:‘mo‘::vo:,Th‘/’IiI,eCoreAff. BKMsa,4r:;lorkers/Node
) -9-2S Xeon 8160: Secs/Epoch Speedup -e-|deal “@-Scaling Efficiency
2 Ratio of Ecal and Ep 256 oo ¥¥ % % R ek gy 100%
[o% . : 3 . : A : : - — > —
S R S 128 ponoderer. 21 90%
O m“; B et 509 149 Secs/Epoch
— 0025:_+ ............... — s S— A— O - 62 80%
o VAP TN A R R R R 0% >
5 ool e i = o §
5 g S
({) = 4 : : : : : : : § 16 50% E:;.
- T e s e R S S S S S 2 E]
2 ~ Data e 8 o &
GJ 0.01 __ AAAAA BatchSize=1000 AAAAAAAAAAAAAA .............. 4
& - BatchSize=4000 @@ 2 o
E 0005 ;__., ..... BatchSize=1 0000 \‘. .............. 10%
(O - 1 0%
al O "56""00 750 200 50 500 550 400 450 50 ' 2 Y e e W
. . . - ,. ssis European
Communication through Horovod with fast e:rc Research
‘et e® Council

GPU-GPU communication (nVidia NCCL) 210 B



® Model Parallelism: compute

gradients for different parts
of the networks on different
workers. Good for large models

lli(lﬁ('u layer 1 hidden lat_\'t'l\'.f hrldvn layer 3 \
|

input laver

Requires good devide-to-device communication
Used TensorFlow native multi-device manager
Aiming to test this on machines with multi-gpu nodes (Summit)

4]

Parallelisms

/A CAUTION

WORK IN
PROGRESS
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Conclusions

® Large-scale computing 1s a consolidated tradition 1n HEP

® Things didn’t go as planned, since new developments made us more
competitive at fixed/decreasing resource budget (e.g., scouting &
real-time processing to do more with less)

® New challenges ahead call for qualitative and quantitative (more
CPU + GPU + ..) and qualitative (Big data tools 1ntegration)
1mprovements

® Exploiting existing sites (HPC) rather than building dedicated
facilities

® Opportunistic cloud computing
® Large-scale training as a service on GPU clusters
® Challenges ahead, time for brave people to come out with 1ideas..
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istributed
training

Use keras 2.13 /Tensorflow 1.9
(Intel optimised)
« AVX512 -FMA-XLA support

* [ntel® MKL-DNN (with 3D
convolution support)

Optimised multicore utilisation

* inter op paralellism _threads/intra
op_paralellism threads

Horovod 0.13.4

* Synchronous SGD approach
« MPI_AlIReduce

=" CERN
'l;.,-'-' opet

Some performance degradation
Mostly in the low energy regions for large batchsize

Ratio of Ecal and Ep

a 003r é g g g g é i et

= 0.025_ ............... ............... _ .............. ............. .............. s‘moo .....
0.02 ! ’ﬂf .‘ " } ‘ig I#ii““%ixi***sr L

R e e

ORI TV SRS N S S

00t BatchSize=100Q i

- | BatchSize=4000 @ =
0.005 :_ ..... BatchSize=1 0000 .............. .............

250 300 350 400 450 500
Ep

0 50 100 150 200

Run on TACC Stampede?2 cluster:
* Dual socket Intel Xeon 8160
o 2X 24 cores per node, 192 GB RAM
* [ntel® Omni-Path Architecture

Test several MPI scheduling
configurations

« 2,4, 8 processes per nodes.

* Best machine efficiency with 4

14
High Energy Physics: 3D GANS Training Scaling Performance
Intel 2S Xeon(R) on Stampede2/TACC, OPA Fabric Py
TensorFlow 1.9+MKL-DNN+horovod, IMPI, Core Aff. BKMs, 4 Workers/Node ‘
-9-2S Xeon 8160: Secs/Epoch Speedup -e=|deal “@-Scaling Efficiency
i = 98% 97% 97% 97%
256 —— "% 04% ~ 100%
o — e —— ————
128 90%
80%
64
70% >
2
32 [
&=
T e}
9 16 50% a
& S
8 40% o
)
Q
30% ¥
4
20%
2 10%
1 0%
1 2 4 8 16 32 64 128
Intel(R) 2S Xeon(R) Nodes

‘Sofia V. @ https://sites.google.com/nvidia.com/ai-hpc
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