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25 years ago: Compute paradigm shift
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Traditional networking
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Traditional Approach: Bottom-Up network design



6

New Approach: Top-Down network design

Programmable
ASIC
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The Programmable Switching Silicon Landscape

• One big Player: Broadcom

– 95% of market share in 2015

– Broader Ecosystem

– First with fastest Programmable Switch Silicon (12.8TB/s)

• Some Emerging Contenders

– Cavium

› First with 25GbE

› XPA programmable architecture on all DC chipset

– Barefoot

› Innovative approach

› PISAprogrammable architecture

› HW+SW «Weapon System» with P4

– Innovium

› Very New company

› Now Sampling 12.8TB/s Teralynx chipset

› Innoflex programmable architecture
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Broadcom Ecosystem
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Broadcom Offering
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Trident 3 chipset Architecture
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Cavium - XPliant
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Broadcom Vs XPliant
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Innovium Teralynx
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Domain Specific «Weapon Systems»
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P4.org – P4 Language Consortium
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Barefoot Tofino
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PISA: Protocol Independent Switch Architecture
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PISA: Protocol Independent Switch Architecture

Mix of SRAM and TCAM for: lookup tables,  
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Tofino Block Diagram
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What is Software Defined Networking?

• A software-defined networking (SDN) architecture defines how a networking and computing system can be built

using a combination of open, software-based technologies and commodity networking hardware that separate

the control layer and the data layer of the networking stack.

• Open Networking is the foundation for SDN (but is not SDN!)

• In the SDN architecture, the splitting of the control and data forwarding functions is referred to as 

“disaggregation” because these pieces can be sourced separately, rather than deployed as one integrated system. 

In turns: SDN focuses on network stack disaggregation



22

Implications of SDN
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From Network of boxes to Networked fabric

Traditional Approach

“Network of boxes”

Modern Approach

“Networked fabric”

• Deployment

• Configuration prone to error

• Time consuming configuration

• Complex topology validation 

• Management

• Box by box visibility

• Device level troubleshooting

Deployed, managed, 

optimized, and automated 

as a single entity
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Vendor EcosystemContemporary SDN Ecosystem (not necessarily complete!)
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Big Switch Networks Portfolio
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• Pair of Hardware Controllers

• 64 racks

• Maximum 16 Spine Switches

• 10G spine connections to Leaf  

Switches

• 40G breakout to 4 * 10G on Dell

Z9100-ON (due to breakout  

capabilities available on all ports)

• 32 * 4 = 128
• 128 Leaf Switches

• 2 per rack, 64 racks: 2 * 64 = 128

• Whilst 16 Spine Switches can be used, you  

must remember that each Spine Switch  

must connect to every Leaf Switch.  

Therefore each Leaf Switch would require  

16 Spine to Leaf connections

Big CloudFabric  

Controllers

RACK 64RACK 63RACK 3RACK 2Service Rack1

Big Cloud P Fabric

….. Up to * 16

Total 10G Leaf Compute/Service connectivity:  

48 * 64 = 3072 (MLAG)

Big Cloud Fabric Maximum Deployment
Maximum deployment for a single BCF Pod
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POD-Level deployment in Existing Data Centeroperate with legacy
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Adaptive 

Cloud Fabric

Pluribus Adaptive Cloud Fabric
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Fabric Manager
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Insight Analytics

Pluribus UNUM™ Unified Management, Automation and Analytics

Virtual appliance
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Management
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