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Example: two detection problems

“noise type A”.

“noise type B” + sinusoid

Is it easy to detect the presence of the sinusoid?

“noise type B”.

Is it easy to detect the presence of the sinusoid?

Very 
easy!

Very 
difficult!

“noise type A” + sinusoid



Noise “A” + sinusoid

“noise type A”.

“noise type A” + sinusoid

Fourier

Fourier

In the large N limit (if the noise is stationary) the eigenvalues
of 𝐶𝐶𝑖𝑖𝑖𝑖 are trigonometric functions.



Noise “B” + sinusoid

“noise type B” + sinusoid

“noise type B”.
Fourier

Fourier

The amplitude of the signal must be compared with the 
amplitude of the “parallel” component of the noise. 



The detection problem
 A detector is an arbitrary rule to 

partition the space of possible 
experimental results in two parts 
(yes or no answer to a well 
defined question)

 We characterize the detector 
with
 Detection probability PD
 False alarm probability PFA

Example: random choice

Detector

Yes, No

Yes No

Yes

No 1-PD 1-PFA

PD PFA

True answer
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Best 𝑃𝑃𝐷𝐷 at a given 𝑃𝑃𝐹𝐹𝐹𝐹

 The detector decide Yes or No by throwing
a coin. Is it a valid detector? What is 𝑃𝑃𝐷𝐷
and 𝑃𝑃𝐹𝐹𝐹𝐹 in this case?

 Can you easily design a detector with 𝑃𝑃𝐷𝐷 =
1? And one with 𝑃𝑃𝐹𝐹𝐹𝐹 = 1?

Detector

Yes, No

Yes No

Yes

No 1-PD 1-PFA

PD PFA

True answer

Gi
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an
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The detection problem

 We can try to maximize 𝑃𝑃𝐷𝐷 keeping
𝑃𝑃𝐹𝐹𝐹𝐹 fixed

 The solution: Λopt is the set of �̃�𝑠 where

How we can choose the desired value of 𝑃𝑃𝐹𝐹𝐹𝐹?



DETECTION

Wiener Filter



An example: known signal in «coloured» noise

 We start from a model with two different alternatives for the observed time series:
 𝐻𝐻1: Known signal with additive gaussian noise 𝑂𝑂𝑖𝑖 = 𝑆𝑆𝑖𝑖 + 𝑁𝑁𝑖𝑖
 𝐻𝐻0: Only gaussian noise: 𝑂𝑂𝑖𝑖 = 𝑁𝑁𝑖𝑖

 The probability distribution for the observations under 𝐻𝐻0 is

 The probability distribution for the observations under 𝐻𝐻1 is

 The NP detector is given by



Receiver Operating Characteristic



The Wiener filter

 This is a scalar product between the expected signal and the observed
one

 Weighted with the noise.

 Fourier domain is convenient when the noise is stationary

 If the signal is not completely known? Try all of them and use

Frequency domain



DETECTION

Binary systems



Unknown parameters s(t) = h(t) + n(t)

s(
t), 

h(
t)

W
({t
,…

},s
]

 ∼250000 templates

 Parameter estimate (fast, rough, single detector)






DETECTION

Continuous sources



 General case: free rigid body rotation.
 The rotation can be described in term of 

Elliptic functions
 Two periodicities T and T0: discrete spectrum

 Small deviations from axisymmetry:
 Deviation from axisymmetry: 
 Precession: 
 excited oscillatory modes such as the r-mode

The signal from a NS

R-modes in 
accreting stars



The expected signal at the detector

A gravitational wave signal 
we detect from a NS will be:
 Frequency modulated by 
relative motion of detector 
and source

 Amplitude modulated by the 
motion of the non-uniform 
antenna sensitivity pattern of 
the detector

R
Jaranowski et al. 1998



Signal received from 
an isolated NS
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 The phase depends on
 Initial conditions
 Frequency evolution
 Relative velocity between 

source and detector
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(t,ψF strain antenna patterns. They depend on the 

orientation of the detector and source and 
on the polarization of the waves.

T(t): time of arrival of a signal at the solar 
system barycenter, t the time at the detector.

In the case of an isolated tri-axial neutron star emitting at twice its rotational frequency

h0 - amplitude of the gravitational wave signal
ι - angle between the pulsar spin axis and line of 

sight
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Four neutron star populations

Known pulsars
 Position & frequency evolution known (including derivatives, timing noise, 

glitches, orbit)

Unknown neutron stars
 Nothing known, search over position, frequency & its derivatives

Accreting neutron stars in low-mass x-ray 
binaries

 Position known, sometimes orbit & frequency

Known, isolated, non-pulsing neutron stars
 Position known, search over frequency & derivatives



Targeted coherent search

 Applicable when we know all (or many) parameters of the source
 Conceptually: a Wiener  filtering. In time domain: resampling + Fourier Transform

 What if some parameters are missing?
 In some cases they are irrelevant (e.g. amplitude of the signal). They can be adsorbed in the 

threshold of the detector.
 In some cases they give a modified detector. Example: if initial phase is unknown, the optimal NP filter 

is a quadrature sum of two Wiener  filters
 General case: try all the possibilities, choose the largest answer (GLRT detector). This requires a bank 

of templates. This is no more a targeted search.



Blind searches and coherent detection methods

Coherent methods are the most sensitive 
methods (amplitude SNR increases with square 
root of observation time) but they are the most 
computationally expensive.
 Our templates are constructed based on different values of the 
signal parameters (e.g. position, frequency and spindown)

 The parameter resolution increases with longer observations
 Sensitivity also increases with longer observations
 As one increases the sensitivity of the search, one also 
increases the number of templates one needs to use.



Number of templates

[Brady et al., Phys.Rev.D57 (1998)2101]

The number of templates grows dramatically with the coherent 
integration time baseline and the computational requirements 
become prohibitive

Targeted Untargeted

We need suboptimal methods



Radon transform

 Compute periodograms from short 
periods

 Shift (slide) periodograms accordingly to 
the frequency evolution

 Sum (stack) the periodograms 



Hough transform

 Each point (xi,yi) corresponds to the set of lines
y=mx+q with q=yi-m xi

 The set is represented by a line in the (q,m) plane

 The transform maps (xi,yi) to this line

x

y

m

q

HT



Hough transform: application

 Threshold on the periodograms

 Point mapped by HT to a circle in the sky

 Slightly less sensitive than Radon

 More robust

 Computing power reduced by a factor 10

HT

time

fre
qu

en
cy

threshold

Sensitivity 
ratio 
Hough/Radon



DETECTION

Stochastic signals



Stochastic background in a nutshell

Typical «first approximations» :

1) Gaussian, because sum of many contributions
2) Stationary, because physical time scales much larger than observational ones
3) Isotropic (at least for cosmological backgrounds)
4) Unpolarized



“A stochastic background is completely 
described by its power spectrum”

How we can observe a GW stochastic background?

For a given mode decomposition, we can consider the amplitudes
as stochastic variables. What can be said about their statistical properties?

If we accept these working hypothesis:

Polarizations FrequenciesDirections



Detection: the basic idea

 Output of the first interferometer: 𝑠𝑠1 𝑡𝑡 = ℎ1 𝑡𝑡 + 𝑛𝑛1(𝑡𝑡)

 Output of the second interferometer: 𝑠𝑠2 𝑡𝑡 = ℎ2 𝑡𝑡 + 𝑛𝑛2(𝑡𝑡)

 This is because we suppose a model with additive noise

Now:

This is because:
• Noise and signal are uncorrelated
• Noise between two detectors are uncorrelated

Can you figure out a mechanism which makes
signal and noise correlated?
Can you figure out a mechanism which makes
noises of two detectors correlated?



What does this really means?
 We have 2 stochastic processes, the detectors’ output



What does this really means?

 The problem is now clearly defined: we must discriminate between two different
hypothesis:

There is only instrumental noise: 𝑑𝑑𝑃𝑃 ≡ 𝑑𝑑𝑃𝑃0

There is instrumental noise and a stochastic background 𝑑𝑑𝑃𝑃 ≡
𝑑𝑑𝑃𝑃1

Is it possible to search for a stochastic background 
with a single detector?



In our case:

 Note that this is equivalent to the detector

which can be written in the suggestive form



and we get the optimal detector

We can expect the contributions from the out of diagonal elements of 
the array to be dominant? Why? When?



𝑌𝑌 is approximately a Gaussian variable (why?). We can evaluate its
mean and its variance. 

Explain the 𝑇𝑇 factors. How the detection probability is expected to 
improve with the measurement time (Discussion)?

So, we have two gaussian distributions with the same variance and different
means.



Overlap reduction function

The signal is a linear combination of the elements of the strain tensor.
• Gaussian
• Stationary, at least if Dij is time independent

This can be written as

where the overlap reduction function γAB is defined by

• Depends on distance (same features of strain correlations)
• Depends on orientation (via the overlap of detector tensors)



Overlap reduction function (a.k.a. coherence)



Overlap reduction function (a.k.a. coherence)



Targeted search: reconstruct a map of the gravitational 
wave uminosity in the sky

Virgo+WA 200 Hz

• Correct the direction-dependent modulation
• Cross-Correlate 
• At least 3 detectors needed to close the inverse problem.

• Angular resolution limited by



Detectors’ number and reconstruction error

38/87



Non Gaussian Stochastic Background

 𝑫𝑫 ≪ 𝟏𝟏: resolved sources
 Burst data analysis, optimal filtering

 𝑫𝑫 ∼ 𝟏𝟏: popcorn noise
 Maximum Likelihood statistic (Drasco et al. 

2003), Probability Event Horizon (Coward et 
al. 2005)

 𝑫𝑫 ≫ 𝟏𝟏: Gaussian stochastic background
 Cross correlation statistic

(isotropic/anisotropic)

Duty cycle D(z): key parameter to characterize the 
detection regime. Given the  average event
duration 𝜏𝜏

Observed event 
duration

Inverse observed time 
interval between 
events



PARAMETER ESTIMATION

Some examples



Bayesian approach

 If we know the statistical properties of the noise (and of the signal, in needed)

 Using Bayes’ theorem we get

 This is the «mother of all information»

 Take away message: waveforms can contain very detailed information about the 
parameters of the sources

Data (known) parameters (unknown)



Parameters of the BBH systems

50% and 90% 
credible regions 

Phys. Rev. X 6, 041015

Phys. Rev. Lett. 116, 061102 (2016) 

https://journals.aps.org/prx/abstract/10.1103/PhysRevX.6.041015
http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.116.061102


Localization

GW170104

LVT151012

GW151226

GW150914

GW170814



Localization
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Astrophys. J. Lett. 848, L12 (2017)

http://iopscience.iop.org/article/10.3847/2041-8213/aa91c9/meta
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