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Inclusive Hadron Constraints on FFs

1STAR Results and Plans -- Drachenberg

STAR results included in “reloaded” DSS analysis
• !± and # at midrapidity

- Fit to !$, #$ and !%/!$, #%/#$ ratios
• !' at mid and intermediate pseudorapidity
• Tension between RHIC & ALICE results?

- Excluding data with () < 5 GeV/, largely resolves
- Remaining tension accounts for some degree of 

imprecision in -./0
- Theoretical scale uncertainty remains large
- STAR and ALICE agree relatively well below cutoff

pp collisions at midrapidity at a c.m.s. energy
ffiffiffi
S

p
of

2.76 TeV [25]. The ratio is estimated by dividing the cross
section computed with the parton-to-kaon fragmentation
functions obtained in the present analysis by the one
obtained with the DSS 14 set of parton-to-pion FFs of
Ref. [17], including the quoted normalization shift for the

Alice pion data. As can be seen, the current description of
the data is much better than the one achieved by the
previous DSS 07 sets of pion and kaon FFs (dashed line)
which turns out to be way too small in the entire range of
pT . One reason is the much reduced gluon-to-pion FF in the
DSS 14 set [17] as compared to DSS 07, which pushes the
kaon-to-pion ratio up. In addition, the new fit has a larger
gluon-to-kaon FF than in our previous DSS 07 analysis as
can be inferred from Fig. 1.
The inner and outer shaded bands in Figs. 8–10 represent

our uncertainty estimates at 68% and 90% C.L., respec-
tively. The bands are considerably wider than for the
corresponding kinematics for pion yields; see Figs. 9–11
in Ref. [17]. In addition, there are theoretical uncertainties
from the choice of the factorization and renormalization
scales and the set of PDFs in the cross section calculations.
For the results shown in the figures, we use a common scale
μf ¼ μr ¼ pT and, as for SIDIS multiplicities, the MMHT
set of PDF [9]. Since the relevant kinematics and the
dominance of gluons are very similar to the case of single-
inclusive pion production at RHIC and the LHC, also the
scale and PDF uncertainties for kaons are similar; see
Figs. 9–11 in Ref. [17] for estimates. For kaons, however,
the uncertainty estimates at 68% and 90% C.L. shown in
Figs. 8–10 are now the dominant ones, which basically
reflects the fact that the experimental data for kaon
production are less accurate that those for pions.
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FIG. 8. Comparison of our NLO results for the Kþ (left) and
K− (right) cross sections in pp collisions at

ffiffiffi
S

p
¼ 200 GeV and

midrapidity with the STAR data [26]. The inner and outer shaded
bands correspond to uncertainty estimates at 68% and 90% C.L.,
respectively. Also shown are the results obtained with the DSS 07
set of kaon FFs (dashed lines). The lower panels show the
corresponding results for (data-theory)/theory.
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FIG. 9. Same as in Fig. 8 but now for the K−=Kþ cross section
ratio.
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FIG. 10. Ratio of the charged kaon to charged pion cross
section at

ffiffiffi
S

p
¼ 2.76 TeV as measured by Alice [25] compared

to our NLO results (solid line). The pion cross section is
computed with the DSS 14 set [17]. The dashed line illustrates
the result obtained with the old DSS 07 sets of FFs for both pions
and kaons. The inner and outer shaded bands correspond to
uncertainty estimates at 68% and 90% C.L., respectively.
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ffiffiffi
S

p
¼ 2.76 TeV as measured by Alice [25] compared

to our NLO results (solid line). The pion cross section is
computed with the DSS 14 set [17]. The dashed line illustrates
the result obtained with the old DSS 07 sets of FFs for both pions
and kaons. The inner and outer shaded bands correspond to
uncertainty estimates at 68% and 90% C.L., respectively.
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The resulting global fit is, as always, a compromise of all
the data sets included in the analysis and, in particular,
mediates between RHIC pp data preferring a larger gluon-
to-pion FF and LHC ALICE data favoring a smaller D πþ

g .
The net effect is a significantly reduced D πþ

g above z≃ 0.4
as compared to the DSS fit [10], as was already discussed in
Sec. III A and illustrated in Fig. 1. Because of the remaining
small tension, the estimated uncertainties on D πþ

g are
sizable, despite the available amount of rather precise
experimental data from pp collisions. If both RHIC and
LHC data would point to a more similar D πþ

g , the resulting
uncertainties would likely to be somewhat smaller; how-
ever, the large theoretical scale ambiguities illustrated
above still remain. We note that pp data at mid rapidity
dominantly probe the gluon FF at medium-to-large z values
as was, for instance, demonstrated in Ref. [50].
The last two figures give a similar comparison to the

STAR data [33–36] for which we adopt, of course, the same
pT cut as for the other pp sets. None of these results was
included in the DSS analysis. In Fig. 11 we focus on the
π−=πþ ratio at mid rapidity [35], which is now much better
described by the fit than with the DSS FFs. Scale
ambiguities partially cancel in the ratio and are much less
dramatic than for the individual cross sections, cf. Fig. 9.
As was already mentioned, the ratio is sensitive to a
potential charge asymmetry or SU(2) breaking, as para-
metrized by Eq. (3) in our fit. Like for the SIDIS
multiplicities, the fit prefers little or no breaking, i.e.,
Ndþd̄ in (3) close to unity. Figure 12 gives an overview of the three other sets of

single-inclusive pion data from the STAR Collaboration
used in the fit [33,34,36], which span different rapidity
intervals. Since we fit to the π−=πþ ratio shown in Fig. 11
and πþ data, we exclude results on the π− cross section to
avoid double-counting. The description of the data is very
good, even below the pT cut of 5 GeV, indicating that there
is a little bit less of a tension with ALICE results than for
the PHENIX experiment. Calculations based on the DSS
FFs (dashed lines) also provide a good description of data.

IV. SUMMARY AND OUTLOOK

We have presented a new, comprehensive global QCD
analysis of parton-to-pion fragmentation functions at next-
to-leading-order accuracy including the latest experimental
information. The analyzed data for inclusive pion produc-
tion in semi-inclusive electron-positron annihilation, deep-
inelastic scattering, and proton-proton collisions span
energy scales ranging from about 1 GeV up to the mass
of the Z boson. The achieved, very satisfactory and
simultaneous description of all data sets strongly supports
the validity of the underlying theoretical framework based
on pQCD and, in particular, the notion of factorization and
universality for parton-to-pion fragmentation functions.
Compared to our previous analysis, which was based on

much less precise experimental input and to which we have
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FIG. 11 (color online). Comparison of our NLO results for the
π−=πþ cross section ratio in pp collisions at

ffiffiffi
S

p
¼ 200 GeV

with the STAR data [35]. The inner and outer shaded bands
correspond to uncertainty estimates at 68% and 90% C.L.,
respectively. Also shown are the results obtained with the DSS
FFs (dashed line). Scale and PDF uncertainties are indicated at
the base of the plot.
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FIG. 12 (color online). Comparison of our NLO results for
single-inclusive π0 and πþ production in different rapidity ranges
in pp collisions at

ffiffiffi
S

p
¼ 200 GeV with the corresponding STAR

data [33,34,36]. The inner and outer shaded bands correspond to
uncertainty estimates at 68% and 90% C.L., respectively. Also
shown are the results obtained with the DSS FFs (dashed lines).
Note that some of the results are rescaled for clarity.
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Jet Reconstruction at STAR

e.g. Anti-() algorithm
JHEP 0804, 063 (2008)

Radius parameter * = 0.5 or 0.6
Use PYTHIA + GEANT to 

quantify detector response

STAR Di-jet event at detector level

$± Kinematic Variables
1 – $ momentum / jet momentum
2) – $ %) relative to jet axis
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Jet Reconstruction at STAR

3STAR Results and Plans -- Drachenberg

From the detector data
• Anti-!" jet-finding algorithm with # = 0.6 (200 GeV) or # = 0.5 (500 GeV)
• Inputs

- Charged-particle “track” momenta from TPC ()" ≥ 0.2 GeV/-) – assume ./
- E/M energy from calorimeter “towers” (0" ≥ 0.2 GeV) – assume . = 0

• Cuts/requirements
- Tracks pointing to towers: 0"1 = 0" − )"- (negative energy set to zero)
- Tracks required to pass “quality” cuts and stem from collision vertex
- ≥ 6% of jet energy from charged particles w/ total )",567 ≥ 0.5 GeV/-

From the Monte Carlo simulation
• Simulate QCD events with PYTHIA (e.g. Perugia 0 or Perugia 2012)
• Simulate detector response with GEANT
• Embed simulated ADCs into randomly triggered real data events
• Run Anti-!" algorithm (same # parameter as data) at three levels:

- “detector-jet”: simulated detector tracks/towers
- “particle-jet”: all stable, hadronized, final-state PYTHIA particles
- “parton-jet”: PYTHIA hard-scattered partons including intial/final-state 

radiation but excluding beam remnant and underlying event



STAR Jets and Transverse Spin Physics

4STAR Results and Plans -- Drachenberg

Terms in Numerator of TMD 
SSA for qq Scattering English Names Modulation

Sivers • PDF • FF

Transversity • Boer-Mulders • FF

Pretzelocity • Boer-Mulders • FF

Transversity • PDF • Collins

Sivers • Boer-Mulders • Collins

Pretzelocity • PDF • Collins

Sivers • Boer-Mulders • Collins

ΔN f
a/A↑

• fb/B •Dπ /q sin φSA( )
sin φSA( )
sin φSA( )

sin φSA −φH( )
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ha1 •Δ
N f

b↑/B
•Dπ /q
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ha1 • fb/B •Δ
ND

π /q↑

ΔN f
a/A↑

•ΔN f
b↑/B

•ΔND
π /q↑
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π /q↑

ΔN f
a/A↑

•ΔN f
b↑/B

•ΔND
π /q↑

Transverse Momentum Dependent (TMD) Approach

Anselmino et al., PRD 73, 014020 (2006)
F. Yuan, PRL 100, 032003 (2008)

D’Alesio et al., PRD 83, 034021 (2011)
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PJET

,-

!.

Asymmetry modulations 
sensitive to various contributions

(often involving transversely 
polarized quarks or linearly 

polarized gluons)

/0- – Transverse single-spin 
asymmetry (also written /1)
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Inclusive Jet Constraints on Gluon Twist-3/TMDs

5STAR Results and Plans -- Drachenberg

Data kinematics corrections:
• Find simulated jets matched across all three levels: detector, particle, parton
• Evaluate shift between detector-jet and particle-jet kinematics
• Apply shift to kinematics of real data jets

Inclusive jets at RHIC dominated by gluonic subprocesses at lower jet !"
#$"%&' () at * = 500 GeV consistent with zero

Similar to the case of jets, dijets, and neutral pions at * = 200 GeV
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6STAR Results and Plans -- Drachenberg

New 500 GeV Paper: Phys. Rev. D 97, 032004 (2018)

STAR Hadrons Within Jets: Collins Effect

 + X±π jet + → + p ↑p

 =
 1
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Calculate !"#$%& '()'* for all charged 
particles within jets

• Pass jet selection requirements
• Pass particle ID quality requirements
• Minimum angular separation between 

particle and jet axis:

Δ, = ./01 − .3
4 + 6/01 − 63

4 > 0.04

200 GeV: Int. J. Mod. Phys. Conf. Ser. 40, 1660040

Kinematic Corrections
• Find simulated jets matched at all three levels: detector, particle, parton
• Find simulated particles w/in jets matched at detector and particle levels
• Evaluate shift between detector-level and particle-level kinematics
• Apply shift to kinematics of real data hadrons



STAR Hadrons Within Jets: Collins Effect

7STAR Results and Plans -- Drachenberg

Consistency between models and STAR data at 95% confidence level
à Suggests robust factorization and universality

To evolve or not to evolve?
!"/$ = 14/10 (w/o) vs. 17.6/10 (with)

For now, “Beauty is in the eye of the beholder!”
(a.k.a. need more data!)
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Models based on SIDIS/,-,.
• Assume universality and 

robust factorization
• DMP&KPRY: no TMD evol.
• KPRY-NLL: TMD evolution up 

to NLL
DMP: PLB 773, 300 (2017)
KPRY: PLB 774, 635 (2017)
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Asymmetries appear to decrease with !"
Consistent between energies?

STAR Hadrons Within Jets: Collins Effect
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PLB 774, 635 (2017)
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Decent agreement with either model
“Better” agreement with “no evolution”???

STAR Hadrons Within Jets: Collins Effect
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Compare to KPRY models
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Further investigation of low !" region needed
e.g. unpolarized TMD data, model parameterization, etc.

STAR Hadrons Within Jets: Collins Effect
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STAR Hadrons Within Jets: Collins-like Asymmetry
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STAR 2011 data provide first measurement
Model calculations based upon maximized scenarios for two 

unpolarized FF sets (Kretzer & DSS)
2011 asymmetries “small” but ~2σ from zero

Recent STAR datasets (2015 & 2017) should tell us if “non-zero” 
asymmetry is real or statistics

$%&'() *+,-*. sensitive to linearly polarized gluons in a polarized proton



STAR Di-hadron Constraints on Transversity
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Significant di-hadron 
asymmetries at STAR

• Apparent in both 200 and 500 GeV
• Strong dependence on pair !"

In terms of invariant mass data are 
consistent with 68% of replicas 

based on SIDIS & #$#% data
à Same mechanism as in SIDIS!

Tension at forward scattering?
à More information needed on &'(?
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Figure 7: The azimuthal asymmetry as a function of invariant mass in the highest pT bin compared with predictions from fits
to existing SIDIS and e+e� data provided by the same authors as [12]. Details on the calculation can be found in [36].

The ⇡+
⇡
� azimuthal correlation observable, AUT , is defined in Eq. (6), where P is the beam polarization

and N
"(#) is the number of pion pairs when the polarization of the beam is pointing up (down). The

combination of di↵erent polarization directions and detector hemispheres removes luminosity and e�ciency

dependencies from the asymmetry calculation to leading order [38].

AUT is calculated for eight �RS bins of equal width in the range [0,⇡], which are then fitted with a

single-parameter function, AUT · sin(�RS), to extract the amplitude. This procedure is carried out as a

function of the pseudorapidity of the pion pair, which is denoted as ⌘ for the remainder of this report. ⌘ >

0 is forward with respect to the polarized beam direction. AUT is also measured as a function of invariant

mass, Minv, and pT .

AUT · P · sin(�RS) =

p
N"(�RS)N#(�RS + ⇡)�

p
N#(�RS)N"(�RS + ⇡)p

N"(�RS)N#(�RS + ⇡) +
p
N#(�RS)N"(�RS + ⇡)

. (6)

The scale uncertainty due to the beam polarization in this analysis is 4.5%. We investigated a potential

bias of the triggered events towards pions that come from quark jets, which could result in an enhancement

of the measured asymmetries, since gluons are not expected to contribute to transversity. To investigate this

bias, particles produced in p+p simulated events from PYTHIA 6.426 [39] with the Perugia-0 tune [40], were

processed through a detector simulator (GSTAR package based upon GEANT 3.21/08T [41]), and then used

to estimate the quark/parton ratio of a biased sample over the quark/parton ratio in an unbiased sample.
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STAR Hyperon Spin Transfer
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• Λ "## sensitive to polarized PDF and polarized FF

• Λ "$$ sensitive to transversity and transversely polarized FF

• Substantial improvement in precision of "## over previous measurement 
(PRD 80, 111102 (2009))

• First measurement of "$$ from data taken in 2012
• Both papers currently in STAR internal review

PoS(DIS2017)225

Transverse Spin Transfer Jincheng Mei

pT bin to preserve signals while reducing the background fraction to 10% or less. The invariant
mass distributions of the pp� and p̄p+ track pairs are shown in Fig. 1.

Figure 1: The invariant mass distributions of the paired (a) pp� and (b) p̄p+ after topological selections.
The candidate events with pT range of 2 ⇠ 3GeV/c and h range of -1.2 ⇠ 1.2 are shown in the plots for
examples. The sideband events (green zone) were used to estimate the background fraction in the signal
range (red zone) considering that the distribution of background is linear.

Jets were reconstructed using the anti-kT algorithm [6] with a resolution parameter R = 0.6.
Then a correlation between L candidates and the reconstructed jets was made by constraining the
distance ( DR =

p
(Dh)2 +(Df)2 ) between L momentum direction and jet axis in h � f space.

An example of DR distribution is shown in Fig. 2. The L candidates in the jet near-side ( DR < 0.6 )
were used to measure DTT.

Figure 2: DR distribution of L candidates in the signal mass window of 1.111 ⇠ 1.121GeV/c2 and pT
range of 2 ⇠ 3GeV/c.

2.2 Extraction of Transverse Spin Transfer

The polarization of L hyperons, PL, can be measured via the weak decay channel L ! pp�

(L̄ ! p̄p+) from the angular distribution of the final state in L’s rest frame:

dN

d cosq ⇤ =
Ntot

2
A(cosq ⇤)(1+aLPL cosq ⇤), (2.1)

where Ntot is the total number of L produced in collisions, aL = �aL̄ = 0.642± 0.013 [4] is the
decay parameter, q ⇤ is the angle between the proton momentum in the hyperon rest frame and the

2

PoS(DIS2017)225

Transverse Spin Transfer Jincheng Mei

Figure 4: The transverse spin transfer DTT versus pT for L and L̄ with (a) positive h with respect to the
polarized beam and (b) with negative h with respect to the polarized beam. For clarity, the L̄ data points
have been shifted slightly in pT. The horizontal lines show the model predictions for L̄ with pT > 8GeV/c
using different models [2]. The h of L̄ in model calculations are (a) h =+0.5 and (b) h =�0.5.

DTT =
D

raw
TT � rD

bkg
TT

1� r
, (2.3)

dDTT =

q
(dD

raw
TT )2 +(rdD

bkg
TT )2

1� r
, (2.4)

where D
bkg
TT is calculated using the sideband events and r is the residual background fraction. The

statistical uncertainty was estimated as Eq. 2.4.

2.3 Systematic Uncertainties

The systematic uncertainty for DTT includes 2% [4] scale uncertainty from decay parameter
measurement, 3.4% scale uncertainty beam polarization measurement, 0.012 from relative lumi-
nosity estimation, residual background fraction estimation, overlapping event (pile-up) effect and
trigger bias. The first three entries were common to the results in all pT bins and the rest are vary-
ing. These contributions were combined in quadrature to estimate the size of the total systematic
uncertainties as they are considered to be independent.

The trigger conditions may introduce bias to DTT measurement. The effects were studied with
Monte Carlo simulation events that were generated using the Perugia 2012 tune [8] in PYTHIA
6.428 [9] and passed through the STAR detector response package based on GEANT 3 [10]. This
part includes the bias of the fractional momentum, relative fraction of subprocess & fragmenting
parton flavor and the relative fraction of feed-down. The systematic uncertainty from trigger bias
varies from 0.002 to 0.023 with increase of hyperon pT.

3. Results

The results of DTT as a function of pT are shown in Fig. 4 for L and L̄ at both positive and
negative h regions in p+ p collisions at

p
s = 200GeV at STAR. The statistical and systematic

uncertainties are shown with vertical bar and grey band. The results for L and L̄ are consistent

4
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Figure 2: The longitudinal spin transfer DLL for ⇤ and ⇤̄ in polarized proton-

proton collisions at
p
s = 200 GeV for positive ⌘ versus pT. The ⇤̄ data points

have been shifted slightly in pT for clarity. The curves correspond to DLL

predictions for ⇤+⇤̄ based on di↵erent models for polarized fragmentation

functions [1].
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Year ! [GeV] STAR PHENIX " [%]
2006 62.4 0.2 pb-1 0.02 pb-1 48
2006 200 8.5 pb-1 2.7 pb-1 57
2008 200 7.8 pb-1 5.2 pb-1 45
2011 500 25 pb-1 -- 48
2012 200 22 pb-1 9.7 pb-1 56
2015 200 53 pb-1 52 pb-1 57
2015 200 pAu 0.42 pb-1 0.20 pb-1 60
2015 200 pAl 1.0 pb-1 -- 54
2017 510 320 pb-1 -- 56

Future Measurements

14STAR Results and Plans -- Drachenberg

Recent datasets promise unique opportunities!

Dramatically increased figure of 
merit in recent years

Transverse Luminosity Recorded



Future Measurements: Runs 2015 and 2017

15STAR Results and Plans -- Drachenberg

Successful runs in 2015 and 2017
• More precise evaluation of TMD 

evolution in Collins FF

• Better constraints on ETQS/gluon Sivers

• More precise constraints on gluon 

linear polarization effects

• Extraction of K and p Collins

• First look at Collins in p+A
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4.2 THE FINAL STATE: NUCLEAR FRAGMENTATION 
FUNCTIONS 

 

4.2.1  Run-2023
 
In spite of the remarkable phenomenological 

successes of QCD, a quantitative understanding of 
the hadronization process is still one of the great 
challenges for the theory. Hadronization describes 
the transition of a quark or gluon into a final state 
hadron.  It is a poorly understood process even in 
elementary collisions.  RHIC’s unique versatility 
will make it possible to study hadronization in 
vacuum and in the nuclear medium, and addition-
ally with polarized beams. 

It has long been recognized that the hadron 
distributions within jets produced in p+p colli-
sions are closely related to the fragmentation 
functions that have typically been measured in 
e+e- collisions and SIDIS.  The key feature of this 
type of observable is the possibility to determine 

the relevant momentum fraction z experimentally 
as the ratio of the hadron to the jet transverse 
momentum. But only within the past year [131] 
has the quantitative relationship been derived in a 
form that enables measurements of identified had-
rons in jets in p+p collisions to be included in 
fragmentation function fits on an equal footing 
with e+e- and SIDIS data. Furthermore, hadrons in 
p+p jets provide unique access to the gluon frag-
mentation function, which is poorly determined in 
current fits [132], in part due to some tension 
found in the inclusive high pT pion yields meas-
ured by the PHENIX and ALICE collaborations. 
Here, the proposed measurements can provide 
valuable new insight into the nature of this dis-
crepancy. 

π+ π- 

 
Figure 4-14: Anticipated precision for identified pions within jets at |η| < 0.4 in 200 GeV p+p collisions for three repre-
sentative jet pT bins.  The data points are plotted on theoretical predictions based on the DSS14 pion fragmentation 
functions [131,132].  Kaons and (anti)protons will also be measured, over the range from z < 0.5 at low jet pT to z < 0.2 
at high jet pT, with uncertainties a factor of ~3 larger than those for pions. 

 
This development motivated STAR to initiate a program of identified particle fragmentation function 

measurements using p+p jet data at 200 and 500 GeV from 2011, 2012, and 2015.  Figure 4-14 shows the 
precision that is anticipated for identified π+ and π− in 200 GeV p+p collisions for three representative jet pT 
bins after the existing data from 2012 and 2015 are combined with future 200 GeV p+p data from 2023.  
Identified kaon and (anti)proton yields will also be obtained, with somewhat less precision, over a more lim-
ited range of hadron z.  Following Run-2017, the uncertainties for 500 GeV p+p collisions will be compara-

Projections for 2020+

arXiv:1602.03922

Future Measurements: Gluon FFs
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Multiplicities of hadrons within jets:
sensitivity to collinear and TMD FFs

• Data in-hand for both 200 and 500 GeV pilot measurements
• Requires a more careful handling of kinematics and U.E. corrections than 

with spin asymmetries, e.g. Collins
• STAR PID capability enables measurement of multiplicities for !±, #, and $
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where again κ ¼ Rpjet
T =μ00F and the Ialgoq;g are as given in Appendix A for the inclusive-jet case. To the order we are

considering we then have

Kc→c0ðz; zp; λ; κ; μR Þ ¼
X

e

jc→eðz; λ; μR Þ~je→c0ðzp; κ; μR Þ; ð25Þ

and hence from (20)
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In other words, in the NJA the production of a jet with an
observed hadron factorizes into the production cross
section for parton c, a jet function jc→e describing the
formation of a jet “consisting” of parton e which has taken
the fraction zc of the parent parton’s momentum, another jet
function ~je→c0 describing a “partonic fragmentation” of
parton e to parton c0 inside the jet, and finally a regular
fragmentation function Dh

c0 . This picture is sketched in
Fig. 1. It is interesting to see that the structure of the first
part of Eq. (26) is very similar to that of the inclusive-jet
cross section (11) when formulated in terms of the jet
functions J c. In fact, if we drop the terms starting with

P
c0

in (26) and perform the sum over parton-type e, we will
exactly arrive at Eq. (11), since

jq→qðz; λ; μR Þ þ jq→gðz; λ; μR Þ ¼ J qðz; λ; μR Þ;
2nfjg→qðz; λ; μR Þ þ jg→gðz; λ; μR Þ ¼ J gðz; λ; μR Þ: ð27Þ

The terms starting with
P

c0 in Eq. (26) thus describe the
production of an identified hadron in the jet.
We note that at the level of our NLO computation we

cannot prove the factorization in Eq. (26) to all orders. In
fact, at OðαsÞ we can move terms between jc→e and ~je→c0 .
On the other hand, it seems very natural that the jet
functions that we encountered in the single-inclusive jet

case should play a role also in this case in the “first step” of
the formation of the final state described by the jc→e. Also,
our jet functions ~je→c0 are identical to the corresponding
functions found in the SCET study [3] of hadrons in jets
produced in eþe− collisions, except for end-point

FIG. 1 (color online). Sketch of the production of an observed
hadron inside a jet, described in terms of the jet functions jc→e

and ~je→c0 (see text).
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Figure 1. The Distribution of hadrons inside a fully reconstructed jet. Here, j⊥ is the transverse
momentum of hadrons with respect to the standard jet axis, and R is the jet radius.

fraction of the jet carried by the hadron h is denoted by zh and j⊥ is the transverse mo-

mentum of the hadron with respect to the standard jet axis. Throughout this paper, bold

letters represent two-dimensional transverse momentum vectors, whereas the magnitude of

these vectors is referred to as, for example, j⊥ = |j⊥|. This observable has been measured

at the LHC in pp collisions for a wide range of jet transverse momenta pT [3]. In addition,

it has been measured in both unpolarized pp and transversely polarized p↑p collisions at

the Relativistic Heavy Ion Collider (RHIC) [4–6]. It was proposed in [7] that the latter

case can be used to probe azimuthal spin correlations in the fragmentation process, in

particular, the so-called Collins function [8].

In this work, we develop the theoretical framework to study the above observable

F (zh, j⊥; η, pT , R). We consider the case where the jet substructure measurement is per-

formed for an inclusive jet sample pp → jet + X, different than the study in [9] where

an exclusive jet sample was studied in the context of heavy quarkonium production. As

the experimental measurements [3] were performed for inclusive jet samples, our approach

facilitates a direct comparison with the experimental data. In particular, we concentrate

on the region of the hadron transverse momentum where j⊥ ≪ pTR. Here, j⊥ is defined

with respect to the standard jet axis, rather than a recoil-free axis, specifically the winner-

take-all jet axis as discussed in [10]. While a recoil-free axis can be advantageous for

various applications for collider physics, it turns out that there is only a direct relation to

the standard transverse momentum dependent fragmentation functions (TMDFFs) when

the standard jet axis is used. The standard TMDFFs are also probed in the traditional

processes semi-inclusive deep inelastic scattering (SIDIS) and back-to-back hadron pair

production in electron-positron annihilation.

Following earlier work on the longitudinal momentum distribution of hadrons inside

jets [11–16], we can write down the factorized form of the cross section in pp collisions as

follows (for more details, see eq. (3.1) below)

dσpp→(jeth)X

dpTdηdzhd2j⊥
=

∑

a,b,c

fa(xa, µ)⊗ fb(xb, µ)

⊗Hc
ab(xa, xb, η, pT /z, µ)⊗ Gh

c (z, zh,ωJR, j⊥, µ) . (1.2)

– 2 –

PRD 92, 054015 (2015)

JHEP11(2017)068
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Future Measurements: Tagged !""

P

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

+
π

 fraction>0.3
T

p

 fraction>0.6
T

p
 fraction>0.8

T
p

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

+K

0 5 10 15 20 25 30 35 40 45

P

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

s u d d u s g

-
π

0 5 10 15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

s u d d u s g

-
K

arXiv:1705.08
831

)s/
T

    (= 2pTJet x
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Su
bp

ro
ce

ss
 F

ra
ct

io
n

0

0.1

0.2

0.3

0.4

0.5

0.6

jet+X®pp
NLO CTEQ6M
Anti-kT R=0.6

|<1h|

gg qg

qq+qq'

=200 GeVsSolid:    
=500 GeVsDotted: 

 

Z. Chang, DNP 2013
PRL 115, 092002 (2015)

Enhance sensitivity, e.g. to strange PDF and FF, by 
tagging jet with kaon

Utilize same particle ID 
infrastructure as used for 

Collins analysis
0

5

10

15

20

25

2]2 [GeV/c2m
0 0.5 1

)π(
σn

5−

0

5

2]2 [GeV/c2m
0 0.5 1

C
ou

nt
s 

Pe
r B

in

0

500

1000

1500
VPDMB Trigger

 < 9.9 GeV/c
T,jet

8.4 < p
0.10 < z < 0.15

) < 2.5π(σ-1.5 < n
Charge > 0

Pion Fit
Kaon Fit
Proton Fit

PRD 97, 032004 (2018)



Future Measurements

18STAR Results and Plans -- Drachenberg

RHIC Cold QCD physics after BES-II at Mid- & Forward Rapidities:
The RHIC Cold QCD Plan for 2017 to 2023: A Portal to the EIC (arXiv:1602.03922)

STAR:
Midrapidity:
https://drupal.star.bnl.gov/STAR/system/files/STAR_Midrapidity_Beyond_BESII.pdf
Forward-rapidity Proposal: 
https://drupal.star.bnl.gov/STAR/system/files/ForwardUpgrade.v20.pdf

sPHENIX:
Midrapidity:
https://www.sphenix.bnl.gov/web/sph-cqcd-2017-002
Forward-rapidity LOI:
https://www.sphenix.bnl.gov/web/node/450

Strong endorsement by RHIC PAC:
• As the physics program that is foreseen for forward physics is substantial, full utilization of future 

polarized proton beam time must be made to realize the proposed forward physics program.  
• RHIC management is encouraged to find a way to enhance and include a forward physics program 

at RHIC.

https://drupal.star.bnl.gov/STAR/system/files/STAR_Midrapidity_Beyond_BESII.pdf
https://drupal.star.bnl.gov/STAR/system/files/ForwardUpgrade.v20.pdf
https://www.sphenix.bnl.gov/web/sph-cqcd-2017-002
https://www.sphenix.bnl.gov/web/node/450


Summary

• Inclusive hadron results included in “reloaded” DSS FFs
• First publications of hadrons-within-jets from STAR
• STAR 200 GeV di-hadrons included in global IFF analyses

• STAR 500 GeV di-hadrons finalized and almost in journal

• Updated hyperon finalized

• On the horizon
- Precision measurements from 2015-2017

- First ! + # Collins

- In-jet FFs for $, %, and !
- Flavor tagged #&&, e.g. for strange PDF and FF

• What’s on your wish list?

Stay tuned!
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