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Quark-parton Model Interpretation of SIDIS: 
Transverse Momentum Dependent PDFs (TMDs)
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DSS 2007 → major update  DSS 2015  (only for q→π)

De Florian, Sassot, Epele, Hernandez-Pinto, Stratmann,  P.R. D91 (15) 014035

- more/better data for e+e− (BELLE, BaBar)  
- SIDIS (Hermes, COMPASS)  
- p-p data (STAR), also on π− / π+ 
- LHC (ALICE) 
- new error analysis 

- 973 data points, 28 parameters  [ 0.05≲ z ] 
- global χ2/dof ~ 2.2 → 1.2

hermese+e1&mul<plici<es&
&

double&goal:&
&

1&pin&down&flavor&dependence&in&TMD&FFs&
1&get&info&on&the&non1perturba<ve&evolu<on&

&

6/10/14& Andrea&Signori&1&VU/Nikhef& 16&

first time 
use of LHC data

Iterative Hessian (IH)   +  ||N||  χ2-penalty

collinear  π FF  at NLO:    DSS 2015
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FIG. 5: Comparison of our NLO results for charged pion multiplicities in SIDIS off proton (left panels) and deuteron (right
panels) targets with data from the Hermes Collaboration [30]. The inner and outer shaded bands correspond to uncertainty
estimates at 68% and 90% C.L., respectively. Also shown are the results obtained with the DSS FFs (dashed lines).

without any refitting or adjusting normalization shifts.
The agreement with SIA data is in general very good,
except for some small deviations from the recent B fac-
tory data, most noticeable in the comparison to BaBar.
Contrary to the new analysis, the original DSS fit under-
shoots both the Belle and BaBar data at high z.

Our estimated uncertainty bands, also shown in Figs. 3
and 4, reflect the accuracy and kinematical coverage of
the fitted data. They increase towards both small and
large z, similar to the pattern observed for the individual
Dπ+

i in Figs. 1 and 2. One should keep in mind that the
obtained bands are constrained by the fit to the global set
of SIA, SIDIS, and pp data and do not necessarily have
to follow the accuracy of each individual set of data.

As was already mentioned in Sec. III A, the SIA data
from the LEP and SLAC experiments constrain mainly
the total quark singlet fragmentation to pions as up-type
and down-type quark couplings to the exchanged Z gauge
boson are roughly equal at Q ≃ MZ . The new BaBar
and Belle data are dominated by photon exchange and,
hence, prefer up-type quark flavors. When combined,
this leads to some partial flavor separation. QCD scale
evolution between Q2 ≃ 110GeV2 and Q2 = M2

Z pro-
vides some additional constraints, in particular, also for
the gluon FF. The flavor-tagged LEP and SLAC data,
listed in Tab. II, are still the best “direct” source of in-
formation on the charm- and bottom-to-pion FFs.

Finally, we wish to remark that despite the excel-
lent agreement with all SIA data there are still some is-
sues which require further scrutiny and, perhaps, more
detailed comparisons among the different experimental
groups. One concern is the question to what extent “feed-
down” pions from weak decays contribute to the individ-
ual data sets. Different treatments of QED radiative cor-
rections, whose main effect is to lower the “true” c.m.s.
energy

√
S of the collisions, might be another source

of potential tension. For instance, the Belle Collab-
oration [29] provides only a measurement of the cross
section dσ/dz, while all other experiments in SIA scale
their quoted results by the total cross section σtot for
e+e− → hadrons. Since Belle cuts on radiative photon
events if their energy exceeds a certain threshold, rather
than attempting to unfold the radiative QED effects, one
has to take this into account when normalizing theBelle
data to the conventional 1/σtot dσ/dz in a global fit.

C. Semi-Inclusive DIS Multiplicities

The most powerful constraint of flavor-separated FFs
comes from charged pion multiplicities in SIDIS. Con-
trary to SIA, which produces π+ and π− at equal rates,
multiplicities are sensitive to the produced hadron’s
charge through the choice of the target hadron in DIS.

DSS 2015 
DSS 2007

(MSTW +) 
DSS 2007 → DSS 2015 

HERMES data  χ2 

2.86    →   1.37

Hermes multiplicities

collinear  π FF  at NLO:    DSS 2015

De Florian, Sassot, Epele, Hernandez-Pinto, Stratmann,  P.R. D91 (15) 014035
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FIG. 1: The individual FFs for positively charged pions zDπ+

i (z,Q2) at Q2 = 10GeV2 along with uncertainty estimates at
68% and 90% C.L. indicated by the inner and outer shaded bands, respectively. The panels on the right-hand-side show the
corresponding relative uncertainties. Also shown is a comparison to the previous global analysis by DSS [10] (dashed lines).

mum zDπ+

i at NLO accuracy for i = u+ ū, d+ d̄, ū = d,
s = s̄, c = c̄, and the gluon g (solid lines) along with our
uncertainty estimates at 68% C.L. (inner bands) and 90%
C.L. (outer bands), obtained as described in Sec. II C.
For better visibility, the rightmost panels give the rela-
tive uncertainties for the same set of zDπ+

i . The results
of the previous NLO DSS fit are shown as dashed lines.
As can be inferred from Fig. 1, for the light quark fla-

vors the old DSS results are either close to the updated
fit or within its 90% C.L. uncertainty band. The best
determined pion FFs is Dπ+

u+ū, where the relative uncer-
tainties are below 10% at 90% C.L. throughout most of
the relevant z range. Only for z ! 0.8 the errors rapidly
increase because of the lack of experimental constraints
in this region. The corresponding uncertainties for Dπ+

d+d̄
turn out to be slightly larger as they also include possi-
ble violations of SU(2) charge symmetry through Eq. (3).
We stress again, that at variance with the DSS analysis
[10], the new fit does not favor any SU(2) breaking. For

the unfavored FFs, Dπ+

ū = Dπ+

d are determined well in a
much more limited range of z, and uncertainties start to
increase already for z ! 0.5. The corresponding ambigu-
ities on Dπ+

s = Dπ+

s̄ are about a factor of two larger and
amount to at least 25% at 90% C.L. for z ≃ 0.3.
Bigger deviations from the DSS analysis are found for

both the gluon and the charm FFs. In the latter case,
this is driven by the greater flexibility of the functional
form, five fit parameters rather than three, which helps

with the overall quality of the global fit and cannot be
pin-pointed to a particular data set. In fact, there had
been no new charm (or bottom) tagged data since the

LEP and SLAC era. The significantly reduced Dπ+

g as
compared to the DSS fit is a result of the new Alice pp
data [32], which have a strong preference for less pions
from gluon fragmentation for basically all values of z.
We will discuss this finding, and possible tensions arising
with the pp data from RHIC, in more detail in Sec. III D.
The relative uncertainties on Dπ+

g at Q2 = 10GeV2 are
about 20% at 90% C.L. up to z ≃ 0.5 and quickly increase
towards larger z values.

We refrain from performing a detailed comparison to
the uncertainty estimates based on the data sets avail-
able for the original DSS analysis [10, 26] as they can be
viewed at best as a rough approximation. Only with the
quality and variety of data sets available for the current
global analysis one can arrive at a first meaningful deter-
mination of uncertainties for parton-to-pion FFs, which
therefore constitutes as one of the main results of this
study.

We note that the new very precise SIA data from
BaBar [28] and Belle [29] help to reliably constrain
light quark FFs to much higher values of z than before,
in particular, Dπ+

u+ū. In combination with the LEP and
SLAC data, which, at Q2 = M2

Z , mainly constrain the to-
tal quark singlet fragmentation function, the new precise
data at

√
S ≃ 10.5GeV also help to provide some partial

- major improvement only for  
         total up & down channels: 
         rel. uncertainty ≲10% for 0.2< z< 0.8 

- Compass data for SIDIS multiplicities 
for deuteron target only 

- for other channels, improvement upon 
DSS 2007 only for 0.2< z< 0.5

collinear  π FF  at NLO:    DSS 2015

De Florian, Sassot, Epele, Hernandez-Pinto, Stratmann,  P.R. D91 (15) 014035



collinear  Κ FF at NLO:    DSS 2017
Quark-parton Model Interpretation of SIDIS: 

Transverse Momentum Dependent PDFs (TMDs)

5/23/2015 CIPANP 2015 6

Quark polarization

Unpolarized
(U)

Longitudinally Polarized 
(L)

Transversely Polarized 
(T)

N
uc
le
on

Po
la
riz
at
io
n

U

L

T

D
1

Unpolarized  

H
1

⊥

Collins 

G
1L

H
1L

⊥

D
1T

⊥
G
1T

H
1

H
1T

⊥

1D =(z)

DSS 2007 → major update  DSS 2017   for   q→K

De Florian, Epele, Hernandez-Pinto, Sassot, Stratmann, P.R. D95 (17) 094019

- newer precise data for e+e− (BELLE, BaBar)  
- final (Hermes) and new (COMPASS) SIDIS data 
- new p-p data (STAR), also on K+ / K− 
- LHC data (ALICE) on K / π 
- same error analysis as for π FF 

- 1194 data points, 20 parameters   [ 0.1≲ z ] 
- global χ2/dof ~ 1.83 → 1.08
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DSS 2017 
DSS 2007

DSS 2007 → DSS 2017 
(+ MMHT14) 

global χ2 
1.83  →  1.08

De Florian et al., P.R. D95 (17) 094019
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FIG. 6: Comparison of our NLO results for K+ multiplicities in SIDIS (solid lines) with data from the Compass experiment
[22] taken on a deuteron target for various bins in x and y. As in Fig. 5, the light (yellow) and dark (green) shaded bands
correspond to FF and PDF uncertainty estimates at 90% C.L., respectively. Also shown are the results obtained with our
previous DSS 07 set of FFs (dashed lines). As indicated in the plot, different constant factors are added to the multiplicities

MK+

µd to more easily distinguish the results for different values of y (i.e. Q2) in the same bin of x.

Achieving a good global fit of data taken at different ener-
gies and kinematic ranges with a universal set of parton-
to-kaon FFs cannot be taken for granted and provides a
non-trivial check for the consistency of different measure-
ments.

More specifically, in the present fit we include the
charged kaon results from Compass obtained on a
deuteron target [22]. The data are presented as a function
of z in 9 bins of x, each subdivided into various bins in
y that effectively select different Q2-ranges. In total 309
data points pass our cuts for bothK+ andK− multiplici-
ties. The comparison of the Compass data to the results
of our global analysis at NLO accuracy is presented in
Figs. 6 and 7. A very satisfactory agreement is achieved
in almost all bins across the entire kinematic regime cov-
ered by data as can be also inferred from Tab. I; the
obtained χ2/d.o.f. for both K+ and K− multiplicities is

about 1. As in Fig. 5, the shaded bands illustrate our
uncertainty estimates at 90% C.L. for both the FFs and
the PDFs.

First and foremost, these results demonstrate that
the low-energy Hermes [19] and the new Compass [22]
charged kaon multiplicity data can be described simul-
taneously and, equally important, without spoiling the
agreement with SIA results discussed before. This is, to
a somewhat lesser extent, even the case when one adopts
the old DSS 07 set of kaon FFs. As can be seen from
Figs. 6 and 7, they lead to a fair agreement with the
Compass data without any re-fitting except for some of
the bins corresponding to the highest Q2 values; for the
z−Q2 projections of the Hermes data, shown in the left
panel of Fig. 5, the DSS 07 FFs even lead to a slightly bet-
ter description of the data than the new, updated global
fit. The bottom line is, that the new Compass data

6

as compared to the original DSS 07 analysis [3]. Secondly,
the overall quality of the global fit has improved dramat-
ically from χ2/d.o.f. ≃ 1.83 for DSS 07, see Tab. V in
Ref. [3], to χ2/d.o.f. ≃ 1.08 for the current fit. A more
detailed inspection reveals that the individual χ2 values
for the SIA data [30–33, 37], which were already included
in the DSS 07 fit, have, by and large, not changed signif-
icantly. The biggest improvement concerns the SIDIS
multiplicities from Hermes which, in their published
version [19], are described rather well by the updated
fit, with only a few exceptions; see below. Also, the
charged kaon multiplicities from Compass [22] and the
new SIA data from BaBar [17] and Belle [18] integrate
very nicely into the global QCD analysis of parton-to-
kaon FFs at NLO accuracy. We recall that the original
DSS 07 fit was based on the 2003 NLO (2002 LO) PDF
set [38] ([39]) from the MRST group. In the present fit,
the underlying set of PDFs has have been upgraded to
the recent MMHT 2014 analysis [9], that gives a much
more accurate description of sea-quark parton densities
on which the analysis of SIDIS multiplicities depends
rather strongly. We have checked that very similar re-
sults for kaon FFs are obtained with other up-to-date sets
of PDFs such as [8, 10]. Nevertheless, the correspond-
ing PDF uncertainty is included in the χ2-minimization
procedure and, hence, the quoted χ2 values for SIDIS
multiplicities.

B. Electron-Position Annihilation Data

In Figs. 3 and 4 we present a detailed comparison of the
results of our fit and its uncertainties at both 68% and
90% C.L. with the SIA data already included and newly
added to the original DSS 07 analysis [3], respectively. In
general, the agreement of the fit with SIA data is excel-
lent in the entire energy and z-range covered by the ex-
periments. The new fit reproduces SLAC and LEP data
at Q = MZ as well or even slightly better than the old
DSS 07 result for z ≥ 0.1, and improves very significantly
the description of the newly added Belle and BaBar
data as can be best seen from the “(data-theory)/theory”
panels in Fig. 4; recall that only data with z ≥ 0.2 are
included in the fit for BaBar due the lower

√
S. This

is mainly achieved by changing the singlet flavor combi-
nations rather significantly at large z ∼ 0.5 − 0.8 at the
lower Q relevant for Belle and BaBar. For SIA data
at z-values lower than those included in the χ2 minimiza-
tion, the old DSS 07 fit gives, however, a better descrip-
tion when extrapolated, presumably because the fit has
to accommodate much less data.
The Belle data [18], shown in Fig. 4, provide not only

the finest binning in z but also reach the highest z-values
measured so far. Above z ! 0.8 one observes an in-
creasing trend for the new fit to overshoot the data, still
within the estimated and growing theoretical (and exper-
imental) uncertainties though. In this kinematic regime
one expects large logarithmic corrections, which appear
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in each order of perturbation theory, to become more and
more relevant. It is known how to resum such terms to
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TABLE II: Parameters describing the NLO FFs for pos-

itively charged kaons, DK+

i (z,Q0), in Eq. (1) in the MS
scheme at the input scale Q0 = 1GeV. Results for the
charm and bottom FFs refer to Q0 = mc = 1.43GeV and
Q0 = mb = 4.3GeV, respectively.

flavor i Ni αi βi γi δi
u+ u 0.0663 -0.486 0.098 10.85 1.826
s+ s 0.2319 2.745 2.867 59.07 7.421

u = d = d = s 0.0059 3.657 12.62 59.07 7.409
c+ c 0.1255 -0.941 2.145 0.0 0.0
b+ b 0.0643 -0.941 5.221 0.0 0.0
g 0.0283 13.60 12.62 0.0 0.0

level (C.L.) and the results from our previous DSS 07 fit
[3]. As can be inferred from the figures, the FFs for most
flavors are either close to the updated fit or within its
90% C.L. uncertainty band; one should recall, that only
data with z ≥ 0.1 are included in our analysis [z ≥ 0.2
for BaBar]. For some flavors i and regions of z there
are, however, sizable differences. They are most notice-
able for DK+

u+ū and the unfavored FF DK+

ū below z ≃ 0.5,

for DK+

c+c̄ at large z, and for the gluon-to-kaon FF around
z ≃ 0.4.
The differences with respect to the DSS 07 results are

mainly driven by the newly added Belle and Babar
data at high z, by the z − x projections of the mul-
tiplicities both from Hermes [19] and Compass [22],
and by the K−/K+ ratios measured in pp collisions by
Star [24]. All these sets provide sensitivity to the fla-
vor separation of the parton-to-kaon FFs that was not
available in the DSS 07 analysis, and in the global fit
all FFs have to adjust accordingly. It is worth noticing
that the total strange quark FF DK+

s+s̄, which plays an
important role in determinations of the strangeness he-
licity distribution [5], is always somewhat smaller than
the corresponding DSS 07 result, but the differences are
within the 90% C.L. uncertainty band for z ! 0.1. In
spite of the much improved experimental information,
no evidence of a flavor symmetry breaking between the
unfavored FFs is found. A single parameterization for
DK+

u = DK+

d = DK+

d
= DK+

s is still the most economi-
cal choice to reproduce the data, as was the case in the
original DSS 07 analysis.
In terms of uncertainties, the strange quark FF is less

well constrained than other FFs despite being a “favored”
FF. Light quark FFs have the advantage that u and d
quarks are much more abundant than s quarks in SIDIS
due to the corresponding u and d valence quark PDFs. In
addition, scattering off a u-quark is more likely due to its
larger electrical charge. The heavy quark FFs are rather
tightly constrained by flavor-tagged SIA data and, thanks
to the new Belle and Babar data, to some extent also
from their interplay with LEP and SLAC data at higher
c.m.s. energies; for instance, for Belle and Babar the
bottom FFs does not play a role.
The overall quality of the fit is summarized in Tab. I,
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FIG. 1: The individual FFs for positively charged kaons
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i (z,Q2) at Q2 = 10GeV2 (solid lines) along with un-
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comparison to our previous DSS 07 global analysis [3] (dashed
lines).
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the bottom-to-K+ fragmentation function is nonzero.

where we list all data sets included in our global analy-
sis, as discussed in Sec. II B, along with their individual
χ2 values and the analytically determined normalization
shifts for each set. We note that the quoted χ2 values are
based only on fitted data points, i.e., after applying the
cuts mentioned in Sec. II B, and include the χ2 penalty
from the normalization shifts; see Ref. [15] for more de-
tails on the method.

It is also worth mentioning that there is a more than
five-fold increase in the number of available data points

- problem with z < 0.2 in BaBar data

- best fit with flavor symmetric unfavored 
channels; SIDIS data not enough sensitive

- good global fit including 
p-p data only if pT > 5 
GeV

important for s(x) extraction 11
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estimates at 68% and 90% C.L., respectively. Also shown are
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ciently and without the need of any approximations such
as “K-factors” is indispensable here. As in all our var-
ious previous global analyses [3, 5, 27, 28], and for the
implementation of the SIDIS multiplicities in Sec. III C,
we resort to the well-tested method based on Mellin mo-
ments, see Ref. [42].

Data for inclusive particle spectra at not too large val-
ues of pT in pp collisions draw their relevance in a global
fit from the dominance of gluon-induced processes. Many
of the observed hadrons stem from the hadronization of
gluons both at RHIC and LHC energies [49]. Hence, such
data are expected to provide invaluable information on
the otherwise (i.e., by SIA and SIDIS data) only weakly

constrained gluon FF DK+

g .
In our corresponding global analysis of parton-to-pion

FFs in Ref. [15] we have found some tension between the
pT spectra of neutral pions measured at

√
S = 200GeV

at RHIC and results from the LHC at much higher c.m.s.
energies up to

√
S = 7TeV. In some sense this was al-

ready anticipated by comparisons of LHC data to expec-
tations computed with the previous DSS 07 sets of FFs
[3, 27], which are known to describe the RHIC data nicely
down to, perhaps unexpectedly small pT ≃ 1.5GeV [3]
but were found to grossly overshoot yields for both neu-
tral pions and unidentified charged hadrons (that are
dominated by pions) at essentially all pT values [50]. In
particular, at smallish pT values, below about 5GeV, the
data from RHIC and the LHC appear to be mutually ex-
clusive in a global QCD analysis. Since the origin of this
discrepancy could not be traced and we did not want to
remove arbitrarily either of the data sets from the analy-
sis, a cut pT ≥ 5GeV was introduced in our fit to remedy
the tension, see Ref. [15]. Since we wish to analyze data
for the kaon-to-pion ratio, utilizing the latest DSS 14 pion
FFs, we decided to proceed with the same cut on pT in
the present analysis of kaon FFs.
Figure 8 shows the data from the Star Collaboration

[24] for single-inclusive charged kaon yields at mid ra-
pidity compared to the results of our fit at NLO accu-
racy. In Fig. 9 the corresponding cross section ratio is
displayed. Since theoretical scale and PDF ambiguities
partially cancel in the K−/K+ ratio, we decided to use
it our fit along with the cross section data for K+ in
the left panel of Fig. 8. To avoid double counting of the
same data in the fit, we discard the K− cross section
in the χ2-minimization but illustrate how well the data
are described in the right-hand-side of Fig. 8. As can be
seen from both figures and Tab. I, the quality of the fit
is very good, even when extrapolated to the pT -region
below 5GeV. The latter feature indicates that unlike for
pions [15] there is considerably less tension with the LHC
data from the Alice Collaboration; see below. Calcula-
tions based on the old DSS 07 set of FFs provide a fair
description of the Star charged kaon data but the pT
slope is somewhat off.
Finally, in Fig. 10 we show the charged kaon to charged

pion cross section ratio as a function of the transverse
momentum pT as measured by the Alice Collaboration
in pp collisions at mid rapidity at a c.m.s. energy

√
S

of 2.76TeV [23]. The ratio is estimated by dividing the
cross section computed with the parton-to-kaon fragmen-
tation functions obtained in the present analysis by the
one obtained with the DSS 14 set of parton-to-pion FFs of
Ref. [15], including the quoted normalization shift for the
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FIG. 10: Ratio of the charged kaon to charged pion cross sec-
tion at

√

S = 2.76 TeV as measured by Alice [23] compared
to our NLO results (solid line). The pion cross section is com-
puted with the DSS 14 set [15]. The dashed line illustrates the
result obtained with the old DSS 07 sets of FFs for both pions
and kaons. The inner and outer shaded bands correspond to
uncertainty estimates at 68% and 90% C.L., respectively.

Alice pion data. As can be seen, the current description
of the data is much better than the one achieved by the
previous DSS 07 sets of pion and kaon FFs (dashed line)
which turns out to be way to small in the entire range of
pT . One reason is the much reduced gluon-to-pion FF in
the DSS 14 set [15] as compared to DSS 07, which pushes
the kaon-to-pion ratio up. In addition, the new fit has
a larger gluon-to-kaon FF than in our previous DSS 07
analysis as can be inferred from Fig. 1.

The inner and outer shaded bands in Figs. 8 - 10 repre-
sent our uncertainty estimates at 68% and 90% C.L., re-
spectively. The bands are considerably wider than for the
corresponding kinematics for pion yields, see Figs. 9-11 in
Ref. [15]. In addition, there are theoretical uncertainties
from the choice of the factorization and renormalization
scales and the set of PDFs in the cross section calcula-
tions. For the results shown in the figures, we use a com-
mon scale µf = µr = pT and, as for SIDIS multiplicities,
the MMHT set of PDF [9]. Since the relevant kinematics
and the dominance of gluons is very similar to the case of
single-inclusive pion production at RHIC and the LHC,
also the scale and PDF uncertainties for kaons are sim-
ilar, see Figs. 9-11 in Ref. [15] for estimates. For kaons,
however, the uncertainty estimates at 68% and 90% C.L.
shown in Figs. 8 - 10 are now the dominant ones, which
basically reflects the fact that the experimental data for
kaon production is less accurate that those for pions.

IV. SUMMARY AND OUTLOOK

We have presented a new, comprehensive global
QCD analysis of parton-to-kaon fragmentation functions
at next-to-leading order accuracy including the latest
experimental information. The analyzed data com-
prise single-inclusive kaon production in semi-inclusive
electron-positron annihilation, deep-inelastic scattering,
and proton-proton collisions and span energy scales rang-
ing from about 1GeV up to the mass of the Z boson.
The very satisfactory and simultaneous description of all
data sets within the estimated uncertainties strongly sup-
ports the validity of the underlying theoretical framework
based on pQCD and, in particular, the notion of factor-
ization and universality for parton-to-kaon fragmentation
functions.
Compared to our previous analysis of kaon fragmen-

tation functions in 2007, which was based on much less
precise and copious experimental inputs, and to which we
have made extensive comparisons throughout this work,
we now obtained a significantly better fit, as measured in
terms its the global χ2, using the same functional form as
before with only a few additional fit parameters. While
most of the favored and unfavored quark-to-kaon frag-
mentation functions are by and large similar to our pre-
vious results, perhaps the most noteworthy change is a
larger gluon-to-kaon fragmentation function, which can
be tested and constrained further by upcoming data from
the LHC experiments.
The wealth of new data included in our updated global

analysis allow for the first time to perform a reliable
estimate of uncertainties for parton-to-kaon fragmenta-
tion functions based on the standard iterative Hessian
method. The availability of Hessian sets will significantly
facilitate the propagation of these uncertainties to other
observables with identified kaons. The obtained uncer-
tainties are still sizable in the kinematic regions covered
and constrained by data and they quickly deteriorate be-
yond. They range at best from about twenty to thirty
percent for the total strange quark fragmentation func-
tion and from ten to twenty five percent for the total u
quark and the gluon fragmentation functions. Another
new asset of the current analysis was to analytically de-
termine the optimum normalization shift for each data
set in the fit, which greatly facilitated the fitting proce-
dure.
The newly obtained kaon fragmentation functions and

their uncertainty estimates will be a crucial ingredient in
future global analyses of both helicity and transverse-
momentum dependent parton densities, which heavily
draw on data with identified kaons in the final-state. Our
results will also serve as the baseline in heavy-ion and
proton-heavy ion collisions, where one of the main ob-
jectives is to quantify and understand possible modifica-
tions of hadron production yields by the nuclear medium.
Since pions and kaons constitute by far the largest frac-
tion in frequently measured yields of unidentified charged
hadrons, our newly updated sets of fragmentation func-
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→ is gluon constrained 
from p-p data?
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three values of

√
S.

Tab. II. To determine only the impact of the genuine
higher order corrections and not some numerical differ-
ences in the LO, NLO, and NNLO FFs, like those illus-
trated in Fig. 4, all calculations in Fig. 5 are performed
with our NLO input FFs. Their evolution, the running of
the strong coupling as, and the coefficient functions are
taken consistently either at LO, NLO, or NNLO accuracy
though.
As one expects, the K-factor for the NNLO/NLO re-

sults is significantly smaller than the one for NLO/LO,
and for most values of z the additional NNLO correc-
tions are at the level of about 10% or less. Both at large
and small z, one finds clear indications for the presence
of large logarithmic corrections to the perturbative series
contained in the evolution kernels PT and the SIA coef-
ficient functions C. They need to be resummed to all or-
ders to extend the range of applicability of the presented
fixed order results to both z → 1 and z → 0. We note
that the small

√
S dependence of the K-factors in Fig. 5

is only caused by the different orders in pQCD used in
the denominator and in the numerator, dσπ(NmLO) and
dσπ(Nm-1LO), respectively, to compute the scale evolu-
tion of FFs and the coupling as. There is no scale in the
coefficient functions as we have set µR = µF = µ = Q
throughout, i.e., all logarithms of the type log(µ2

R/µ
2
F )

or log(Q2/µ2
F ) vanish.

The scale dependence of the SIA cross section is illus-
trated in Fig. 6, where we show results at LO, NLO, and
NNLO accuracy (shaded bands) for µR = µF = µ = 2Q
and µ = Q/2 normalized in each case to our default

Q = 10.5 GeV

z

iterated / truncated solution

NNLO
NLO

0.98

0.99

1

1.01

1.02

0.2 0.4 0.6 0.8

FIG. 7. Ratio of the iterated and truncated variant of the
solution (24) to the time-like evolution equations at NLO
(dashed) and NNLO (solid line) accuracy at the scale of the
BaBar and Belle experiments.

choice µ = Q. The residual dependence on the choice
of the scale µ in a theoretical calculation is presumably
the most important source of uncertainty and is expected
to shrink progressively upon including higher and higher
order corrections. This is exactly what we find. For
instance, at

√
S = 10.5GeV, relevant for BaBar and

Belle, the typical scale uncertainty at z ≈ 0.5 amounts
to about 20% at LO and reduces to ≈ 10% at NLO and
≈ 5% at NNLO. At larger c.m.s. energies, the scale am-
biguities are even smaller and reach around 1 − 2% at
NNLO accuracy. This is actually needed in a phenomeno-
logical analysis to roughly match the experimental uncer-
tainties for the most precise sets of inclusive pion data as
can be inferred from Fig. 3; note that the scale uncer-
tainty bands are hardly visible for some of the flavor-
tagged data as we had to inflate the axis of the ordinate
in Fig. 3 to accommodate the rather sizable experimental
uncertainties.

As can be seen from Fig. 6, all scale uncertainty bands
narrow down somewhere in the range 0.1 ! z ! 0.15 be-
fore they start to increase again towards z → 0. This can
be readily understood from fact that one has approximate
“scaling” of the SIA cross section, or, alternatively, the
quark FFs, for some value of z in this region, i.e., they
become independent of the scale µ. This is very much
similar to DIS and PDFs, where this happens somewhere
near momentum fractions of about 0.2. Of course, QCD
corrections always introduce some scale dependence, and
higher order cross sections never probe a FFs or a PDFs
locally at one value of momentum fraction but rather
over a broad range due to the presence of convolutions,
like, for instance, in Eq. (4).

We close our discussions about the relevance of the

{ dσ[Q/2] , dσ[Q] , dσ[2Q] }

dσ[Q]

LONLONNLO

collinear  π FF  at NNLO:  ASR15 

benefits of NNLO

- smaller scale uncertainty
- more flat K factor →1

scale uncertainty



can be also obtained when the “conventional” data are used
instead but at the expense of a less favorable total χ2, e.g.,
236.4 rather than 190.0 units at NLO, and, more impor-
tantly, for undesirable corners of the parameter space
describing the D πþ

i ðz; μ0Þ in Eq. (28). For instance, the uþ
ū fragmentation tends to saturate the energy-momentum
sum rule, which is summed over all hadrons, already
for pions.
Table II and Fig. 3 also reveal that some flavor-tagged

data from SLD can be described best at LO but at the
expense of larger χ2 values for inclusive Aleph and
Opal data. In general, the NLO and NNLO results are
very similar for all data sets used in the fits except, as
just discussed, for a few points from BABAR at small z.
This observation also carries over to the obtained FFs at
NLO and NNLO accuracy, in particular, those flavor
combinations which are constrained best by the SIA
data alone.
Figure 4 shows our fitted LO, NLO, and NNLO

D πþ
i ðz;Q2Þ at Q2 ¼ 10 GeV2 for i ¼ uþ ū, sþ s̄, g,

and the flavor singlet combination in (16) for Nf ¼ 4.
As a comparison with previous NLO results, we consider
the most recent global analysis of the DSS group [8], based
on the same set of SIA data plus SIDIS and pp data, and the
old fit by Kretzer [3]. The latter still provides a good
description of all pion data, including those from SIDIS and

-0.2

0

0.2

-0.2

0

0.2

-0.2

0

0.2

-0.5

0

0.5

-0.5

0

0.5

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8

NNLO Q/2 ≤ µ ≤ 2Q

SLD (incl.)

[d
at

a 
- t

he
or

y]
 / 

th
eo

ry

NLO µ = Q

ALEPH (incl.)

LO µ = Q

OPAL (incl.)

DELPHI (incl.) TPC (incl.) BELLE (incl.)

BaBar (incl.)
prompt data

SLD (uds tag) DELPHI (uds tag)

TPC (uds tag)

SLD (c tag) TPC (c tag)

z

SLD (b tag)

z

DELPHI (b tag) TPC (b tag)

z
0.2 0.4 0.6 0.8 1

FIG. 3 (color online). Ratios for [data-theory]/theory for our LO (dot-dashed), NLO (dashed), and NNLO (solid lines) fits computed
with the scale μ ¼ Q for the data sets listed in Table II. The shaded bands illustrate the remaining scale ambiguity at NNLO accuracy in
the range Q=2 ≤ μ ≤ 2Q. The points along the zero axis indicate the relative experimental uncertainty.
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SIA data at LO accuracy, some of the parameters listed
in Tab. I tend to approach extreme values, for instance,
the u + ū fragmentation saturates most of the energy-
momentum sum rule already for pions. In any case, LO
estimates are not sufficient for phenomenological appli-
cations.

B. Impact of NNLO Corrections on Theoretical
Uncertainties

In this Section we analyze the relevance of the NNLO
corrections for a reliable phenomenology of the SIA pro-
cess. To this end, we will examine the importance of var-
ious sources of theoretical uncertainties in LO, NLO, and
NNLO accuracy. We will present results for the size of
the NNLO corrections in terms of the K-factor, study the
residual dependence on the choice of scale µ, and inves-
tigate the uncertainties induced by choosing a particular
solution, truncated or iterated, to the time-like evolution
equations. All these results are largely independent of
the details of fitting an actual set of FFs, and as such
they represent the main numerical results of this paper
along with our newly developed NNLO code described in
Sec. II.
In Fig. 5, we show the K-factor for the SIA process

defined as dσπ(NmLO)/dσπ(Nm-1LO) for m = 2 (solid)
and m = 1 (dashed lines) for the three c.m.s. energies
corresponding to the experiments included in our fit; see
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FIG. 5. NNLO/NLO (solid) and NLO/LO (dashed lines) K-
factors for the SIA process for three different c.m.s. energies.
All computations are performed with our NLO set of parton-
to-pion FFs; see text.
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A determination of the fragmentation functions

of pions, kaons, and protons with faithful uncertainties

The NNPDF Collaboration:
Valerio Bertone1, Stefano Carrazza2, Nathan P. Hartland1,
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3 Rudolf Peierls Centre for Theoretical Physics, University of Oxford,

1 Keble Road, OX1 3NP Oxford, United Kingdom

Abstract

We present NNFF1.0, a new determination of the fragmentation functions (FFs) of charged
pions, charged kaons, and protons/antiprotons from an analysis of single-inclusive hadron pro-
duction data in electron-positron annihilation. This determination, performed at leading, next-
to-leading, and next-to-next-to-leading order in perturbative QCD, is based on the NNPDF
methodology, a fitting framework designed to provide a statistically sound representation of FF
uncertainties and to minimise any procedural bias. We discuss novel aspects of the method-
ology used in this analysis, namely an optimised parametrisation of FFs and a more e�cient
�2 minimisation strategy, and validate the FF fitting procedure by means of closure tests. We
then present the NNFF1.0 sets, and discuss their fit quality, their perturbative convergence, and
their stability upon variations of the kinematic cuts and the fitted dataset. We find that the
systematic inclusion of higher-order QCD corrections significantly improves the description of
the data, especially in the small-z region. We compare the NNFF1.0 sets to other recent sets of
FFs, finding in general a reasonable agreement, but also important di↵erences. Together with
existing sets of unpolarised and polarised parton distribution functions (PDFs), FFs and PDFs
are now available from a common fitting framework for the first time.
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�2/Ndat (h = ⇡±) �2/Ndat (h = K±) �2/Ndat (h = p/p̄)

Exp. LO NLO NNLO LO NLO NNLO LO NLO NNLO

BELLE 0.60 0.11 0.09 0.21 0.32 0.33 0.10 0.31 0.50

BABAR 1.91 1.77 0.78 2.86 1.11 0.95 4.74 3.75 3.25

TASSO12 0.70 0.85 0.87 1.10 1.03 1.02 0.69 0.70 0.72

TASSO14 1.55 1.67 1.70 2.17 2.13 2.07 1.32 1.25 1.22

TASSO22 1.64 1.91 1.91 2.14 2.77 2.62 0.98 0.92 0.93

TPC (incl.) 0.46 0.65 0.85 0.94 1.09 1.01 1.04 1.10 1.08

TPC (uds tag) 0.78 0.55 0.49 — — — — — —

TPC (c tag) 0.55 0.53 0.52 — — — — — —

TPC (b tag) 1.44 1.43 1.43 — — — — — —

TASSO30 — — — — — — 0.25 0.19 0.18

TASSO34 1.16 0.98 1.00 0.27 0.44 0.36 0.82 0.81 0.78

TASSO44 2.01 2.24 2.34 — — — — — —

TOPAZ 1.04 0.82 0.80 0.61 1.19 0.99 0.79 1.21 1.19

ALEPH 1.68 0.90 0.78 0.47 0.55 0.56 1.36 1.43 1.28

DELPHI (incl.) 1.44 1.79 1.86 0.28 0.33 0.34 0.48 0.49 0.49

DELPHI (uds tag) 1.30 1.48 1.54 1.38 1.49 1.32 0.47 0.46 0.45

DELPHI (b tag) 1.21 0.99 0.95 0.58 0.49 0.52 0.89 0.89 0.91

OPAL 2.29 1.88 1.84 1.67 1.57 1.66 — — —

SLD (incl.) 2.33 1.14 0.83 0.86 0.62 0.57 0.66 0.65 0.64

SLD (uds tag) 0.95 0.65 0.52 1.31 1.02 0.93 0.77 0.76 0.78

SLD (c tag) 3.33 1.33 1.06 0.92 0.47 0.38 1.22 1.22 1.21

SLD (b tag) 0.45 0.38 0.36 0.59 0.67 0.62 1.12 1.29 1.33

Total dataset 1.44 1.02 0.87 1.02 0.78 0.73 1.31 1.23 1.17

Table 5.1: The values of �2/Ndat for each hadronic species, perturbative order and experiment included
in the NNFF1.0 analysis. The number of data points Ndat in each case is reported in Tab. 2.1.

charged kaons and protons/antiprotons data in the BELLE experiment, despite remaining good,
increases as higher-order QCD corrections are included. Such an increase is accompanied by a
decrease of the �2/Ndat value in the BABAR experiment. Since the kinematic coverage of these
two experiments largely overlaps, and given the precision of the corresponding measurements,
the opposite trend of the �2/Ndat suggests a possible tension between the two. Such a tension
was already reported in Ref. [19], although its origin is still not completely understood. Second,
the �2/Ndat value for inclusive and light-tagged charged pion data in the DELPHI experiment
deteriorates as higher-order QCD corrections are included. This behaviour indicates a possible
tension between the DELPHI measurements and the other datasets at the same scale (

p
s =

MZ), whose description instead significantly improves when going from LO to NNLO. The
origin of such a tension arises mostly from the large-z region, where the DELPHI inclusive and
light-tagged measurements for charged pions are undershot by the theoretical predictions.

From Tab. 5.1 we also observe that in all our fits the �2/Ndat value for the BELLE experiment
is anomalously small. This result was already observed in previous analyses [17–20] and is likely
to be due to an overestimate of the uncorrelated systematic uncertainty.

We also notice that for some datasets the �2/Ndat is poor even at NNLO: this happens specif-
ically for the TASSO14, TASSO22, TASSO44 and OPAL experiments in the case of charged
pions, for the TASSO14, TASSO22, and OPAL experiments in the case of charged kaons, and

20

tension between  
BaBar & BELLE (large z)

 0

 3

 6

 9

 12
zDu+

π
±

(z,Q)

 0

 2

 4

 6

 8
zDc+

π
±

(z,Q)

zDd++s+
π

±      (z,Q)

Q = 10 GeV

LO

NLO

NNLO

zDg
π

±

(z,Q)zDb+
π

±

(z,Q)

 0
 1
 2 Ratio to LO

 0
 1
 2

 0
 1
 2 Ratio to NLO

 0
 1
 2

 0.1  1

z

 0.1  1

z

 0.1  1

z

Figure 5.6: Comparison among the LO, NLO, and NNLO NNFF1.0 charged pion FFs, together with
their one-� uncertainties, in the parametrisation basis of Eq. (4.1) at Q = 10 GeV. The corresponding
NLO/LO and NNLO/NLO ratios are displayed in the two insets below each FF.

the di↵erences between NLO and NNLO FFs are small. This is consistent with the perturbative
convergence of the global �2 discussed in Sect. 5.1.

A further noticeable aspect of the comparison in Figs. 5.6-5.8 is related to the size of the FF
uncertainties. While the NLO and NNLO uncertainties are similar in size, the LO uncertainty
bands are in general visibly larger, particularly those of the gluon FFs. This was expected
because LO predictions for SIA data are only indirectly sensitive to the gluon FF through
DGLAP evolution. This entails a broadening of the uncertainties of all FFs due to the cross-
talk induced by DGLAP evolution.

5.2.2 Comparison with other FF sets

We now compare our FFs to the most recent determinations available in the literature, namely
the DEHSS [17,18] and the JAM [20] sets. The HKKS sets [19] mentioned in Sect. 2.1 were also
recently presented but were not intended to be publicly released [99]. Since these analyses were
performed only for pions and kaons at NLO, we limit the comparison to these hadronic species
and this perturbative order. Such a comparison is shown in Figs. 5.9 and 5.10 at Q = 10 GeV
in the basis of Eq. (4.1). The upper panel of each plot shows the absolute distributions, while
the central and the lower insets show the ratio to NNFF1.0 of DEHSS and JAM respectively.

25

NLO NNLOLO
stability

very good overall χ2

collinear  FF at NNLO:    NNFF1.0 

Bertone, Carrazza, Hartland, Nocera, Rojo, E.P.J. C77 (17) 516
NNPDF CERN-TH-2017-122

OUTP-16-15P
Nikhef/2016-047

A determination of the fragmentation functions

of pions, kaons, and protons with faithful uncertainties

The NNPDF Collaboration:
Valerio Bertone1, Stefano Carrazza2, Nathan P. Hartland1,

Emanuele R. Nocera3 and Juan Rojo1

1 Department of Physics and Astronomy, VU University, NL-1081 HV Amsterdam,
and Nikhef Theory Group, Science Park 105, 1098 XG Amsterdam, The Netherlands

2 Theoretical Physics Department, CERN, CH-1211 Geneva, Switzerland
3 Rudolf Peierls Centre for Theoretical Physics, University of Oxford,

1 Keble Road, OX1 3NP Oxford, United Kingdom

Abstract

We present NNFF1.0, a new determination of the fragmentation functions (FFs) of charged
pions, charged kaons, and protons/antiprotons from an analysis of single-inclusive hadron pro-
duction data in electron-positron annihilation. This determination, performed at leading, next-
to-leading, and next-to-next-to-leading order in perturbative QCD, is based on the NNPDF
methodology, a fitting framework designed to provide a statistically sound representation of FF
uncertainties and to minimise any procedural bias. We discuss novel aspects of the method-
ology used in this analysis, namely an optimised parametrisation of FFs and a more e�cient
�2 minimisation strategy, and validate the FF fitting procedure by means of closure tests. We
then present the NNFF1.0 sets, and discuss their fit quality, their perturbative convergence, and
their stability upon variations of the kinematic cuts and the fitted dataset. We find that the
systematic inclusion of higher-order QCD corrections significantly improves the description of
the data, especially in the small-z region. We compare the NNFF1.0 sets to other recent sets of
FFs, finding in general a reasonable agreement, but also important di↵erences. Together with
existing sets of unpolarised and polarised parton distribution functions (PDFs), FFs and PDFs
are now available from a common fitting framework for the first time.

1

ar
X

iv
:1

70
6.

07
04

9v
1 

 [h
ep

-p
h]

  2
1 

Ju
n 

20
17



 0

 3

 6

 9

 12
zDu+

π
±

(z,Q)

 0

 2

 4

 6

 8
zDc+

π
±

(z,Q)

zDd++s+
π

±      (z,Q)

Q = 10 GeV, NLO

NNFF1.0 1σ

DEHSS 68% CL

JAM 1σ

zDg
π

±

(z,Q)zDb+
π

±

(z,Q)

 0
 1
 2 Ratio to NNFF1.0

 0
 1
 2

 0
 1
 2 Ratio to NNFF1.0

 0
 1
 2

 0.1  1

z

 0.1  1

z

 0.1  1

z

Figure 5.9: Comparison among the NLO NNFF1.0, DEHSS and JAM FF sets for the sum of charged
pions, ⇡±. The FFs in the parametrisation basis, Eq. (4.1), are shown at Q = 10 GeV as a function of z,
together with their corresponding one-� uncertainties. The ratios of NNFF1.0 to DEHSS and JAM are
displayed respectively in the two insets below each FF.

FFs of the DEHSS and JAM sets, instead, have uncertainties comparable to those of the quark
FFs. While the smaller uncertainties of the DEHSS gluon FFs may be due to the larger dataset
used in their analysis (which also includes pp measurements sensitive to the gluon FF already at
LO), this is not the case for the JAM sets, whose dataset mostly coincides with that of NNFF1.0
(see Sect. 2.1). We ascribe this di↵erence to the more restrictive functional form used in the
JAM analysis to parametrise their FFs. An underestimate of the gluon FF uncertainty due to
the functional form might also a↵ect the DEHSS determinations.

5.2.3 The momentum sum rule

We conclude this section with a brief discussion on the momentum sum rule

X

h

Z 1

0
dz zDh

i (z,Q) = 1 i = q, q̄, g , (5.1)

which must be satisfied by FFs irrespective of the value of Q. Note that the sum in Eq. (5.1)
runs over all possible hadrons h produced in the fragmentation of the parton i, not only over
those determined in the present analysis. The physical interpretation of Eq. (5.1) is very simple:
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by a standard χ2 minimization procedure as described,
for example, in Ref. [13]. The optimal normalization
shifts for each data set are computed analytically. They
contribute to the total χ2 according to the quoted exper-
imental normalization uncertainties; see, e.g., Eq. (5) in
Ref. [13] for further details. The resulting χ2-values, the
corresponding “penalties” from the normalization shifts,
and the χ2 per degree of freedom (dof) are listed in
Tab. III for a variety of fits with a central choice of scale
µ = Q. Results are given both for fits at fixed order
(LO, NLO, and NNLO) accuracy and for selected corre-
sponding fits obtained with small-z resummations. Here,
all cross sections are always matched to the fixed order
results according to the procedures described in Sec. II C
and Sec. IID. More specifically, we choose the logarith-
mic order in such a way that we do not resum logarithmic
contributions which are not present in the fixed-order re-
sult. For this reason, we match the LO calculation only
with the LL resummation as the only logarithmic contri-
bution at LO is of LL accuracy; cf. Tabs. I and II. Using
the same reasoning, we match NLO with the NNLL re-
summed results. Finally, at NNLO accuracy five towers
of small-z logarithms are present. However, the most ac-
curate resummed result currently available is at NNLL
accuracy which includes the first three towers. Thus, we
can match NNLO only with NNLL. It should be stressed

TABLE III. The obtained χ2-values, the “penalties” from nor-
malization shifts, and the χ2/dof for the fits at fixed order and
resummed accuracy as described in the text.

accuracy χ2 norm shift χ2/dof
LO 1260.78 29.02 2.89
NLO 354.10 10.93 0.81
NNLO 330.08 8.87 0.76
LO+LL 405.54 9.83 0.93
NLO+NNLL 352.28 11.27 0.81
NNLO+NNLL 329.96 8.77 0.76

that the results for the fixed-order fits are not directly
comparable to the ones given in Ref. [14] since we use
more data points at lower values of z, a slightly differ-
ent set of fit parameters, and a different initial scale µ0.
However, the main aspects of these fits remain the same
and can be read off directly from Tab. III: a LO fit is not
able to describe the experimental results adequately. The
NLO fit already gives an acceptable result, which is fur-
ther improved upon including NNLO corrections. Com-
pared to the corresponding fixed-order results, the fits in-
cluding also all-order resummations of small-z logarithms
exhibit, perhaps somewhat surprisingly, only a slightly
better total χ2, except for the LO+LL fit, where resum-
mation leads to a significant improvement in its quality.
The small differences in χ2 between fits at NNLO and
NNLO+NNLL accuracy are not significant. Hence, we
must conclude that in the z-range covered by the exper-
imental results, NNLO expressions already capture most
of the relevant features to yield a satisfactory fit to the

SIA data with identified pions.
The same conclusions can be reached from Fig. 4,

where we compare the used inclusive pion multiplicity
data in SIA with the theoretical cross sections at differ-
ent levels of fixed- and logarithmic-order obtained from
the fits listed in Tab. III. The theoretical curves are cor-
rected for the optimum normalization shifts computed for
each set of data. For the sake of readability, we only show
a single curve for the different experiments at

√
S = MZ

which is corrected for the normalization shift obtained
for the OPAL data. The individual normalization shifts
for the other sets are, however, quite similar. We refrain
from showing the less precise flavor-tagged data which
are, nevertheless, also part of the fit. The vertical dot-
ted lines in Fig. 4 indicate the lower cuts in z applied
for the data sets at different c.m.s. energies as discussed
above. The leftmost line (corresponding to zmin = 0.075)
is the cut used in the NNLO analysis in Ref. [14]. Both,
the data and the calculated multiplicities are shown as a
function of ζ ≡ − log z.
In Fig. 5, we plot z times the gluon and singlet FFs

for positively charged pions, Dπ+

g (z,Q2) and Dπ+

S (z,Q2),
respectively, resulting from our fits given in Tab. III. The
FFs are computed at Q = MZ = 91.2GeV and in a range
of z shown extending well below the zmin = 0.01 cut
above which they are constrained by data. We would like
to point out that the resummed (and matched) results
for which we have full control over all logarithmic powers
(i.e. for LO+LL and NLO+NNLL) are well behaved at
small-z and show the expected oscillatory behavior with
z which they inherit from the resummed splitting func-
tions through evolution. The latter behave like different
combinations of Bessel functions when the Mellin inverse
back to z-space is taken; for more details see Ref. [33].
The singlet and gluon FFs at NNLO+NNLL accuracy
still diverge for z → 0 (i.e. they turn to large negative
values in the z-range shown in Fig. 5) since we do not
have control over all five logarithmic powers that appear
in a fixed-order result at NNLO; cf. Tabs. I and II. How-
ever, the resummation of the three leading towers of log-
arithms, considerably tames the small-z singularities as
compared to the corresponding result obtained at NNLO.

Finally, to further quantify the impact of small-z re-
summations in the range of z relevant for phenomenology,
Fig. 6 shows the K-factors at scale Q = 91.2GeV for the
pion multiplicities (3) obtained in our fits. Schematically,
they are defined as

K ≡
CFO + Res ⊗DFO + Res

CFO ⊗DFO
. (71)

Here, CFO and CFO+Res denote the fixed-order coefficient
functions at LO, NLO, and NNLO accuracy and the cor-
responding resummed and matched coefficient functions,
respectively. Likewise, DFO and DFO+Res are the FFs
evolved with splitting functions at fixed order and re-
summed, matched accuracy, respectively. In order to as-
sess the relevance of the small-z resummations indepen-
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lower values of z in which data can be successfully de-
scribed. For this reason, we have systematically explored
to which extent one can lower the cut zmin in a fit to
SIA data once resummations as outlined in Sec. II are
included. It turns out, that for the LEP data, taken at
the highest c.m.s. energy of

√
S = 91.2 GeV, we can ex-

tend the z-range of our analyses from 0.075 < z < 0.95
used in the NNLO fit [14] to 0.01 < z < 0.95. Unfor-
tunately, any further extension to even lower values of z
is hampered by the fact that two of the data sets from
LEP, the ones from ALEPH [7] and OPAL [9], appear to
be mutually inconsistent below z ≃ 0.01, see Fig. 4. In-
cluding these data at lower z, always lets the fits, i.e., the
minimization in the multi-dimensional parameter space
defined by Eq. (70), go astray and the convergence is very
poor.

For the relevant data sets at lower c.m.s. energies, TPC
[5] (

√
S = 29 GeV), BELLE [3] (

√
S = 10.52 GeV),

and BABAR [4] (
√
S = 10.54 GeV), the above men-

tioned problems related to the finite hadron mass arise
at small values of z. A straightforward, often used cri-
terion to assess the relevance of hadron mass effects is
to compare the scaling variable z, i.e. the hadron’s en-
ergy fraction z = 2Eh/Q in a c.m.s. frame, with the
corresponding three-momentum fraction xp which is of-
ten used in experiments. Since they are related by
xp = z − 2m2

h/(zQ
2) + O(1/Q4) [19], i.e., they coincide

in the massless limit, any deviation of the two variables
gives a measure of potentially important power correc-
tions. To determine the cut zmin for a given data set, we
demand that z and xp are numerically similar at a level
of 10 to at most 15%. The BELLE data are limited to the
range z > 0.2 [3], where z and xp differ by less than 1%.
BABAR data are available for z ! 0.05, which translates
in a maximum difference of the two variables of about
14%. Concerning the TPC data, we had to place a lower
cut zmin = 0.02 to arrive at a converged fit, which cor-
responds to a difference of approximately 11% between
z and xp. After imposing these cuts, the total amount
of data points taken into account in our fits is 436. We
note that, in general, the interplay between small-z re-
summations and the various sources of power corrections
poses a highly non-trivial problem which deserves to be
studied further in some dedicated future work.

It is also worth mentioning that with the lowered kine-
matic cut zmin, we achieve a better convergence of our fits
with our choice of a larger initial scale µ0 = 10.54 GeV in
Eq. (70). Starting the scale evolution from a lower value
µ0 = O(1)GeV, like in the NNLO analysis of Ref. [14],
leads, in general, to less satisfactory fits in terms of their
total χ2 value which is used to judge the quality of the
fits. This could relate to the fact that other types of
power corrections have to be considered as well when
evolving from such a low energy scale in order to be able
to describe the shape of the differential pion multiplici-
ties, cf. Fig. 4, measured in experiment. To corroborate
this hypothesis is well beyond the scope of this paper. In
any case, our choice of µ0 is certainly in a region where
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FIG. 4. Pion multiplicity data [3–9] included in the analy-
ses as a function of ζ = log (1/z) compared to the results
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small-z resummations. All curves refer to the central choice
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cal dotted lines illustrate, from left to right, the lower cuts
zmin = 0.075 adopted in [14], and zmin = 0.02 and 0.01 used
in all our fits for the TPC data and otherwise, respectively.

the standard perturbative framework can be safely ap-
plied and meaningful conclusions on the impact of small-
z resummations in SIA can be drawn.

Turning back to the choice of our flexible ansatz for the
FFs, it is well known that fits based solely on SIA data are
not able to constrain all of the free parameters in Eq. (70)
for each of the flavors i. As was shown in the global analy-
sis of SIA, SIDIS, and pp data in [13], charge conjugation
and isospin symmetry are well satisfied for pions. There-
fore, we impose the constraintDπ±

u+ū = Dπ±

d+d̄
. We further

limit the parameter space associated with the large-z re-
gion by setting δg,s+s̄,c+c̄ = 0 and γg,s+s̄,c+c̄ = 0. Note
that in contrast to Ref. [14], we are now able to keep βg

as a free parameter in the fits.

The remaining 19 free parameters are then determined

zmin =  0.075    0.02 0.01

collinear  π FF  at NNLO+NNLL:  AKSR17 

e+e1&mul<plici<es&
&

double&goal:&
&

1&pin&down&flavor&dependence&in&TMD&FFs&
1&get&info&on&the&non1perturba<ve&evolu<on&

&

6/10/14& Andrea&Signori&1&VU/Nikhef& 16&



Quark-parton Model Interpretation of SIDIS: 
Transverse Momentum Dependent PDFs (TMDs)

5/23/2015 CIPANP 2015 6

Quark polarization

Unpolarized
(U)

Longitudinally Polarized 
(L)

Transversely Polarized 
(T)

N
uc
le
on

Po
la
riz
at
io
n

U

L

T

D
1

Unpolarized  

H
1

⊥

Collins 

G
1L

H
1L

⊥

D
1T

⊥
G
1T

H
1

H
1T

⊥

1D = h = D*(z)

Anderle, Kaufmann, Stratmann, Ringer, Vitev,  P.R. D96 (17) 034028

- LEP e+e− data  
- ATLAS, ALICE, CDF, LHCb  p-p→D* X   
- ATLAS  p-p→(jet D*) X 
- 96 data points, 9 parameters 
- global χ2/dof ~ 1.18

collinear  D* FF at NLO

NLO analysis ( q→ h=D* only )

9

TABLE II. Data sets included in our global analysis, the cor-
responding optimum normalization shifts Ni, and the indi-
vidual χ2 including the χ2 penalty from the determination of
the normalization shift if applicable.

data #data
experiment type Ni in fit χ2

ALEPH [50] incl. 0.991 17 31.0
OPAL [51] incl. 1.000 9 6.5

c tag 1.002 9 8.6
b tag 1.002 9 5.6

ATLAS [34] D∗± 1 5 13.8
ALICE [37]

√
S = 7 TeV D∗+ 1.011 3 2.4

ALICE [38]
√
S = 2.76 TeV D∗+ 1.000 1 0.3

CDF [39] D∗+ 1.017 2 1.1
LHCb [36] 2 ≤ η ≤ 2.5 D∗± 1 5 8.2

2.5 ≤ η ≤ 3 D∗± 1 5 1.6
3 ≤ η ≤ 3.5 D∗± 1 5 6.5
3.5 ≤ η ≤ 4 D∗± 1 1 2.8

ATLAS [26] 25 ≤ p
jet
T

GeV
≤ 30 (jetD∗±) 1 5 5.5

30 ≤ p
jet
T

GeV
≤ 40 (jetD∗±) 1 5 4.1

40 ≤ p
jet
T

GeV
≤ 50 (jetD∗±) 1 5 2.4

50 ≤ p
jet
T

GeV
≤ 60 (jetD∗±) 1 5 0.9

60 ≤ p
jet
T

GeV
≤ 70 (jetD∗±) 1 5 1.6

TOTAL: 96 102.9

our choice of a vanishing input distribution for all unfa-
vored FFs appears to be reasonable. We note that a
similar assumption was made in the KKKS08 fit [10].
It is instructive to compare the results of our FFs into

D∗+ mesons to those obtained in the KKKS08 fit [10]
that is based only on SIA data and includes the by now
obsolete and withdrawn BELLE data. The KKKS08 re-
sults for zDD∗+

i (z, µ2) and the ratio to our FFs are shown
as dashed lines in Figs. 1 and 2. As can be seen, one of
the main differences is that our fit returns a significantly
larger gluon contribution compared to KKKS08 at inter-
mediate values of z which might be related to the fact
that also the gluon FF starts from a vanishing input in
the KKKS08 fit. However, both the inclusive high-pT
and, in particular, the in-jet fragmentation data, for the
first time included in our global analysis, demand a non-
zero gluon FF at our input scale in order to arrive at a
satisfactory description of the data; see also the detailed
comparisons to the inclusive and in-jet pp data below.
One also notices, that the two valence charm FFs are
somewhat shifted in z with respect to each other and
that also the height of the peak is different. This is most
likely caused by the different sets of SIA data included
in our and the KKKS08 analyses. Also, the KKKS08 fit
does not include any uncertainty estimates.
Finally, in Fig. 2, for µ = MZ , we also show the

bottom-to-D∗+ FF which starts to evolve from a non-
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again in the upper panel. The middle and lower panels give
the ratios of our uncertainty estimates (shaded bands) and
the KKKS08 fit relative to our best fit for the c + c̄ and the
gluon FF, respectively.
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FIG. 2. Similar to Fig. 1 but now for µ2 = M2
Z and including

the total bottom FF. Here, the upper right panel shows the
relative uncertainties and comparison to KKKS08 for the total
b+ b̄ FF.

zero input above the threshold µ0 = mb, see Sec. III A.
The total b + b̄ FF turns out to be quite similar to the
one obtained in the KKKS08 analysis. This is to be ex-
pected as the bottom FF is largely constrained by the
bottom-tagged data of the OPAL collaboration which are
included in both fits.
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FIG. 6. The pT -spectra of D∗± mesons at
√
S = 13 TeV

for five different bins in rapidity, normalized to the width ∆η
of each rapidity bin, as measured by LHCb [36]. To better
delineate the data, each rapidity bin was multiplied with an
increasing power of 10. The NLO calculations using our best
fit and the KKKS08 FFs are shown as solid and dashed lines,
respectively. As before, the shaded bands refer to our uncer-
tainty estimates, and data below pmin

T = 10GeV are excluded
from out fit.

forward the rapidity interval, the more important is the
role of gluon fragmentation in producing the observed
D∗± mesons, a feature that has already been observed
for the production of lighter hadrons at the LHC [41].
For instance, at

√
S = 7TeV around 80% of the D∗±

mesons at pT ≃ 5GeV originate from gluons. Since for-
ward data also sample on average larger values of z [41],
the LHCb data nicely complement the mid rapidity data
by ATLAS.

As for the ATLAS data, both sets of FFs also give
an equally good description of the LHCb data shown
in Fig. 6 for pT > pmin

T , as can be also inferred from
Tab. II, and they continue to follow the data well below
our cut, down to about 5GeV. Also the data taken at√
S = 7TeV, that are not included in our fit, are well de-

scribed down to pT ≃ 5GeV except for the most forward
bin 4 < η < 4.5. The KKKS08 FFs follow the trend of
the data even further down to the lowest pT values shown
in Figs. 6 and 7; for the sake of applicability of pQCD, we
refrain from showing comparisons to the LHCb data be-
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FIG. 7. Same as Fig. 6 but now for
√
S = 7 TeV. Note, that

all data points are below our cut on pT .

low pT = 2GeV. This feature of the KKKS08 fit, which
is unexpected in a ZMVFNS approach, might be due to
the inclusion of finite hadron mass corrections in their
fit of SIA data, that are, however, beyond the factorized
framework outlined in Sec. II and adopted by us. It is
also interesting to notice that there are some indications
for a mild tension between the ATLAS and the LHCb
data in our global fit. The ATLAS data alone would pre-
fer a somewhat larger gluon-to-D∗+ meson FF as can be
inferred from the middle panel of Fig. 5. This would yield
a significantly better fit of the ATLAS data in terms of χ2

even when the in-jet fragmentation data, which we shall
discuss next, are included in the fit. The latest, revised
version of the LHCb data [36] does not tolerate, however,
such an increased gluon FF in our global analysis.

We refrain from showing comparisons of our theoreti-
cal results with the ALICE and CDF data on single-
inclusive, high-pT D∗+ meson production. As can be seen
from Tab. II, the few data points which pass our cut on
pT are very well reproduced by our fit. Again, adopting
the KKKS08 set of FFs leads to a similar description of
these data, assuming DD∗+

i = DD∗±

i /2.
Finally, we turn to data on in-jet production, which,

in this paper, are considered for the first time in a global
QCD analysis of FFs and, hence, represent the center-

z

pT

dependence

talk  Scimemi
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 D1 from unintegrated SIDIS multiplicities

hermes

Airapetian et al.,  
P.R. D87 (13) 074029

further analysis: transverse momentum dependence 
of the unpolarized SIDIS cross section ... 

M
ul

tip
lic

ity

0

2

4

0

1

2

0

0.5

1

0.5 1

0

0.2

0.4

  [GeV]hP
0.5 1

proton
deuteron
proton
deuteron

+π+π -π-π0.2 < z < 0.30.2 < z < 0.3

0.3 < z < 0.40.3 < z < 0.4

0.4 < z < 0.60.4 < z < 0.6

0.6 < z < 0.80.6 < z < 0.8

M
ul

tip
lic

ity

0
0.2
0.4
0.6

0

0.2

0.4

0

0.1

0.2

0.5 1

0

0.05

0.1

  [GeV]hP
0.5 1

proton
deuteron
proton
deuteron

+K+K -K-K0.2 < z < 0.30.2 < z < 0.3

0.3 < z < 0.40.3 < z < 0.4

0.4 < z < 0.60.4 < z < 0.6

0.6 < z < 0.80.6 < z < 0.8

M
ul

tip
lic

ity

0

1

2

3

0

0.5

1

1.5

0
0.2
0.4
0.6

-110

0
0.1
0.2
0.3

Bx
-110

proton
deuteron
proton
deuteron

+π+π -π-π0.2 < z < 0.30.2 < z < 0.3

0.3 < z < 0.40.3 < z < 0.4

0.4 < z < 0.60.4 < z < 0.6

0.6 < z < 0.80.6 < z < 0.8

M
ul

tip
lic

ity

0

0.2

0.4

0.6

0
0.1
0.2
0.3

0

0.1

0.2

-110

0

0.05

0.1

Bx
-110

proton
deuteron
proton
deuteron

+K+K -K-K0.2 < z < 0.30.2 < z < 0.3

0.3 < z < 0.40.3 < z < 0.4

0.4 < z < 0.60.4 < z < 0.6

0.6 < z < 0.80.6 < z < 0.8

M
ul

tip
lic

ity

0

1

2

3

0

0.5

1

1.5

0
0.2
0.4
0.6

10

0
0.1
0.2
0.3

]2 [GeV2Q
10

proton
deuteron
proton
deuteron

+π+π -π-π0.2 < z < 0.30.2 < z < 0.3

0.3 < z < 0.40.3 < z < 0.4

0.4 < z < 0.60.4 < z < 0.6

0.6 < z < 0.80.6 < z < 0.8

M
ul

tip
lic

ity

0

0.2

0.4

0.6

0
0.1
0.2
0.3

0

0.1

0.2

10

0

0.05

0.1

]2 [GeV2Q
10

proton
deuteron
proton
deuteron

+K+K -K-K0.2 < z < 0.30.2 < z < 0.3

0.3 < z < 0.40.3 < z < 0.4

0.4 < z < 0.60.4 < z < 0.6

0.6 < z < 0.80.6 < z < 0.8

FIG. 8 (color online). Multiplicities of pions (left panels) and kaons (right panels) for the proton and the deuteron as a function of
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Fig. 4.

MULTIPLICITIES OF CHARGED PIONS AND KAONS . . . PHYSICAL REVIEW D 87, 074029 (2013)

074029-11

PRD87 (2013) 074029

(multi-dimensional analysis sensitive to <k⊥
2> and evolution, 

work in progress, TO-CA group)

- target: proton, deuteron 
- final state: π+, π−, K+, K− 

- 2688 points

Aghasyan et al.,  
P.R. D97 (18) 032006

about 5000 data points 
- target: deuteron 
- final state:  

- h+, h−  (run 2004) 
- π+,π−,K+,K−  (run 2006)  
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P2
hT. It is illustrated in Fig. 11, which shows the multiplicity of positive hadrons as a function of P2

hT up to
0.8 (GeV/c)2 at hQ2i= 1.25 (GeV/c)2 and hxi= 0.0062 (left-hand side) and at hQ2i= 4.52 (GeV/c)2 and
hxi = 0.043 (right-hand side). It should be noted that this particular kinematic region suffers from the
highest contribution of the r0 decay products to the charged hadron sample (Fig. 4, blue curve) evaluated
using the MC simulation. This effect is further discussed in Sec. 5.

The multiplicities shown in Figs 5-11 agree with the previous measurement of hadron distributions per-
formed by COMPASS [16]. However, as mentioned in Sec. 1, this measurement considerably extends
the kinematic range and reduces the statistical and systematic uncertainties, in particular the uncertainties
on the normalisation of the P2

hT-integrated multiplicities.
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TMD framework, NLL level

first global fit 
(includes DY and Z0)

Framework Hermes Compass # points

Pavia 2013 Gaussian  <pT2>q (z)
7 parameters 
no evolution

✔ ✘ 1538

Torino 2014 Gaussian <pT2>
(1 parameter)

only collinear DGLAP evolution
Ny=A+By (y=Q2/xs)  (C)

✔ 
separately

✔ 
separately

576 (H)
6284 (C)

↓ Framework of  TMD evolution ↓
EIKV 2014 TMD framework, NLL level

not a real fit 1 bin    (x,Q2) (?)

Pavia 2016
Bacchetta et al., 
JHEP 1706 (17) 081

✔ ✔ 8156

available fits
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Bacchetta et al.,  
JHEP 1311 (13) 194

Anselmino et al.,  
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Echevarria et al.,  
P.R.D89 (14) 074013
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 D1 from old e+e− data

Framework # points TASSO MARKII
PLUTO

↓ Framework of  TMD evolution ↓

Torino 2017
LO + LL analysis

1) Gaussian with 
<pT2>=a+b z2 log(Q/Q0)
2) Power law with
α=α0+α1 log(Q/Q0)

peak & normalization fitted

76 ✔ ✘Boglione et al.,  
P.L. B772 (17) 78

caveat

- fit of TASSO,                               
cross-check on MARKII (+ PLUTO) 

- hints of pT-broadening with Q 
- power law good, Gaussian bad

- z integrated, <z>≲0.1   pT/<z>~Q [14-44 GeV]   TMD factor. broken?

- need to extend to pT≲3 GeV to reproduce <pT2>

- equivalent fit with Hp ≠ TMD factorization

Figure 4: In the top panel we show the results from our fit to TASSO experi-
mental data using the power-law of Eqs. (17) and (23), in the range 0.03 GeV <
p? < 1.0 GeV. To avoid overlapping and provide a clear display of the 2� er-
ror bands, we plot the distributions for di↵erent energies applying an arbitrary
shift. In the bottom panel we compare the results from the fit to TASSO data to
the MARK II cross section. Note that a di↵erent normalization and its uncer-
tainties have to be determined independently for this data set. We dont display
the first bin, centered at p? = 0.05 GeV.
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Figure 10. Kinematic dependence of
〈
k2
⊥
〉
(x) (a) and of

〈
P 2

⊥
〉
(z) (b). The bands are the 68%

C.L. envelope of the full sets of best-fit curves. The data used in the fit approximately cover the
range 5× 10−3 ! x ! 0.5 and 0.2 ! z ! 0.7.

p → π+ p → π− p → K+ p → K− D → π+ D → π− D → K+ D → K−

Original 5.18 2.67 0.75 0.78 3.63 2.31 1.12 2.27

Normalized 1.94 1.13 0.57 0.29 1.59 0.80 0.47 0.97

Table 12. χ2/d.o.f. for Hermes data with and without normalization to the value of the first bin
in PhT .

shown in figure 10 (a) for
〈
k2
⊥
〉
(x) and figure 10 (b) for

〈
P 2
⊥
〉
(z). The bands are computed

as the 68% C.L. envelope of the full sets of curves from the 200 replicas. Comparison with
other extractions are presented and the legend is detailed in the caption of figure 9.

4.3 Stability of our results

In this subsection we discuss the effect of modifying some of the choices we made in our de-
fault fit. Instead of repeating the fitting procedure with different choices, we limit ourselves
to checking how the χ2 of a single replica is affected by the modifications.

As starting point we choose replica 105, which, as discussed above, is one of the most
representative among the whole replica set. The global χ2/d.o.f. of replica 105 is 1.51. We
keep all parameters fixed, without performing any new minimization, and we compute the
χ2/d.o.f. after the modifications described in the following.

First of all, we analyze Hermes data with the same strategy as Compass, i.e., we
normalize Hermes data to the value of the first bin in PhT . In this case, the global
χ2/d.o.f. reduces sharply to 1.27. The partial χ2 for the different SIDIS processes measured
at Hermes are shown in table 12. This confirms that normalization effects are the main
contribution to the χ2 of SIDIS data and have minor effects on TMD-related parameters.
In fact, even if we perform a new fit with this modification, the χ2 does not improve
significantly and parameters do not change much.

We consider the effect of changing the normalization of the Z-boson data: if we increase
the normalization factors quoted in the last row of table 4 by 5%, the χ2 quoted in the last
row of table 9 drops to 0.66, 0.52, 0.65, 0.68. This effect is also already visible by eye in
figure 8: the theoretical curves are systematically below the experimental data points, but
the shape is reproduced very well.
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sults quite well for not too large values of Q2. For increasing Q2, the P2
hT-dependence of the multiplicities

changes as can be seen in Fig. 9. A more complex parameterisation appears to be necessary to fit the
data, as shown in Ref. [35] .
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4.3 Stability of our results

In this subsection we discuss the effect of modifying some of the choices we made in our de-
fault fit. Instead of repeating the fitting procedure with different choices, we limit ourselves
to checking how the χ2 of a single replica is affected by the modifications.

As starting point we choose replica 105, which, as discussed above, is one of the most
representative among the whole replica set. The global χ2/d.o.f. of replica 105 is 1.51. We
keep all parameters fixed, without performing any new minimization, and we compute the
χ2/d.o.f. after the modifications described in the following.

First of all, we analyze Hermes data with the same strategy as Compass, i.e., we
normalize Hermes data to the value of the first bin in PhT . In this case, the global
χ2/d.o.f. reduces sharply to 1.27. The partial χ2 for the different SIDIS processes measured
at Hermes are shown in table 12. This confirms that normalization effects are the main
contribution to the χ2 of SIDIS data and have minor effects on TMD-related parameters.
In fact, even if we perform a new fit with this modification, the χ2 does not improve
significantly and parameters do not change much.

We consider the effect of changing the normalization of the Z-boson data: if we increase
the normalization factors quoted in the last row of table 4 by 5%, the χ2 quoted in the last
row of table 9 drops to 0.66, 0.52, 0.65, 0.68. This effect is also already visible by eye in
figure 8: the theoretical curves are systematically below the experimental data points, but
the shape is reproduced very well.
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Figure 4: In the top panel we show the results from our fit to TASSO experi-
mental data using the power-law of Eqs. (17) and (23), in the range 0.03 GeV <
p? < 1.0 GeV. To avoid overlapping and provide a clear display of the 2� er-
ror bands, we plot the distributions for di↵erent energies applying an arbitrary
shift. In the bottom panel we compare the results from the fit to TASSO data to
the MARK II cross section. Note that a di↵erent normalization and its uncer-
tainties have to be determined independently for this data set. We dont display
the first bin, centered at p? = 0.05 GeV.

06OR23177 and by U.S. DOE Grant #DE-FG02-97ER41028.
R.T. wishes to thank A. Mirjalili for his continuos support
throughout this project, and Yazd University for financing her
stay at the University of Turin, where she performed part of her
work.

References

[1] A. Signori, A. Bacchetta, M. Radici, G. Schnell, Investigations into the
flavor dependence of partonic transverse momentum, JHEP 1311 (2013)
194. arXiv:1309.3507, doi:10.1007/JHEP11(2013)194.

[2] M. Anselmino, M. Boglione, J. Gonzalez Hernandez, S. Melis,
A. Prokudin, Unpolarised Transverse Momentum Dependent Distribu-
tion and Fragmentation Functions from SIDIS Multiplicities, JHEP 1404
(2014) 005. arXiv:1312.6261, doi:10.1007/JHEP04(2014)005.

[3] C. A. Aidala, B. Field, L. P. Gamberg, T. C. Rogers, Limits on trans-
verse momentum dependent evolution from semi-inclusive deep in-
elastic scattering at moderate Q, Phys. Rev. D89 (9) (2014) 094002.
arXiv:1401.2654, doi:10.1103/PhysRevD.89.094002.

[4] J. Collins, L. Gamberg, A. Prokudin, T. C. Rogers, N. Sato, B. Wang,
Relating Transverse Momentum Dependent and Collinear Factoriza-
tion Theorems in a Generalized Formalism, Phys. Rev. D94 (3) (2016)
034014. arXiv:1605.00671, doi:10.1103/PhysRevD.94.034014.

[5] M. Boglione, J. Collins, L. Gamberg, J. O. Gonzalez-Hernandez, T. C.
Rogers, N. Sato, Kinematics of Current Region Fragmentation in Semi-

Figure 5: Results obtained by using the power-law of Eqs. (17) and (23) com-
pared to TASSO p?-dependent distributions [12], in the range 0.03 GeV <
p? < 2.0 GeV. Error bands are computed using a 2�-confidence level, as
explained in Section 3.

0.1

0.2

0.3

0.4

10 20 30 40

<p
⟂

2 >

√s

TASSO fit estimate
TASSO
PLUTO

Figure 6: Estimation of the transverse momentum mean value, hp2
?i, obtained

by using the parameters extracted by fitting the TASSO p? distributions up to
3.0 GeV. Empty squares correspond to PLUTO data [14] while filled diamonds
correspond to TASSO measurements [12]. The shaded area represents the un-
certainty of our calculation and is computed as explained in Section 3.

Inclusive Deeply Inelastic Scattering, Phys. Lett. B766 (2017) 245–253.
arXiv:1611.10329, doi:10.1016/j.physletb.2017.01.021.

[6] Z.-B. Kang, A. Prokudin, P. Sun, F. Yuan, Nucleon tensor charge from
Collins azimuthal asymmetry measurements, Phys. Rev. D91 (2015)
071501. arXiv:1410.4877, doi:10.1103/PhysRevD.91.071501.

[7] A. Bacchetta, M. G. Echevarria, P. J. G. Mulders, M. Radici, A. Sig-
nori, E↵ects of TMD evolution and partonic flavor on e+ e� an-
nihilation into hadrons, JHEP 11 (2015) 076. arXiv:1508.00402,
doi:10.1007/JHEP11(2015)076.

[8] M. Anselmino, M. Boglione, U. D’Alesio, J. O. G. Hernandez, S. Melis,
F. Murgia, A. Prokudin, Collins functions for pions from SIDIS and
new e

+
e
� data: a first glance at their transverse momentum depen-

dencearXiv:1510.05389.
[9] M. Anselmino, M. Boglione, U. D’Alesio, J. O. Gonzalez Hernandez,

S. Melis, F. Murgia, A. Prokudin, Extracting the Kaon Collins func-
tion from e

+
e
� hadron pair production data, Phys. Rev. D93 (3) (2016)

034025. arXiv:1512.02252, doi:10.1103/PhysRevD.93.034025.
[10] R. Seidl, Fragmentation Measurements in BELLE (2016) , Talk presented

at SPIN 2016, 22nd International Spin Symposium Illinois and Indiana
University, September 25–30, 2016.

[11] M. Altho↵, et al., Jet Production and Fragmentation in e+ e- An-
nihilation at 12-GeV to 43-GeV, Z. Phys. C22 (1984) 307–340.
doi:10.1007/BF01547419.

[12] W. Braunschweig, et al., Global Jet Properties at 14-GeV to 44-GeV

9



26

(x
, b

)
1

 h

)-1b (GeV
0 1 2 3 4
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

(a)

)
  

(x
, k

1
  h

T

 (GeV)  k T

0 1 2 3 4
-310

-210

-110

(b)
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FIG. 10. Unpolarised FF u → π+ as function of b (a) and as function of p⊥ (b) at three different scales Q2 = 2.4 (dotted lines),
Q2 = 10 (solid lines) and Q2 = 1000 (dashed lines) GeV2.

One can see from Fig. 12 that both data and the model obey kinematical suppression of asymmetries at low
zh, and Ph⊥. Additionally the data indicates that asymmetry becomes smaller in the region of small-xB and thus
transversity becomes small in the small-xB region as well as can be seen in Fig. 3 (a). Positive asymmetry of π+

production implies that the product of u-quark transversity and the favored Collins fragmentation function is positive.
We choose the solution with positive u-quark transversity (the same sign as u-quark helicity distribution) and obtain
favored Collins fragmentation function is positive, see Fig. 3 (b). Large negative asymmetry of π− production indicates
that the so-called unfavored Collins fragmentation function is large and negative and indeed it is the case, see Fig. 3
(b). Measurements on proton targets are dominated by u-quark functions as far as e2u/e

2
d = 4, thus we have better

precision for the extraction of u-quark transversity and tensor charge δu.
The COMPASS data [96, 97] extend the region of resolution scale by a factor of three, ⟨Q2⟩ <∼ 21 (GeV2). We present

results of our description in Fig. 13. Again we exclude the region of Ph⊥ > 0.8 GeV where relation Ph⊥/⟨z⟩ < Q is
not satisfied. The COMPASS data extends the region of xB up to xB ∼ 10−2 and the measured asymmetry indicates
that transversity is rather small in the small-x region. Indeed the extracted transversity shown in Fig. 3 (a) becomes
small in the small-x region. The COMPASS data on effective deuterium target Fig. 13 (b) indicate that the sum of
u-quark and d-quark transversities is small, and thus both functions are approximately of the same size, it can be
seen in Fig. 3 (a).
Description of JLab’s HALL A data [9] is shown in Fig. 14. The data extend the region of xB toward large-x

and one can see that our fit is compatible with the data. The measurement on effective neutron target (3He) is
sensitive to d-quark functions, however the current experimental errors are too big to allow better extraction of
d-quark transversity.
Both BELLE [12] and BABAR [98] collaborations measured the Collins asymmetries in e+e− at

√
s ≃ 10.6 GeV.

Comparison of BELLE data [12] on A0 asymmetries for both UL and UC methods is presented in Fig. 15. The data

Q2 = 2.4 GeV2

Q2 = 10 GeV2

Q2 = 1000 GeV2

D1u→π+

P⏊ (GeV)
Kang, Prokudin, Sun, Yuan, P.R. D93 (16) 014009

strong dependence 
predicted 

What do we know about  D1 (z, PhT) ?

4. does  PhT dependence change with scale Q2 ? 

than p? ⇠ M. Therefore, even if one can describe the data, any
interpretation of the logarithmic behavior of ↵, in terms of the
ingredients that define the TMD FF, Eq. (5), should be taken
with great caution. Nonetheless, it is worthwhile to explore this
possibility.

Notice that the function g̃ acquires its behavior from �� and
gK . Since the first varies slowly with b?, and in fact does freeze
to a constant value at large enough b? (see Eq. (7)), one may
see Eq. (23) as the manifestation of a logarithmic large-b? trend
for gk(b?), analogous to Eq. (22). A behavior consistent with
discussions in Refs. [3, 25]. However, we stress that one may
well reproduce the data by using di↵erent assumptions. As a
counter example we consider a simple picture where the cross
section takes the form

d�

dz d2 p?
/
0
BBBBB@

1

p
2
? + z M̃2

1
CCCCCA
�1+ �2 z

, (24)

and where one accounts for the integration over z by some av-
erage value hzi, leading to

d�

d2 p?
/
0
BBBBB@

1

p
2
? + hzi M̃

2

1
CCCCCA
�1+ �2 hzi

, (25)

where the parameters �1, �2 and M̃ are to be determined by a
fit. In this case, it is indeed possible to obtain a good descrip-
tion of the data by using the experimental average values of z of
Table 1, since they exhibit a seemingly logarithmic trend. How-
ever, it is di�cult to make a connection to TMD evolution since
the values in Table 1 are in general a↵ected by correlations be-
tween Q and z of di↵erent origin, possibly related to e↵ects that
go beyond the scope of TMD factorization, given the low val-
ues of hzhi. In fact, notice that the condition of Eq. (19) implies
a logarithmic behavior for our fit parameter M2. It is possible
that, for instance, the e↵ects of the TMD evolution, encoded
in gK , result in changes in the power ↵ that fit the data, while
the changes in M2 are the result of correlations induced by the
integration over z. It seems, however, that the lack of informa-
tion about the z-dependence of the TMD FF in the TASSO and
MARK II measurements hinders a more solid conclusion about
TMD evolution e↵ects in these data sets.

Finally, it is useful to test the model of Eqs. (17) and (23) for
larger values of p?. In fact, this is necessary to calculate hp2

?i,
since it implies integration over the full range of p?. For this,
we keep the first of the constraints (19), but free the parameter
p0?. First, we perform a fit including data up to p? = 2 GeV.
As seen in Figure 5 and the last entry of Table 3, the model
can successfully accommodate this extended range of p?. This
range is, however, not enough to reproduce to a good accu-
racy the corresponding TASSO measurements of hp2

?i. Thus,
we further extend the range analysis of TASSO data to values
up to p? = 3 GeV and use the resulting minimal parameters
to estimate hp2

?i. Figure 6 shows our estimate and the data
from TASSO. The range of integration used implies that aver-
age values of transverse momentum receive important contribu-
tions from non-TMD e↵ects. For completeness, Figure 6 shows
also hp2

?i data by PLUTO. We note that PLUTO measurements
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Figure 3: Values of ↵ in Eq. (17) that best describe the distributions of [12].
The triangles represent the minimal values of independent fits, performed for
each value of the center of the c.m energy

p
s = Q. The shaded bands indicate

the corresponding uncertainty.

for hp2
?i are systematically smaller than those by TASSO. This

reflects the fact that data selection is not compatible between
experiments. They do however, seem to follow the same de-
pendence on Q.

4. Final remarks

TMD FFs embed the essence of hadronization, one of the
most important manifestations of QCD in the non-perturbative
regime. It is therefore important to gather as much information
as possible on these soft quantities, which cannot be computed,
but have to be inferred from experiment. Over the last few
years, several analyses have been performed to extract the po-

larized TMD FFs, like the Collins function, using the measure-
ments of the Collins asymmetries in e

+
e
� ! h1h2X processes

provided by BELLE and BaBar Collaborations, which deliv-
ered multidimensional data (in bins of z1, z2, p?1, p?2) with
impressive statistics and very high precision. Unfortunately, no
analogous data have been provided on the p?-distributions of
the unpolarized cross sections, or multiplicities, to allow for
the extraction of the unpolarized TMD FFs. The absence of
these fundamental bricks encumbers the analysis of any other
polarized, as well as unpolarized, process.

At present, the only available data are some old (and al-
most forgotten) measurements of e

+
e
� ! hX cross sections

from TASSO and MARKII Collaborations. Although these are
one-dimensional data and are a↵ected by large uncertainties, as
discussed in Section 1, they have the unique advantage of deliv-
ering measurements at di↵erent c.m. energies; therefore, they
can provide a valuable starting point not only to learn about the
unpolarized TMD FFs, but also to study the physiognomy of
their TMD evolution.

In this article we assess the extent to which the e↵ects of
TMD evolution can be observed in these data. For this purpose,
our main tool is an analysis based on a simple partonic picture
in which the cross section is factorized, as in Refs. [2, 8, 15–17].
While these types of analysis typically use a Gaussian form, we
also test a power-law behavior to describe the data, as suggested

7

⇠ 1

(p2T + p2T0)
↵↵ = ↵0 + ↵1 log

Q

Q0

power law

= Q (GeV)

Boglione, Gonzalez, Taghavi, P.L. B772 (17) 78

log-like behavior
observed (so far..)
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Fig. 15: Average transverse momentum hP2
hTi, as obtained from the fit of h+ multiplicities using the single Gaussian

parameterisation, shown as a function of z2. The eight panels correspond to the eight x-bins as indicated, where in
each panel data points from all five Q2 bins are shown. Error bars denote to statistical uncertainties.
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Fig. 16: (a) h+ multiplicities as a function of P2
hT up to 1 (GeV/c)2 for three z bins at hQ2i = 1.25 (GeV/c)2

and hxi = 0.006. The curves correspond to the fits using Eq. 8. (b) Same as (a) for hQ2i = 4.65 (GeV/c)2 and
hxi= 0.075.

sults quite well for not too large values of Q2. For increasing Q2, the P2
hT-dependence of the multiplicities

changes as can be seen in Fig. 9. A more complex parameterisation appears to be necessary to fit the
data, as shown in Ref. [35] .
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 e+e−  cross section

e+ e− → h X 5

FIG. 2: Definition of the azimuthal angles φ1 and φ2 of the
two hadrons, between the scattering plane and their transverse
momenta Phi⊥ around the thrust axis n̂. The angle θ is defined
as the angle between the lepton axis and the thrust axis.

momentum of the quark-antiquark pair is known. The
quark directions are, however, not accessible to a direct
measurement and are thus approximated by the thrust
axis. The thrust axis n̂ maximizes the event shape vari-
able thrust:

T
max
=

∑

h |PCMS
h

· n̂|
∑

h |PCMS
h |

, (3)

where the sum extends over all detected particles. The
thrust value varies between 0.5 for spherical events and
1 for tracks aligned with the thrust axis of an event. The
thrust axis is a good approximation to the original quark-
antiquark axis as described in Section III A. The first
method of accessing the Collins asymmetry, M12 is based
on measuring a cos(φ1 + φ2) modulation of hadron pairs
(N(φ1 + φ2)) on top of the flat distribution due to the
unpolarized part of the fragmentation function. The un-
polarized part is given by the average bin content ⟨N12⟩.
The normalized distribution is then defined as

R12 :=
N(φ1 + φ2)

⟨N12⟩
. (4)

The corresponding cross section is differential in both az-
imuthal angles φ1,φ2 and fractional energies z1,z2 and
thus reads [25]:

dσ(e+e− → h1h2X)

dΩdz1dz2dφ1dφ2
=

∑

q,q̄
3α2

Q2

e2
q

4 z2
1z

2
2

{

(1 + cos2 θ)Dq,[0]
1 (z1)D

q,[0]
1 (z2)

+ sin2 θ cos(φ1 + φ2)H
⊥,[1],q
1 (z1)H

⊥,[1],q
1 (z2)

}

, (5)

where the summation runs over all quark flavors acces-
sible at the center-of-mass energy. Antiquark fragmen-
tation is denoted by a bar over the corresponding quark

FIG. 3: Definition of the azimuthal angle φ0 formed between
the planes defined by the lepton momenta and that of one
hadron and the second hadron’s transverse momentum P ′

h1⊥

relative to the first hadron.

fragmentation function; the charge-conjugate term has
been omitted. The fragmentation functions do not ap-
pear in the cross section directly but as the zeroth ([0])
or first ([1]) moments in the absolute value of the corre-
sponding transverse momenta [26]:

F [n](z) =

∫

d|kT |2
[

|kT |
M

]n

F (z,k2
T ) . (6)

In this equation the transverse hadron momentum
has been rewritten in terms of the intrinsic transverse
momentum of the process: Ph⊥ = zkT . The mass M is
usually set to be the mass of the detected hadron, in the
analysis presented here M will be the pion mass.

A second way of calculating the azimuthal asymme-
tries, method M0, integrates over all thrust axis direc-
tions leaving only one azimuthal angle. This angle is de-
fined as the angle between the planes spanned by one
hadron momentum and the lepton momenta, and the
transverse momentum of the second hadron with respect
to the first hadron momentum. This angle in the opposite
jet hemisphere is displayed in Fig. 3, and is calculated as

φ0 = sgn [Ph2 · {(ẑ × Ph2) × (Ph2 × Ph1)}]

× arccos

(

ẑ × Ph2

|ẑ × Ph2|
·

Ph2 × Ph1

|Ph2 × Ph1|

)

. (7)

The corresponding normalized distribution R0, which is
defined as

R0 :=
N(2φ0)

⟨N0⟩
, (8)

contains a cos(2φ0) modulation. The differential cross
section depends on fractional energies z1, z2 of the two
hadrons, on the angle φ0 and the transverse momentum
QT = |qT | of the virtual photon from the e+e− annihila-
tion process in the two hadron center-of-mass system. At
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FIG. 2: Definition of the azimuthal angles φ1 and φ2 of the
two hadrons, between the scattering plane and their transverse
momenta Phi⊥ around the thrust axis n̂. The angle θ is defined
as the angle between the lepton axis and the thrust axis.

momentum of the quark-antiquark pair is known. The
quark directions are, however, not accessible to a direct
measurement and are thus approximated by the thrust
axis. The thrust axis n̂ maximizes the event shape vari-
able thrust:

T
max
=
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h |PCMS
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· n̂|
∑

h |PCMS
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, (3)

where the sum extends over all detected particles. The
thrust value varies between 0.5 for spherical events and
1 for tracks aligned with the thrust axis of an event. The
thrust axis is a good approximation to the original quark-
antiquark axis as described in Section III A. The first
method of accessing the Collins asymmetry, M12 is based
on measuring a cos(φ1 + φ2) modulation of hadron pairs
(N(φ1 + φ2)) on top of the flat distribution due to the
unpolarized part of the fragmentation function. The un-
polarized part is given by the average bin content ⟨N12⟩.
The normalized distribution is then defined as

R12 :=
N(φ1 + φ2)

⟨N12⟩
. (4)

The corresponding cross section is differential in both az-
imuthal angles φ1,φ2 and fractional energies z1,z2 and
thus reads [25]:
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fragmentation function; the charge-conjugate term has
been omitted. The fragmentation functions do not ap-
pear in the cross section directly but as the zeroth ([0])
or first ([1]) moments in the absolute value of the corre-
sponding transverse momenta [26]:

F [n](z) =

∫

d|kT |2
[

|kT |
M

]n

F (z,k2
T ) . (6)

In this equation the transverse hadron momentum
has been rewritten in terms of the intrinsic transverse
momentum of the process: Ph⊥ = zkT . The mass M is
usually set to be the mass of the detected hadron, in the
analysis presented here M will be the pion mass.

A second way of calculating the azimuthal asymme-
tries, method M0, integrates over all thrust axis direc-
tions leaving only one azimuthal angle. This angle is de-
fined as the angle between the planes spanned by one
hadron momentum and the lepton momenta, and the
transverse momentum of the second hadron with respect
to the first hadron momentum. This angle in the opposite
jet hemisphere is displayed in Fig. 3, and is calculated as

φ0 = sgn [Ph2 · {(ẑ × Ph2) × (Ph2 × Ph1)}]

× arccos

(

ẑ × Ph2

|ẑ × Ph2|
·

Ph2 × Ph1

|Ph2 × Ph1|

)

. (7)

The corresponding normalized distribution R0, which is
defined as

R0 :=
N(2φ0)

⟨N0⟩
, (8)

contains a cos(2φ0) modulation. The differential cross
section depends on fractional energies z1, z2 of the two
hadrons, on the angle φ0 and the transverse momentum
QT = |qT | of the virtual photon from the e+e− annihila-
tion process in the two hadron center-of-mass system. At
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FIG. 2: Definition of the azimuthal angles φ1 and φ2 of the
two hadrons, between the scattering plane and their transverse
momenta Phi⊥ around the thrust axis n̂. The angle θ is defined
as the angle between the lepton axis and the thrust axis.

momentum of the quark-antiquark pair is known. The
quark directions are, however, not accessible to a direct
measurement and are thus approximated by the thrust
axis. The thrust axis n̂ maximizes the event shape vari-
able thrust:

T
max
=

∑

h |PCMS
h

· n̂|
∑

h |PCMS
h |

, (3)

where the sum extends over all detected particles. The
thrust value varies between 0.5 for spherical events and
1 for tracks aligned with the thrust axis of an event. The
thrust axis is a good approximation to the original quark-
antiquark axis as described in Section III A. The first
method of accessing the Collins asymmetry, M12 is based
on measuring a cos(φ1 + φ2) modulation of hadron pairs
(N(φ1 + φ2)) on top of the flat distribution due to the
unpolarized part of the fragmentation function. The un-
polarized part is given by the average bin content ⟨N12⟩.
The normalized distribution is then defined as

R12 :=
N(φ1 + φ2)

⟨N12⟩
. (4)

The corresponding cross section is differential in both az-
imuthal angles φ1,φ2 and fractional energies z1,z2 and
thus reads [25]:

dσ(e+e− → h1h2X)

dΩdz1dz2dφ1dφ2
=

∑

q,q̄
3α2

Q2

e2
q

4 z2
1z

2
2

{

(1 + cos2 θ)Dq,[0]
1 (z1)D

q,[0]
1 (z2)

+ sin2 θ cos(φ1 + φ2)H
⊥,[1],q
1 (z1)H

⊥,[1],q
1 (z2)

}

, (5)

where the summation runs over all quark flavors acces-
sible at the center-of-mass energy. Antiquark fragmen-
tation is denoted by a bar over the corresponding quark

FIG. 3: Definition of the azimuthal angle φ0 formed between
the planes defined by the lepton momenta and that of one
hadron and the second hadron’s transverse momentum P ′
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relative to the first hadron.

fragmentation function; the charge-conjugate term has
been omitted. The fragmentation functions do not ap-
pear in the cross section directly but as the zeroth ([0])
or first ([1]) moments in the absolute value of the corre-
sponding transverse momenta [26]:

F [n](z) =

∫

d|kT |2
[

|kT |
M

]n

F (z,k2
T ) . (6)

In this equation the transverse hadron momentum
has been rewritten in terms of the intrinsic transverse
momentum of the process: Ph⊥ = zkT . The mass M is
usually set to be the mass of the detected hadron, in the
analysis presented here M will be the pion mass.

A second way of calculating the azimuthal asymme-
tries, method M0, integrates over all thrust axis direc-
tions leaving only one azimuthal angle. This angle is de-
fined as the angle between the planes spanned by one
hadron momentum and the lepton momenta, and the
transverse momentum of the second hadron with respect
to the first hadron momentum. This angle in the opposite
jet hemisphere is displayed in Fig. 3, and is calculated as

φ0 = sgn [Ph2 · {(ẑ × Ph2) × (Ph2 × Ph1)}]

× arccos

(

ẑ × Ph2

|ẑ × Ph2|
·

Ph2 × Ph1

|Ph2 × Ph1|

)

. (7)

The corresponding normalized distribution R0, which is
defined as

R0 :=
N(2φ0)

⟨N0⟩
, (8)

contains a cos(2φ0) modulation. The differential cross
section depends on fractional energies z1, z2 of the two
hadrons, on the angle φ0 and the transverse momentum
QT = |qT | of the virtual photon from the e+e− annihila-
tion process in the two hadron center-of-mass system. At
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momentum of the quark-antiquark pair is known. The
quark directions are, however, not accessible to a direct
measurement and are thus approximated by the thrust
axis. The thrust axis n̂ maximizes the event shape vari-
able thrust:

T
max
=

∑

h |PCMS
h

· n̂|
∑

h |PCMS
h |
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where the sum extends over all detected particles. The
thrust value varies between 0.5 for spherical events and
1 for tracks aligned with the thrust axis of an event. The
thrust axis is a good approximation to the original quark-
antiquark axis as described in Section III A. The first
method of accessing the Collins asymmetry, M12 is based
on measuring a cos(φ1 + φ2) modulation of hadron pairs
(N(φ1 + φ2)) on top of the flat distribution due to the
unpolarized part of the fragmentation function. The un-
polarized part is given by the average bin content ⟨N12⟩.
The normalized distribution is then defined as
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tation is denoted by a bar over the corresponding quark

FIG. 3: Definition of the azimuthal angle φ0 formed between
the planes defined by the lepton momenta and that of one
hadron and the second hadron’s transverse momentum P ′

h1⊥

relative to the first hadron.

fragmentation function; the charge-conjugate term has
been omitted. The fragmentation functions do not ap-
pear in the cross section directly but as the zeroth ([0])
or first ([1]) moments in the absolute value of the corre-
sponding transverse momenta [26]:

F [n](z) =

∫

d|kT |2
[

|kT |
M

]n

F (z,k2
T ) . (6)

In this equation the transverse hadron momentum
has been rewritten in terms of the intrinsic transverse
momentum of the process: Ph⊥ = zkT . The mass M is
usually set to be the mass of the detected hadron, in the
analysis presented here M will be the pion mass.

A second way of calculating the azimuthal asymme-
tries, method M0, integrates over all thrust axis direc-
tions leaving only one azimuthal angle. This angle is de-
fined as the angle between the planes spanned by one
hadron momentum and the lepton momenta, and the
transverse momentum of the second hadron with respect
to the first hadron momentum. This angle in the opposite
jet hemisphere is displayed in Fig. 3, and is calculated as

φ0 = sgn [Ph2 · {(ẑ × Ph2) × (Ph2 × Ph1)}]

× arccos

(

ẑ × Ph2

|ẑ × Ph2|
·

Ph2 × Ph1

|Ph2 × Ph1|

)

. (7)

The corresponding normalized distribution R0, which is
defined as

R0 :=
N(2φ0)

⟨N0⟩
, (8)

contains a cos(2φ0) modulation. The differential cross
section depends on fractional energies z1, z2 of the two
hadrons, on the angle φ0 and the transverse momentum
QT = |qT | of the virtual photon from the e+e− annihila-
tion process in the two hadron center-of-mass system. At
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q2 = 2.4 GeV2 (central panel) and at Q2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01(z) + biP11(z) i = fav, dis (41)

where P01(z) = (1� z) and P11(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav(z) and NC
dis(z) as given in Eq. (41).
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include TMD evolution, seems to be quite satisfactory. On the other hand, the TMD evolution approach of Ref. [26]
gives very good results. Despite the sizeable di↵erence in Q

2 among the di↵erent sets of e+e� data, the measured
asymmetries do not show any sensitivity to evolution e↵ects in Q

2. Further comments will be given in the conclusions.
One should also add that, at the moderate energies of BESIII experiment, with the di�culties to isolate opposite

jet hadrons, some corrections to the TMD factorised approach might still be relevant, like the appropriate insertion
of kinematical cuts, of higher twist contributions and of threshold e↵ects.
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FIG. 12: The solid, black circles represent the AUC
0 (left panel) and AUL

0 (right panel) asymmetries measured by the BESIII
collaboration at Q2 = 13 GeV2, in bins of (z1, z2) [29], while the solid blue circles (with their relative bands) correspond to the
predictions obtained by using our reference fit results for the Collins functions.
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theoretical curves correspond to the uncertainty on the parameters, as explained in the text.
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FIG. 12: The solid, black circles represent the AUC
0 (left panel) and AUL

0 (right panel) asymmetries measured by the BESIII
collaboration at Q2 = 13 GeV2, in bins of (z1, z2) [29], while the solid blue circles (with their relative bands) correspond to the
predictions obtained by using our reference fit results for the Collins functions.
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theoretical curves correspond to the uncertainty on the parameters, as explained in the text.
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[0.5, 0.9] (bottom). The solid lines show the results of the fit.

tio RU/RL(C) follows the expression

RU

RL(C)
= A cos(2φ0) +B, (3)

where A and B are free parameters. B should be consis-
tent with unity, and A mainly contains the Collins effect.
The AUL, AUC are used to denote the asymmetries for
UL and UC ratios, respectively.
The analysis is performed in (z1, z2) bins with bound-

aries at zi= 0.2, 0.3, 0.5 and 0.9 (i = 1, 2), where comple-
mentary off-diagonal bins (z1, z2) and (z2, z1) are com-
bined. In each (z1, z2) bin, normalized rates RU,L,C and
double ratios RU/RL,C are evaluated in 15 bins of con-
stant width in the 2φ0 angles. In Fig. 2, the distributions
of the double ratio RU/RL are shown for two highest (z1,
z2) bins with the fit results using Eq. 3. In Fig. 3, the
asymmetry values (A) obtained from the fit are shown as
a function of six symmetric (z1, z2) bins. Studying the
dependence on pt is valuable for investigating the trans-
verse momentum dependent evolution of the Collins func-
tion. The expected behavior of the Collins asymmetries
as a function of sin2θ2/(1 + cos2θ2) is linear (see Eq. 2).
Therefore, the Collins asymmetries are investigated also
in bins of pt and sin2θ2/(1 + cos2θ2), as shown in Fig. 4
and Fig. 5. The numerical results in each (z1,z2) and pt
bins are listed in Table I. Since one pion is allowed to be
assigned to different pion pairs, the statistical uncertain-
ties are expected to be underestimated. This is checked
by repeating the whole procedure but allowing each pi-
on to be only involved in one pion pair. We find that
the statistical uncertainty in each bin becomes slightly
larger, and we therefore scale the statistical errors by a
factor of 1.1 for all bins.
Several potential sources of systematic uncertainties

are investigated. An important test of the analysis
method is the extraction of double ratios from MC sam-
ples, in which the Collins asymmetries are not included
but radiative gluon and detector acceptance effects are

bin
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tio RU/RL(C) follows the expression

RU

RL(C)
= A cos(2φ0) +B, (3)

where A and B are free parameters. B should be consis-
tent with unity, and A mainly contains the Collins effect.
The AUL, AUC are used to denote the asymmetries for
UL and UC ratios, respectively.
The analysis is performed in (z1, z2) bins with bound-

aries at zi= 0.2, 0.3, 0.5 and 0.9 (i = 1, 2), where comple-
mentary off-diagonal bins (z1, z2) and (z2, z1) are com-
bined. In each (z1, z2) bin, normalized rates RU,L,C and
double ratios RU/RL,C are evaluated in 15 bins of con-
stant width in the 2φ0 angles. In Fig. 2, the distributions
of the double ratio RU/RL are shown for two highest (z1,
z2) bins with the fit results using Eq. 3. In Fig. 3, the
asymmetry values (A) obtained from the fit are shown as
a function of six symmetric (z1, z2) bins. Studying the
dependence on pt is valuable for investigating the trans-
verse momentum dependent evolution of the Collins func-
tion. The expected behavior of the Collins asymmetries
as a function of sin2θ2/(1 + cos2θ2) is linear (see Eq. 2).
Therefore, the Collins asymmetries are investigated also
in bins of pt and sin2θ2/(1 + cos2θ2), as shown in Fig. 4
and Fig. 5. The numerical results in each (z1,z2) and pt
bins are listed in Table I. Since one pion is allowed to be
assigned to different pion pairs, the statistical uncertain-
ties are expected to be underestimated. This is checked
by repeating the whole procedure but allowing each pi-
on to be only involved in one pion pair. We find that
the statistical uncertainty in each bin becomes slightly
larger, and we therefore scale the statistical errors by a
factor of 1.1 for all bins.
Several potential sources of systematic uncertainties

are investigated. An important test of the analysis
method is the extraction of double ratios from MC sam-
ples, in which the Collins asymmetries are not included
but radiative gluon and detector acceptance effects are
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include TMD evolution, seems to be quite satisfactory. On the other hand, the TMD evolution approach of Ref. [26]
gives very good results. Despite the sizeable di↵erence in Q

2 among the di↵erent sets of e+e� data, the measured
asymmetries do not show any sensitivity to evolution e↵ects in Q

2. Further comments will be given in the conclusions.
One should also add that, at the moderate energies of BESIII experiment, with the di�culties to isolate opposite

jet hadrons, some corrections to the TMD factorised approach might still be relevant, like the appropriate insertion
of kinematical cuts, of higher twist contributions and of threshold e↵ects.
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0 (right panel) asymmetries measured by the BESIII
collaboration at Q2 = 13 GeV2, in bins of (z1, z2) [29], while the solid blue circles (with their relative bands) correspond to the
predictions obtained by using our reference fit results for the Collins functions.
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are measured in four different bins of zh1, zh2 and one can see that the description of the data is very good. The
asymmetry becomes small when zh1, zh2 become small due to kinematical suppression and one can see from Fig. 15
that our calculations are compatible with this behavior.
In Fig. 16 we present description of BABAR data [98] on A0 asymmetries for both UL and UC methods. The

data are in six bins of zh1, zh2 with six points in each bin. This allows for better extraction of the shape of Collins
fragmentation functions. One can see that also in this case the description is very good. The large-z region deserve
a special comment. One expects that the formalism will become unreliable when zh1 → 1 and/or zh2 → 1 due to the
influence of exclusive pion production. Indeed one can see from Figs. 15 and 16 that in large-z bins the quality of
description deteriorates. Nevertheless both magnitude and the shape of the data are reproduced perfectly in the plot.
It is achieved by allowing parameters that describe shape of favored and unfavored Collins fragmentation functions
be different and independent of each other. Additionally the correct Q2 evolution reproduces the shape much better
compared to the case of absence of the evolution. Note that we have not attempted to fit the data without TMD
evolution, thus our conclusion is valid only for comparison of results with and without evolution using parameters of
NLL fit.
Even though a priori it is very difficult to expect perfect description of the data in the whole z region, our fit indeed

is capable of reproducing the data very well. Both AUL
0 and AUC

0 are described very well, we observe no tension
between the measurements and it indicates the robustness of the method. AUL

0 and AUC
0 have slightly different

sensitivity to different combinations of Collins fragmentation functions as can be seen from Eq. (8) and the usage of
both measurements helps to constrain the functions better. We believe that favored Collins fragmentation functions
are well determined and future experimental data could test our findings.
Finally we present comparison of our calculations with Ph⊥ dependence of e+e− asymmetries in Fig. 17. Both AUL

0
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√
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DGLAP evolution for the collinear FF. (c) Standard input model in the disfavored case with proper QCD evolution for TMDs.
(d) Standard input model in the disfavored case with DGLAP evolution for the collinear FF.

The authors in Ref. [12] present the last extraction of Collins function available in the literature. They perform a
global fit of data of azimuthal asymmetries, considering SIDIS, from HERMES and COMPASS collaborations, and
electron-positron annihilation, from Belle Collaboration, in order to extract the Collins function and the transversity.
The data from the different collaborations are given at widely separated scales, and thus the implementation of the
evolution of the relevant hadronic matrix elements becomes inevitable if one wants to interpret them properly. As
already mentioned, the authors apply the DGLAP evolution to the collinear functions, but we will anyway take the
parameterization of Collins function they extract as our input at the lower scale and apply to it the proper TMD
evolution. In future studies, it will be beneficial to revise previous phenomenological analyses while taking into account
this evolution.

Before we actually proceed with the application of the evolution to Collins function obtained in Ref. [12], we need to
be careful with the different convention used in that work to define the Fourier transforms. Instead of the convolution
appearing in Eq. (20), they actually use δ(2)(P h⊥ − zkn⊥ − P̂ h⊥), and thus the consistent Fourier transforms are

F̃f/N (x, zb⊥, S; ζF , µ
2) =

∫

d2kn⊥ eizb⊥·kn⊥Ff/N (x,kn⊥, S; ζF , µ
2) ,

D̃h/f(z, b⊥, Sh; ζD, µ2) =

∫

d2P̂ h⊥ eib⊥·P̂ h⊥Dh/f(z, P̂ h⊥, Sh; ζD, µ2) . (48)

Notice the difference with respect to Eq. (24). Then, the corresponding relations between the derivative of Collins
function in IPS and the function itself in momentum space are

H̃⊥(1)1 (z, b2T ;Q) = −2π
∫ ∞

0
dP̂hT P̂ 2

hT J1(bT P̂hT )H
⊥
1 (z, P̂ 2

hT ;Q) , (49)

 Q2 = 2.4 GeV2 
Q2 = 10 GeV2 

Q2 = 1000 GeV2
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 Collins funct. for Kaons

- same pT dependence as for π (Gaussian with fixed parameter)
- z dependence as D1q→K(z)
- only non-chiral-odd DGLAP evolution of z-dependence
- 2 parameters: normalization for favored u and unfavored
- global χ2/dof = 0.89 10
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FIG. 6: Plot of z times the lowest p?-moment, Eqs. (27) and (28), of the u" ! K+ X Collins function, as extracted in our
reference fit (with the parameters of Eq. (26)). The analogous plots for heavy flavour favoured and (all flavour) disfavoured
Collins functions are not shown: in fact, it is not possible to reliably distinguish between these two contributions to the available
BaBar data. Furthermore, not even the sign of the heavy flavour favoured Collins function can be determined.

IV. COMMENTS AND CONCLUSIONS

We have extracted, for the first time, the kaon Collins functions, q" ! KX, by best fitting recent BaBar data [9].
This paper extends a recent study of the Collins functions in e+e� and SIDIS processes [4] limited to pion production.

It turns out that a simple phenomenological parameterisation of the Collins function, Eqs. (3) and (4), is quite
adequate to describe the data. When comparing with the pion Collins functions [4], due to the limited amount
and relatively big errors of data, an even smaller number of parameters su�ces to describe the experimental results.
Indeed, we find that kaon Collins functions of two kinds, favoured and disfavoured, both simply proportional to the
unpolarised TMD fragmentation functions, describe well the BaBar data.

As a result of the attempted fits, we can conclude that a definite outcome of this study is the determination of
a positive u" ! K+X = ū" ! K�X Collins function, assuming a positive favoured pion Collins function [4]. No
definite independent conclusion, based on the available data, can be drawn on the signs of s" ! K�X = s̄" ! K+X
Collins functions and on the disfavoured ones.

The extracted kaon Collins functions, together with the transversity distributions obtained in Ref. [4], give a very
good description, within the rather large experimental uncertainties, of SIDIS data on kaon Collins asymmetries
measured by COMPASS [7, 8] and HERMES [5] Collaborations. This points towards a consistent and universal role
of the Collins e↵ect in di↵erent physical processes, which should be further explored in the future.
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FIG. 1. Azimuthal angle definitions, following the conventions
described in Ref. [43]. The direction of the beam polariza-
tion is denoted by S⃗beam, while the momenta of the polarized
beam, jet, and pion are, respectively, p⃗beam, p⃗jet, and p⃗π.

[43–45]. The pT of the jet and pion momentum trans-
verse to the jet axis provide the hard and soft scales, re-
spectively, necessary for TMD factorization. By studying
different modulations of the transverse single-spin asym-
metry

Asin(φ)
UT sin (φ) =

σ↑ (φ) − σ↓ (φ)

σ↑ (φ) + σ↓ (φ)
, (1)

one can isolate different physics mechanisms with sensi-
tivity to various aspects of the nucleon transverse polar-
ization structure, e.g. quark transversity and gluon linear
polarization. Measurements with high energy polarized-
proton beams will extend the kinematic reach in both x
and Q2 beyond the existing SIDIS measurements. The
SIDIS cross section scales with the square of the quark
charge, resulting in up quarks being weighted more than
down or strange quarks, a phenomenon often referred to
as u-quark dominance. Consequently a large fraction of
the observed π− yields arise from the unfavored frag-
mentation of u quarks. Hadroproduction eliminates u-
quark dominance, thereby providing enhanced sensitiv-
ity to the minority d quarks. Furthermore, polarized-
proton collisions are directly sensitive to gluonic subpro-
cesses, enabling the study of the role of gluons in the
transverse polarization structure of the nucleon. More-
over, since questions remain concerning the magnitude
of potential TMD factorization-breaking in hadronic in-
teractions [27–29], data from polarized-proton collisions
can provide unique and crucial experimental insight into
these theoretical questions.
Transverse single-spin asymmetries in the production

of jets and pions within jets have a rich structure, as
described in Ref. [43], the conventions of which we follow
in this article. For pions within jets, the spin-dependent
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terms in the cross sections can be generally expressed [43]

dσ↑ (φS ,φH)− dσ↓ (φS ,φH)

∼ d∆σ0 sin (φS)

+ d∆σ−
1 sin (φS − φH) + d∆σ+

1 sin (φS + φH)

+ d∆σ−
2 sin (φS − 2φH) + d∆σ+

2 sin (φS + 2φH) , (2)

where the d∆σ terms describe various combinations of
distribution and fragmentation functions. Sinusoidal
modulations in particle production can be measured with
respect to two azimuthal angles: φS , the azimuthal angle
between the proton transverse spin polarization vector
and the jet scattering plane, and φH , the azimuthal an-
gle of the pion relative to the jet scattering plane (Fig. 1).
The inclusive jet asymmetry, the sin(φS) modulation of
AUT , commonly expressed as AN , is driven by the twist-
3 distributions [17]. This observable is sensitive to the
kT -integrated Sivers function. The sin(φS − φH) modu-
lation of AUT yields sensitivity to transversity coupled to
the polarized Collins fragmentation function. Through
the sin(φS − 2φH) modulation of AUT , one may gain
sensitivity to gluon linear polarization coupled to the so-
called “Collins-like” fragmentation function, the gluon-
analog of the Collins fragmentation function. While the
quark-based Collins asymmetry has been measured in
SIDIS, the Collins-like asymmetry has never been mea-
sured; and gluon linear polarization in the polarized pro-
ton remains completely unconstrained. The sin(φS+φH)
and sin(φS+2φH) modulations are sensitive to the TMD
transversity distribution and the Boer-Mulders distribu-
tion [48] for quarks and gluons, respectively. As Ref. [43]
discusses in detail, these modulations are not expected
to be sizable at the present kinematics, even under max-
imized, positivity-bound scenarios.

L. Adamczyk et al. (STAR Collaboration), arXiv:1708.07080. 

Spin-dependent term of sin(!S-!H) modulation of AUT yields sensitivity to h1 coupled to Collins fragmentation function 

Event selection: Jet-patch trigger / Jet finding using anti-kT algorithm (R=0,5, 500GeV) followed by charged pion selection 

within jet requiring 0.1 < z < 0.8 and dE/dx particle ID of TPC 

Embedded MC sample (PYTHIA 6.426 / Perugia 0 tune) for evaluation of systematic uncertainties / Good data-MC comparison 
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encodes “spontaneous” polarization of h
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Fig. 2: Our best fit to PΛ data from p–Be reactions, as a function of pT
and for different xF bins, as indicated in the figure. Only some of the
bins are shown; see Fig. 1 for complementary bins. The experimental
results,[37]-[39], are collected at two different c.m. energies,

√
s ≃ 82

GeV and
√
s ≃ 116 GeV. For each xF -bin, the corresponding theoretical

curve is evaluated at the mean xF value in the bin, and at
√
s = 80 GeV;

the results change very little with the energy. See the text for further
details.
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c.m. energies,
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Measurement of L-spin through decay L ⟶ pp- 

• Proton preferentially emitted along L-spin
• In L rest frame: pol. decay distribution

PL: Transverse Lambda Polarization
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assuming TMD factorization,  
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can be interpreted as 
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extraction of D1T⏊  never attempted from e+e− so far 

ongoing attempt to interpret data in  
collinear factorization up to twist-3 and NLO: 

PΛ ↔ DT(z) “intrinsic twist-3”
Schlegel, Transversity 2017

 Λ  polarization data
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e+ e− → Λ↑ + X 5

FIG. 2: Definition of the azimuthal angles φ1 and φ2 of the
two hadrons, between the scattering plane and their transverse
momenta Phi⊥ around the thrust axis n̂. The angle θ is defined
as the angle between the lepton axis and the thrust axis.

momentum of the quark-antiquark pair is known. The
quark directions are, however, not accessible to a direct
measurement and are thus approximated by the thrust
axis. The thrust axis n̂ maximizes the event shape vari-
able thrust:

T
max
=

∑

h |PCMS
h

· n̂|
∑

h |PCMS
h |

, (3)

where the sum extends over all detected particles. The
thrust value varies between 0.5 for spherical events and
1 for tracks aligned with the thrust axis of an event. The
thrust axis is a good approximation to the original quark-
antiquark axis as described in Section III A. The first
method of accessing the Collins asymmetry, M12 is based
on measuring a cos(φ1 + φ2) modulation of hadron pairs
(N(φ1 + φ2)) on top of the flat distribution due to the
unpolarized part of the fragmentation function. The un-
polarized part is given by the average bin content ⟨N12⟩.
The normalized distribution is then defined as

R12 :=
N(φ1 + φ2)

⟨N12⟩
. (4)

The corresponding cross section is differential in both az-
imuthal angles φ1,φ2 and fractional energies z1,z2 and
thus reads [25]:

dσ(e+e− → h1h2X)

dΩdz1dz2dφ1dφ2
=

∑

q,q̄
3α2

Q2

e2
q

4 z2
1z

2
2

{

(1 + cos2 θ)Dq,[0]
1 (z1)D

q,[0]
1 (z2)

+ sin2 θ cos(φ1 + φ2)H
⊥,[1],q
1 (z1)H

⊥,[1],q
1 (z2)

}

, (5)

where the summation runs over all quark flavors acces-
sible at the center-of-mass energy. Antiquark fragmen-
tation is denoted by a bar over the corresponding quark

FIG. 3: Definition of the azimuthal angle φ0 formed between
the planes defined by the lepton momenta and that of one
hadron and the second hadron’s transverse momentum P ′

h1⊥

relative to the first hadron.

fragmentation function; the charge-conjugate term has
been omitted. The fragmentation functions do not ap-
pear in the cross section directly but as the zeroth ([0])
or first ([1]) moments in the absolute value of the corre-
sponding transverse momenta [26]:

F [n](z) =

∫

d|kT |2
[

|kT |
M

]n

F (z,k2
T ) . (6)

In this equation the transverse hadron momentum
has been rewritten in terms of the intrinsic transverse
momentum of the process: Ph⊥ = zkT . The mass M is
usually set to be the mass of the detected hadron, in the
analysis presented here M will be the pion mass.

A second way of calculating the azimuthal asymme-
tries, method M0, integrates over all thrust axis direc-
tions leaving only one azimuthal angle. This angle is de-
fined as the angle between the planes spanned by one
hadron momentum and the lepton momenta, and the
transverse momentum of the second hadron with respect
to the first hadron momentum. This angle in the opposite
jet hemisphere is displayed in Fig. 3, and is calculated as

φ0 = sgn [Ph2 · {(ẑ × Ph2) × (Ph2 × Ph1)}]

× arccos

(

ẑ × Ph2

|ẑ × Ph2|
·

Ph2 × Ph1

|Ph2 × Ph1|

)

. (7)

The corresponding normalized distribution R0, which is
defined as

R0 :=
N(2φ0)

⟨N0⟩
, (8)

contains a cos(2φ0) modulation. The differential cross
section depends on fractional energies z1, z2 of the two
hadrons, on the angle φ0 and the transverse momentum
QT = |qT | of the virtual photon from the e+e− annihila-
tion process in the two hadron center-of-mass system. At
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fragmentation function; the charge-conjugate term has
been omitted. The fragmentation functions do not ap-
pear in the cross section directly but as the zeroth ([0])
or first ([1]) moments in the absolute value of the corre-
sponding transverse momenta [26]:

F [n](z) =

∫
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[
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M
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F (z,k2
T ) . (6)

In this equation the transverse hadron momentum
has been rewritten in terms of the intrinsic transverse
momentum of the process: Ph⊥ = zkT . The mass M is
usually set to be the mass of the detected hadron, in the
analysis presented here M will be the pion mass.

A second way of calculating the azimuthal asymme-
tries, method M0, integrates over all thrust axis direc-
tions leaving only one azimuthal angle. This angle is de-
fined as the angle between the planes spanned by one
hadron momentum and the lepton momenta, and the
transverse momentum of the second hadron with respect
to the first hadron momentum. This angle in the opposite
jet hemisphere is displayed in Fig. 3, and is calculated as
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The corresponding normalized distribution R0, which is
defined as

R0 :=
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contains a cos(2φ0) modulation. The differential cross
section depends on fractional energies z1, z2 of the two
hadrons, on the angle φ0 and the transverse momentum
QT = |qT | of the virtual photon from the e+e− annihila-
tion process in the two hadron center-of-mass system. At
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 SIDIS  Λ  polarization data

Ph

� selection procedure

DIS events
• Q

2 > 1 (GeV/c)2;
• x > 0.003;
• W > 5 GeV/c2;
• 0.1 < y < 0.9.

Final state candidates: two charged particles from the decay vertex (V 0s).
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Extraction of polarization

P� has to be measured in the � rest frame as an angular asymmetry in the
distribution of the proton wrt the outgoing quark spin direction.
[Mulders-Tangerman,1996]

• Initial quark spin ST parallel to the target polarization vector (transverse)
• Final quark spin S

Õ
T

: reflection of ST wrt the normal to the scattering plane
• Event-by-event procedure
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Results: all �s and �̄s
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Moretti, Transversity 2017

 SIDIS  Λ  polarization data

Results: all �s and �̄s
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PΛ (x,z,pt) ~ 0 also for Λ−

2 Hp.’s based on isospin symmetry and 
hq̄
1 ⇡ FF q̄ ⇡ 0 , FF s = c FFu

1)           (“valence Hp.”)  thenhs
1 ⇡ 0

R
dz H

u!⇤
1 (z)R

dz D
u!⇤
1 (z)

⇡ 0

2) PΛ only from s                            thenH
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1 ⇡ H

d!⇤
1 ⇡ 0

H
s!⇤
1 = D

s!⇤
1

Hypothesis #2: polarization due to s quark only
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