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• The measurement of the Higgs properties is the most 
important challenge after its discovery 

• Fermion masses arise in the SM only as consequence 
of the EWSB through the Yukawa interaction

MOTIVATION - The Yukawa coupling Measuring Yukawa couplings at the LHC
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• All current measurements of the Higgs boson properties are
consistent with the SM

• Fermion masses are a consequence of the EWSB with the
Higgs coupling to the fermions through Yukawa interactions

• Yukawa coupling: proportional to fermion mass
� Top is heaviest fermion in the SM ! Largest Yukawa coupling: �t =

p
2mt/v ⇡ 1

• Experimentally observed so far:
� Tau Yukawa coupling observed in H ! ⌧⌧ decays
� Evidence for the b-quark Yukawa coupling through H ! bb̄ decays
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• Experimentally observations: 
- Tau Yukawa coupling observed in H ➝ ττ decays 
- Evidence of bottom-quark Yukawa coupling through H ➝ bb decay

Measuring Yukawa couplings at the LHC
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• Fermion masses are a consequence of the EWSB with the
Higgs coupling to the fermions through Yukawa interactions

• Yukawa coupling: proportional to fermion mass
� Top is heaviest fermion in the SM ! Largest Yukawa coupling: �t =
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2mt/v ⇡ 1
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� Tau Yukawa coupling observed in H ! ⌧⌧ decays
� Evidence for the b-quark Yukawa coupling through H ! bb̄ decays
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• Since the top-quark is the heaviest particle in the SM, it 
has the largest Yukawa coupling ➝ λtop ~1 

• Indirect constraints on λtop  comes from loops interactions 
of the Higgs boson: 

- gluon-gluon fusion production (ggF) of the Higgs boson 
- di-photon decay of the Higgs boson

Top quark Yukawa coupling
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• Indirect constraints on the top quark Yukawa coupling

extracted from gluon-gluon fusion and H ! �� decays
� Resolve the loops, assuming SM contributions only
� Run-1 results on the ratio of the coupling over the SM

prediction (t) (JHEP 1608 (2016) 045):
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Measured Expected uncertainty Measured Measured
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[0.40, 0.89] [0.74, 1.24] [0.30, 0.94] [0.35, 1.04]

0.2+1.2 +0.9 0.0+1.4 0.5+1.4
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• tt̄H production: best direct way to measure the top quark
Yukawa coupling
� Tree-level process, cross-section proportional to �2

t
� Run-1 results on µtt̄H = �tt̄H/�SM (JHEP 1608 (2016) 045):
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• tt̄H production: best direct way to measure the top
quark Yukawa coupling

� Tree-level process
� Cross-section proportional to �2

t

11. Status of Higgs boson physics 11

Table 11.1: State-of-the-art of the theoretical calculations in the main di�erent
Higgs production channels in the SM, and main MC tools used in the simulations

ggF VBF VH tt̄H

Fixed order: Fixed order: Fixed order: Fixed order:

NNLO QCD + NLO EW NNLO QCD NLO QCD+EW NLO QCD

(HIGLU, iHixs, FeHiPro, HNNLO) (VBF@NNLO) (V2HV and HAWK) (Powheg)

Resummed: Fixed order: Fixed order: (MG5 aMC@NLO)

NNLO + NNLL QCD NLO QCD + NLO EW NNLO QCD

(HRes) (HAWK) (VH@NNLO)

Higgs pT :

NNLO+NNLL

(HqT, HRes)

Jet Veto:

N3LO+NNLL
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Figure 11.1: Generic Feynman diagrams contributing to the Higgs production
in (a) gluon fusion, (b) weak-boson fusion, (c) Higgs-strahlung (or associated
production with a gauge boson) and (d) associated production with top quarks.

procedures when including higher-order corrections matched to parton shower simulations
as well as uncertainties due to hadronization and parton-shower events.

Table 11.2, from Refs. [42–45], summarizes the Higgs boson production cross sections
and relative uncertainties for a Higgs mass of 125GeV, for

�
s = 7, 8, 13 and 14TeV. The

Higgs boson production cross sections in pp̄ collisions at
�

s = 1.96TeV for the Tevatron
are obtained from Ref. [47].

(i) Gluon fusion production mechanism

At high-energy hadron colliders, the Higgs boson production mechanism with the
largest cross section is the gluon-fusion process, gg ! H + X , mediated by the exchange
of a virtual, heavy top quark [48]. Contributions from lighter quarks propagating in the
loop are suppressed proportional to m2

q . QCD radiative corrections to the gluon-fusion

October 6, 2016 14:51

• Complementary to the indirect top quark contributions via loops
� Direct measurement of t̄tH production can be sensitive to possible BSM

e↵ects
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• The production of Higgs boson with a top-quark 
pair ttH allows the study direct top-quark Yukawa 
coupling: 

- Leading Order process, cross-section ~ λtop
2 

Top quark Yukawa coupling
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• Indirect constraints on the top quark Yukawa coupling

extracted from gluon-gluon fusion and H ! �� decays
� Resolve the loops, assuming SM contributions only
� Run-1 results on the ratio of the coupling over the SM

prediction (t) (JHEP 1608 (2016) 045):
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Figure 11.1: Generic Feynman diagrams contributing to the Higgs production
in (a) gluon fusion, (b) weak-boson fusion, (c) Higgs-strahlung (or associated
production with a gauge boson) and (d) associated production with top quarks.

procedures when including higher-order corrections matched to parton shower simulations
as well as uncertainties due to hadronization and parton-shower events.

Table 11.2, from Refs. [42–45], summarizes the Higgs boson production cross sections
and relative uncertainties for a Higgs mass of 125GeV, for

�
s = 7, 8, 13 and 14TeV. The

Higgs boson production cross sections in pp̄ collisions at
�

s = 1.96TeV for the Tevatron
are obtained from Ref. [47].

(i) Gluon fusion production mechanism

At high-energy hadron colliders, the Higgs boson production mechanism with the
largest cross section is the gluon-fusion process, gg ! H + X , mediated by the exchange
of a virtual, heavy top quark [48]. Contributions from lighter quarks propagating in the
loop are suppressed proportional to m2

q . QCD radiative corrections to the gluon-fusion
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After the direct measurement of λtop one can subtract this term 
and look for possible BSM contributions in the loop!

MOTIVATION - Top-quark coupling to Higgs 3
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• Indirect constraints on the top quark Yukawa coupling

extracted from gluon-gluon fusion and H ! �� decays
� Resolve the loops, assuming SM contributions only
� Run-1 results on the ratio of the coupling over the SM

prediction (t) (JHEP 1608 (2016) 045):
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Figure 11.1: Generic Feynman diagrams contributing to the Higgs production
in (a) gluon fusion, (b) weak-boson fusion, (c) Higgs-strahlung (or associated
production with a gauge boson) and (d) associated production with top quarks.

procedures when including higher-order corrections matched to parton shower simulations
as well as uncertainties due to hadronization and parton-shower events.

Table 11.2, from Refs. [42–45], summarizes the Higgs boson production cross sections
and relative uncertainties for a Higgs mass of 125GeV, for

�
s = 7, 8, 13 and 14TeV. The

Higgs boson production cross sections in pp̄ collisions at
�

s = 1.96TeV for the Tevatron
are obtained from Ref. [47].

(i) Gluon fusion production mechanism

At high-energy hadron colliders, the Higgs boson production mechanism with the
largest cross section is the gluon-fusion process, gg ! H + X , mediated by the exchange
of a virtual, heavy top quark [48]. Contributions from lighter quarks propagating in the
loop are suppressed proportional to m2

q . QCD radiative corrections to the gluon-fusion

October 6, 2016 14:51

• Complementary to the indirect top quark contributions via loops
� Direct measurement of t̄tH production can be sensitive to possible BSM

e↵ects

Ximo Poveda (CERN) October 24, 2017 3

11. Status of Higgs boson physics 11

Table 11.1: State-of-the-art of the theoretical calculations in the main di�erent
Higgs production channels in the SM, and main MC tools used in the simulations

ggF VBF VH tt̄H

Fixed order: Fixed order: Fixed order: Fixed order:

NNLO QCD + NLO EW NNLO QCD NLO QCD+EW NLO QCD

(HIGLU, iHixs, FeHiPro, HNNLO) (VBF@NNLO) (V2HV and HAWK) (Powheg)

Resummed: Fixed order: Fixed order: (MG5 aMC@NLO)

NNLO + NNLL QCD NLO QCD + NLO EW NNLO QCD

(HRes) (HAWK) (VH@NNLO)

Higgs pT :

NNLO+NNLL

(HqT, HRes)

Jet Veto:

N3LO+NNLL

g

g

t

tW, Z

W, Z

q

q

g

g

q

q

q

q
(a) (b)

(c) (d)

H

HH

H

Figure 11.1: Generic Feynman diagrams contributing to the Higgs production
in (a) gluon fusion, (b) weak-boson fusion, (c) Higgs-strahlung (or associated
production with a gauge boson) and (d) associated production with top quarks.

procedures when including higher-order corrections matched to parton shower simulations
as well as uncertainties due to hadronization and parton-shower events.

Table 11.2, from Refs. [42–45], summarizes the Higgs boson production cross sections
and relative uncertainties for a Higgs mass of 125GeV, for

�
s = 7, 8, 13 and 14TeV. The

Higgs boson production cross sections in pp̄ collisions at
�

s = 1.96TeV for the Tevatron
are obtained from Ref. [47].

(i) Gluon fusion production mechanism

At high-energy hadron colliders, the Higgs boson production mechanism with the
largest cross section is the gluon-fusion process, gg ! H + X , mediated by the exchange
of a virtual, heavy top quark [48]. Contributions from lighter quarks propagating in the
loop are suppressed proportional to m2

q . QCD radiative corrections to the gluon-fusion

October 6, 2016 14:51

• Complementary approaches to disentangle possible BSM e↵ects

Ximo Poveda (CERN) October 24, 2017 3

• Run1 results for the ratio of the measured coupling over the one expected 
from the SM 
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• Indirect constraints on the top quark Yukawa coupling

extracted from gluon-gluon fusion and H ! �� decays
� Resolve the loops, assuming SM contributions only
� Run-1 results on the ratio of the coupling over the SM

prediction (t) (JHEP 1608 (2016) 045):
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• tt̄H production: best direct way to measure the top
quark Yukawa coupling

� Tree-level process
� Cross-section proportional to �2

t

11. Status of Higgs boson physics 11

Table 11.1: State-of-the-art of the theoretical calculations in the main di�erent
Higgs production channels in the SM, and main MC tools used in the simulations

ggF VBF VH tt̄H

Fixed order: Fixed order: Fixed order: Fixed order:

NNLO QCD + NLO EW NNLO QCD NLO QCD+EW NLO QCD

(HIGLU, iHixs, FeHiPro, HNNLO) (VBF@NNLO) (V2HV and HAWK) (Powheg)

Resummed: Fixed order: Fixed order: (MG5 aMC@NLO)

NNLO + NNLL QCD NLO QCD + NLO EW NNLO QCD

(HRes) (HAWK) (VH@NNLO)

Higgs pT :

NNLO+NNLL
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Jet Veto:
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Figure 11.1: Generic Feynman diagrams contributing to the Higgs production
in (a) gluon fusion, (b) weak-boson fusion, (c) Higgs-strahlung (or associated
production with a gauge boson) and (d) associated production with top quarks.

procedures when including higher-order corrections matched to parton shower simulations
as well as uncertainties due to hadronization and parton-shower events.

Table 11.2, from Refs. [42–45], summarizes the Higgs boson production cross sections
and relative uncertainties for a Higgs mass of 125GeV, for

�
s = 7, 8, 13 and 14TeV. The

Higgs boson production cross sections in pp̄ collisions at
�

s = 1.96TeV for the Tevatron
are obtained from Ref. [47].

(i) Gluon fusion production mechanism

At high-energy hadron colliders, the Higgs boson production mechanism with the
largest cross section is the gluon-fusion process, gg ! H + X , mediated by the exchange
of a virtual, heavy top quark [48]. Contributions from lighter quarks propagating in the
loop are suppressed proportional to m2

q . QCD radiative corrections to the gluon-fusion

October 6, 2016 14:51

• Complementary to the indirect top quark contributions via loops
� Direct measurement of t̄tH production can be sensitive to possible BSM

e↵ects
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• Complementary approaches to disentangle possible BSM e↵ects
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• Run1 results for the ratio between the measured cross-section and the one 
expected from the SM 

JHEP 1608 (2016) 045

JHEP 1608 (2016) 045

µ =
�
obs

�
SM

�
obs

= N

tot

�N

bkg

"⇥
R

L dt⇥BR(%)

The results of the ttH explorative 
analysis are  expressed in term of 
the signal-strength defined as:

SM prediction is in good 
agreement with data observed 

https://link.springer.com/article/10.1007%2FJHEP08%282016%29045
https://link.springer.com/article/10.1007%2FJHEP08%282016%29045


ttH production at LHC 5

• ttH production cross-section at 13 TeV 
represents only the 1% of the total 
Higgs cross-section 

• It is a complex final states involving 
many objects coming from the decay 
of both top and Higgs

tt̄H production / Main irreducible backgrounds
• tt̄H production cross-section at

p
s = 13 TeV:

0.507 pb +5.8%
�9.2%(QCD scales)±3.6%(PDF,↵s)

� Only ⇠1% of the total Higgs cross-section

• Complex final states, with many objects: jets,
b-jets, light leptons (`), hadronic taus (⌧had),
photons

• Large irreducible backgrounds:

� tt̄bb̄: O(15) pb
� tt̄W , tt̄Z : O(1.5) pb
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ttH final states 6

• Since t ➝ Wb with a branching ratio of ~ 100% we define: 
- leptonic decay of top quark the case in which the W boson produced in the top quark 

decay goes in lepton+neutrino (lν) 
- hadronic decay of the top quark the case in which W ➝ qq’ 

• So lepton+jets decay of top quark pair is the case in which ttbar ➝ WWbb ➝ (lν)(qq’)bb 
• The dilepton decays is the case in which ttbar ➝ WWbb ➝ (lν)(lν)bb

On the hunt for tt̄H ...
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• Combination of tt̄+H decays ! Very rich spectrum of possible signatures
• Menu for today:

� tt̄ ! 1-2`, H ! bb̄: ATLAS-CONF-2017-076

� Multilepton: tt̄ ! 1-2`/⌧had, H ! WW , ⌧⌧, ZZ : ATLAS-CONF-2017-077
� tt̄ ! 0-2`, H ! ��: ATLAS-CONF-2017-045
� tt̄ ! 0-2`, H ! ZZ ! 4`: ATLAS-CONF-2017-043

• All analyses using full 2015-16 dataset
• Complete list of ATLAS Higgs results with

p
s = 13 TeV data: link

Ximo Poveda (CERN) October 24, 2017 5



7ttH final states

• A complex final states involving many objects: 
- hadronic jets and b-hadron initiated jets (b-tagged jets) 
- light leptons l (electrons and muons) 
- hadronic taus (τhad) 
- photons (γ) 

• The search analysis are thus characterized depending on the decay modes of 
the Higgs boson: 

- ttH ➝ tt+ γγ, clear signature but low statistics due to the BR(H ➝γγ) = 0.2% 
- ttH ➝ tt+bb, high statistics BR(H ➝bb) = 58% but high uncertainty 
- ttH ➝ leptons + X, where H ➝ WW/ZZ/ττ mainly, called multilepton final 

state: is a good compromise between the previous two 



Summary of ttH searches at LHC 8

• Most recent result by ATLAS and CMS (significance is the one on the signal 
strength μ) 

Summary of current tt̄H results

• Most recent tt̄H results by ATLAS and CMS (significance, µtt̄H = �tt̄H/�SM)

Run-1 combination
JHEP 1608 (2016) 045

4.4� (exp: 2.0�) µtt̄H = 2.3+0.7
�0.6

tt̄H(bb̄)
CMS-PAS-HIG-16-038 (13 fb�1)

ATLAS-CONF-2017-076
µtt̄H = �0.19 ± 0.8

tt̄H multilepton

CMS-PAS-HIG-17-004 (` only)
3.3� (exp: 2.5�)
µtt̄H = 1.5 ± 0.5

CMS-PAS-HIG-17-003 (⌧had)
1.4� (exp: 1.8�)

ATLAS-CONF-2017-077

µtt̄H = 0.72+0.62
�0.53

tt̄H(ZZ ! 4`)
ATLAS-CONF-2017-043 arXiv:1706.09936

µtt̄H < 7.7 µtt̄H < 1.18

tt̄H(��)
ATLAS-CONF-2017-045 CMS-PAS-HIG-16-040

1.0� (exp: 1.8�) 3.3� (exp: 1.5�)
µtt̄H = 0.5 ± 0.6 µtt̄H = 2.2+0.9

�0.8
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ATLAS EXPERIMENT 9

• 2015-2016: more than 36 fb−1 of LHC pp collision data recorded in ATLAS after beam and data quality requirements  
• ATLAS data acquisition efficiency: 92.1%(2015) – 92.4% (2016) 

• Peak luminosity of 1.4×1034 cm−2s−1 

- Pile-up of ∼25 average (∼45 maximum) collisions per crossing ⇒ Up to more than 20-25 pile-up vertices per event!  

• more than 40 fb−1 of data already collected in 2017, at even higher peak luminosities  

Data taking
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• 2015-2016: more than 36 fb�1 of LHC pp collision data recorded in ATLAS after
beam and data quality requirements

• ATLAS data acquisition e�ciency: 92.1%(2015) – 92.4% (2016)
• Fraction of non-operational channels in the subdetectors: few h-3.5%

• Peak luminosity of 1.4⇥1034 cm�2s�1

� Pile-up of ⇠25 average (⇠45 maximum) collisions per crossing ) Up to more
than 20-25 pile-up vertices per event!

• ⇠40 fb�1 of data already collected in 2017, at even higher peak luminosities

Big thank you to the CERN accelerator and technical teams
for the excellent LHC performance!
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Jets reconstruction performance 10

• Jets are reconstructed combining the tracks in the inner detector to clusters of energy deposits in the hadronic 
calorimeter (anti-kt algorithm) 

• Well-understood jet calibration, using γ+jet, Z+jet and multijet data 
• Jet energy scale uncertainty:  

- Below 1% for pT > 150 GeV 

- ∼5% for pT ≈ 25 GeV 

Performance: Jets
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• Well-understood jet calibration, using �+jet, Z+jet and multijet data

• Jet energy scale uncertainty:

� Below 1% for pT > 150 GeV
� ⇠5% for pT ⇡ 25 GeV

Ximo Poveda (CERN) October 24, 2017 8



b-tagging of jets

• Exploiting their kinematical properties it is possibile to identify 
jets initiated from b-quark wrt jets initiated from light quark 

• Large improvement in b-tagging performance in Run-2 due to the 
additional Insertable B-Layer (radius: 3.3 cm) 

• Calibration derived from data: 
- b-jet efficiency: dileptonic ttbar (2-10% uncert.) 
- c-jet mistag: semileptonic ttbar (W➝cs), W +c  (5-20% uncert.) 
- Light-flavour mistag: dijet events (10-50% uncert.) 

Performance: b-tagging

• Large improvement in b-tagging performance in Run-2
due to the additional Insertable B-Layer (radius: 3.3 cm)

• Calibration derived from data:

� b-jet e�ciency: dileptonic tt̄ (2-10% uncert.)
� c-jet mistag: semileptonic tt̄ (W ! cs), W+c

(5-20% uncert.)
� Light-flavour mistag: dijet events (10-50% uncert.)

• Four di↵erent working points, also calibration for
discrete b-tagging discriminant combining all working
points used in tt̄H(bb̄)

b-jet efficiency

0.5 0.6 0.7 0.8 0.9 1

c-
je

t r
ej

ec
tio

n

10

210

310

 simulationtt
| < 2.5η > 20 GeV, |

T
jet p

ATLAS Simulation Preliminary
Without IBL

With IBL

b-jet efficiency
0.5 0.6 0.7 0.8 0.9 1

W
ith

 IB
L 

/ W
ith

ou
t I

BL
  

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

 [GeV]
T

Jet p
0 50 100 150 200 250 300

M
C

bε/
da

ta
bε

0.7

0.8

0.9

1

1.1

1.2

1.3

Total Uncertainty

Stat. Uncertainty

ATLAS Preliminary
-1=13 TeV, 28 fbs

 = 77 %bεMV2c10, 

 R=0.4 calorimeter jetstAnti-k

 [GeV]jet

T
p

210 310

L
F

 m
is

ta
g
 r

a
te

0

0.02

0.04

0.06

0.08

0.1

Neg. tag method (stat. unc.)

Neg. tag method  (stat. + syst. unc.)

Pythia 8 MC

 (unprescaled)-1 = 13 TeV, 0.02 (prescaled) to 36100 pb  s

 | < 1.2jet
η = 77%    | b∈MV2c10, 

ATLAS Preliminary

Ximo Poveda (CERN) October 24, 2017 9

Performance: b-tagging

• Large improvement in b-tagging performance in Run-2
due to the additional Insertable B-Layer (radius: 3.3 cm)

• Calibration derived from data:

� b-jet e�ciency: dileptonic tt̄ (2-10% uncert.)
� c-jet mistag: semileptonic tt̄ (W ! cs), W+c

(5-20% uncert.)
� Light-flavour mistag: dijet events (10-50% uncert.)

• Four di↵erent working points, also calibration for
discrete b-tagging discriminant combining all working
points used in tt̄H(bb̄)

b-jet efficiency

0.5 0.6 0.7 0.8 0.9 1

c-
je

t r
ej

ec
tio

n

10

210

310

 simulationtt
| < 2.5η > 20 GeV, |

T
jet p

ATLAS Simulation Preliminary
Without IBL

With IBL

b-jet efficiency
0.5 0.6 0.7 0.8 0.9 1

W
ith

 IB
L 

/ W
ith

ou
t I

BL
  

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

 [GeV]
T

Jet p
0 50 100 150 200 250 300

M
C

bε/
da

ta
bε

0.7

0.8

0.9

1

1.1

1.2

1.3

Total Uncertainty

Stat. Uncertainty

ATLAS Preliminary
-1=13 TeV, 28 fbs

 = 77 %bεMV2c10, 

 R=0.4 calorimeter jetstAnti-k

 [GeV]jet

T
p

210 310

L
F

 m
is

ta
g
 r

a
te

0

0.02

0.04

0.06

0.08

0.1

Neg. tag method (stat. unc.)

Neg. tag method  (stat. + syst. unc.)

Pythia 8 MC

 (unprescaled)-1 = 13 TeV, 0.02 (prescaled) to 36100 pb  s

 | < 1.2jet
η = 77%    | b∈MV2c10, 

ATLAS Preliminary

Ximo Poveda (CERN) October 24, 2017 9

11



Leptons reconstruction performance 12

• Electrons are reconstructed combining a track recontruced in the 
inner tracker with the deposit of energy in the electromagnetic 
calorimeter 

• Muons are reconstructed combining the track on the inner tracker 
with the one in the muon spectrometer 

• Electron/muon reconstruction efficiency accurately measured 
using Z➝ll and J/φ➝ ll data down to very low pT 

• Well understood energy calibration also at high pileup 
• Hadronic taus identification based on a BDT 
• Efficiency and energy scale corrections derived in Z ➝ ττ dataPerformance: Leptons

Muon e�ciency
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• Electron/muon e�ciency accurately
measured using Z ! `` and J/ ! ``
down to very low pT

• Well understood energy calibration,
also at high pileup

• Hadronic tau identification based on a
Boosted Decision Tree (BDT)

• E�ciency and energy scale corrections
derived from in Z ! ⌧⌧ data

Tau calibration

�0 ���+�+ �⌧

�
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Performance: Leptons
Muon e�ciency
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• Electron/muon e�ciency accurately
measured using Z ! `` and J/ ! ``
down to very low pT

• Well understood energy calibration,
also at high pileup

• Hadronic tau identification based on a
Boosted Decision Tree (BDT)

• E�ciency and energy scale corrections
derived from in Z ! ⌧⌧ data

Tau calibration
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Performance: Leptons
Muon e�ciency
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ttH multilepton: strategy

• Targeting H ➝ WW, ZZ, ττ decay modes, combined with leptonic decays of the ttbar pair 
• Seven different channel depending on the number of light prompt leptons (electrons and muon) and  τhad

tt̄H multilepton: Strategy
• Targeting H ! WW , ⌧⌧, ZZ decay modes, combined with leptonic tt̄ decays
• Main background: tt̄ ) Rely on signature with same-sign (SS) or three leptons
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• Light-lepton channels more sensitive to
H ! WW decays

• ⌧had channels more sensitive to H ! ⌧⌧
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• Each channel’s signal region (SR) is given by 
selections on event level variables 

• These SRs are orthogonal between the 
different channels in order to make the final 
combination easier

14

4 3 Event selection
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Figure 1: Possible Feynman diagrams for ttH production at pp colliders, where the Higgs boson
decays to WW⇤, ZZ⇤, and tt (from left to right). Subsequent W, Z, and t decays are shown rep-
resenting examples of final states with four leptons, three leptons, and two same-sign leptons,
respectively.

mass of 12 GeV or less are rejected as they are not well-modeled by the simulation and do not
significantly contribute to the signal acceptance. Furthermore, events are required to contain at
least two hadronic jets, of which either two are to pass the loose working point of the b-tagging
algorithm or at least one is to pass the medium working point.

Same-sign dilepton channel Events with exactly two leptons passing the tight criteria of
which the leading lepton has pT > 25 GeV and the sub-leading one has pT > 10 GeV, and where
they have the same charge, fall into the same-sign dilepton (2LSS) category of the analysis. In
case the sub-leading lepton is an electron the pT threshold is increased to 15 GeV to comply
with the trigger-level requirements. At least four hadronic jets are required for events in this
category, which are then split into the three possible lepton flavor channels: ee, µµ, or eµ. To
reduce backgrounds with mis-measured lepton charges and electrons from photon conversion,
the two leptons are required to pass conversion rejection criteria and to have a well measured
electric charge.

Even so, in the ee channel, a large contribution from charge mis-measured Z ! ee events
remains. To further suppress it, events in this channel are rejected if their dilepton invariant
mass is within 10 GeV of the Z boson mass. Finally, a minimum amount of missing momentum
in the events is required to reject the neutrino-less Z boson events. The applied criteria is for
0.6 ⇥ Emiss

T + 0.4 ⇥ Hmiss
T to be larger than 30 GeV, which has a comparable signal efficiency to

a simple Emiss
T > 25 GeV requirement, but was found to reject roughly a factor two more Z

background events.

Three lepton channel If the event contains more than two tight leptons, each with a pT
greater than 10 GeV, the event falls into the three-lepton category. A large contribution from
background processes containing Z bosons is reduced by again rejecting events where a dilep-
ton pair has invariant mass within 10 GeV of the Z boson mass, and by requiring 0.6 ⇥ Emiss

T +
0.4 ⇥ Hmiss

T > 30 GeV. That threshold is tightened to 45 GeV in case the event contains a pair
of opposite-sign and same-flavor leptons, but is not applied at all if the event contains four jets
or more. Finally, events are rejected if any of the first three leptons do not pass the conversion
rejection criteria.

The expected yields for these event selection categories for each process, and the observed
yields in the data are shown in Tab. 1. Backgrounds from non-prompt leptons and charge

complete set of cuts for each channel

SS = Same Sign of electric charge
OS = Opposite Sign of electric charge



ttH multilepton: strategy

MVA techniques to increase the sensitivity of each channel! 
• 2lSS uses the combination od two BDTs (ttH vs ttbar, ttH vs ttV) 
• 3l uses 5-dimensional multinomial BDTs mappe to 5 categories (ttH, ttW, ttZ, ttbar, VV)  
• 4l (Z-enriched) uses BDT of ttH vs tty 
• 2lSS+1 τhad, 2lOS+1 τhad, 1l+2 τhad uses BDT of ttH vs ttbartt̄H multilepton: Strategy

• Jet requirements: Njets � 2, Nb-jets � 1
� 2`SS, 2`SS+1⌧had: Njets � 4
� 2`OS+1⌧had, 1`+2⌧had: Njets � 3

• Signal to background ratio ranging from few
% to >40% in some channels (4`, 3`+1⌧)

• Very di↵erent background contributions:

� Fake/non-prompt light and ⌧had leptons
� Irreducible backgrounds: tt̄W , tt̄Z , other

rare SM processes
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• Sensitivity enhanced with BDTs

• 2`SS: combination of two BDTs
(tt̄H vs. tt̄; tt̄H vs. tt̄V )

• 3`: 5-dimensional multinominal
BDTs mapped to 5 categories (tt̄H,
tt̄W , tt̄Z , tt̄, VV )

• 4` (Z -enriched): tt̄H vs. tt̄Z

• 2`SS+1⌧had, 2`OS+1⌧had, 1`+2⌧had:
tt̄H vs. tt̄ (with fake ⌧had/`)
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ttH multilepton: background processes

Main background processes are: 
• Prompt leptons same experimental signature as signal ➝  

irreducible  
- these processes have real prompt leptons and τhad 

- estimated from Monte Carlo simulation 

• Electron charge mis-identification 
- estimated from data events using mis-id rates from 

the Z ➝ e+e- 

• Non-prompt and fake leptons: leptons not coming from 
the primary interaction or jets mis-identified as leptons 

- Mainly coming from the semileptonic decay of heavy 
quarks hadrons 

- sizable contribution also from photon conversion 
- estimated from data events 

• Fake tau leptons:  
- mainly from light flavor jets or electrons mis-

identified as τhad

Background estimation
Main background sources:
• Processes with all prompt `/⌧had ! Estimated with MC

• Electron charge mis-identification for 2`SS and 2`SS+1⌧had

� Estimated from data using charge mis-id rates measured in Z ! e+e�/e±e±

• Events with fake/non-prompt light leptons:
� Mainly from semileptonic b-hadron decays
� Sizeable contribution also from photon conversions

• Events with fake tau leptons:
� Mainly from light flavour jets and electrons mis-identified as ⌧had
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Background estimation: prompt leptons

• Largest irreducible backgrounds: ttW, ttZ, diboson 

• Estimated using NLO MC samples, with theory/modelling uncertainties: 
- Cross-section uncertainties 
- Scale variations 
- Generator comparisons  

• Validated in several regions enriched by these processes  

• Rare SM processes also included: 4tops, 3tops, tZ, tWZ, ttWW, rare top radiative decays t → Wbγ∗(ll)

Background: Prompt leptons
• Largest irreducible backgrounds: tt̄W , tt̄Z , diboson

• Estimated using NLO MC samples, with theory/modelling uncertainties:
� Cross-section uncertainties
� Scale variations
� Generator comparisons

• Validated in several regions, eg: 3` tt̄W /Z CRs
• Rare SM processes also included: tt̄tt̄, tt̄t, tZ , tWZ , tt̄WW , rare top radiative

decays t ! Wb�⇤(``)
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ttH multilepton: background processes

Main background processes are: 
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• Non-prompt and fake leptons: leptons not coming from 
the primary interaction or jets mis-identified as leptons 

- Mainly coming from the semileptonic decay of heavy 
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- sizable contribution also from photon conversion 
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identified as τhad
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Ad-hoc improvements for ttH multilepton

• Important improvements on the performance of 
leptons reconstruction have been introduced in ttH 
analysis 

• BDT to reduce the electron charge mis-identification 
- Using electron calorimeter and track variables 
- Factor 17 rejection for 95% efficiency 

Improvements in performance for tt̄H

• Important lepton performance improvements now
included in tt̄H multilepton analysis

• BDT to reduce electron charge

mis-identification:

� Using electron calorimeter and track variables
� Factor ⇠17 rejection for 95% e�ciency
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• BDT to reduce non-prompt e/µ:

� Inputs: isolation variables, jet reconstruction
and b-tagging algorithms using tracks around
the leptons

� Factor O(20) rejection for leptons originating
from b-hadrons

� E�ciency for prompt e/µ: ⇠70% (60%) at
low pT, �95% at high pT

� Calibration performed in Z ! `` events
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• BDT to reduce non prompt e/μ 
- Input variables: isolation variables, jet reco and b-tag 

algorithms using tracks around leptons 
- Factor 20 rejection for leptons originating from b-hadrons 
- Efficiency for prompt e/μ: ~70% (60%) at low pT, >95% at 

high pT 

- Calibration performed in Z➝ll events 

Improvements in performance for tt̄H

• Important lepton performance improvements now
included in tt̄H multilepton analysis

• BDT to reduce electron charge

mis-identification:

� Using electron calorimeter and track variables
� Factor ⇠17 rejection for 95% e�ciency
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Background estimation: Fake/non-prompt leptons 21

2lss/3l channels: 
• Fully data-drive estimate with a 

loose-to-tight matrix method 
• Real and fake efficiencies measured 

in data 
• Validated in various regions

Background: Fake/non-prompt light leptons

2`SS/3` channels:

• Fully data-driven estimate with
a loose-to-tight matrix method

• Real and fake e�ciencies
measured in data: e±µ⌥ (real),
e±µ±+µ±µ± (fakes)

• Validated in various regions,
such as low Njets
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4` channel:

• Semi-data driven method

• MC split between prompt, heavy and light
flavour(+conversions)

• Normalization factors for each component
determined in 3` low Njet CR, then applied to
MC predictions for 4`
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Background: Fake/non-prompt light leptons

2`SS/3` channels:

• Fully data-driven estimate with
a loose-to-tight matrix method

• Real and fake e�ciencies
measured in data: e±µ⌥ (real),
e±µ±+µ±µ± (fakes)

• Validated in various regions,
such as low Njets
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4` channel:

• Semi-data driven method

• MC split between prompt, heavy and light
flavour(+conversions)

• Normalization factors for each component
determined in 3` low Njet CR, then applied to
MC predictions for 4`
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4l channels: 
• Semi data-driven method 
• MC split between prompt, heavy and light flavor 
• Normalization in factors for each component 

determined in 3l low jet multiplicity CR, then applied 
to MC predictions for 4l



ttH multilepton: background processes

Main background processes are: 
• Prompt leptons same experimental signature as signal ➝  

irreducible  
- these processes have real prompt leptons and τhad 

- estimated from Monte Carlo simulation 

• Electron charge mis-identification 
- estimated from data events using mis-id rates from 

the Z ➝ e+e- 

• Non-prompt and fake leptons: leptons not coming from 
the primary interaction or jets mis-identified as leptons 

- Mainly coming from the semileptonic decay of heavy 
quarks hadrons 

- sizable contribution also from photon conversion 
- estimated from data events 

• Fake tau leptons:  
- mainly from light flavor jets or electrons mis-

identified as τhad

Background estimation
Main background sources:
• Processes with all prompt `/⌧had ! Estimated with MC

• Electron charge mis-identification for 2`SS and 2`SS+1⌧had

� Estimated from data using charge mis-id rates measured in Z ! e+e�/e±e±

• Events with fake/non-prompt light leptons:
� Mainly from semileptonic b-hadron decays
� Sizeable contribution also from photon conversions

• Events with fake tau leptons:
� Mainly from light flavour jets and electrons mis-identified as ⌧had
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Background estimation: Fake hadronic taus 23

• Fake τhad background from ttbar or ttV relevant for all SRs including τhad 
• Negligible fake/non-prompt l, expects for 2lSS+1 τhad 

 1l+2τhad channel: 
• Using CR with two same-sign τhad extrapolated to SR using MC 

 2lOS+1τhad channel: 
• Fake factors measured in a CR, inverting part of the τhad identification 

requirements

• Good data agreement for 2lOS+1τhad 
• Very similar fake τhad origin in the 2lOS/2lSS/3l+1τhad 
• Use data-driven estimates from 2lOS+1τhad as 

correction factor for the fake τhad +prompt l MC in 
2lSS/3l+1τhad 

• Fake l in 2lSS+1τhad: estimated from data using fake 
factor method

Background: Fake hadronic taus

• Fake ⌧had background from tt̄ or tt̄V relevant for all
SRs including ⌧had

• Negligible fake/non-prompt `, except for 2`SS+1⌧had

1`+2⌧had:

• Using CR with two same-sign ⌧had, extrapolated to
SR using MC

2`OS+1⌧had:

• Fake factors measured in a CR (�3 jets, b-tag veto),
inverting part of the ⌧had identification requirements
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• Good data agreement for 2`OS+1⌧had

• Very similar fake ⌧had origin in the
2`OS/2`SS/3`+1⌧had SRs

• Use data-driven estimates from 2`OS+1⌧had

as a correction factor for the fake ⌧had +
prompt ` MC in 2`SS/3`+1⌧had

• Fake ` in 2`SS+1⌧had: estimated from data
using fake factor method
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• The test statistic qμ is constructed from the profile log-likelihood ratio 

• where θ are nuisance parameter that carry the impact of systematics (Gaussian distributed)
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Fit setup
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Table 11: Summary of the basic characteristics and analysis strategies of all channels. In the 4� channel, the two
entries correspond to the Z-enriched and the Z-depleted categories.

2�SS 3� 4� 1�+2�had 2�SS+1�had 2�OS+1�had 3�+1�had
BDT trained against Fakes and tt̄V tt̄, tt̄W , tt̄Z , VV tt̄Z / - tt̄ all tt̄ -
Discriminant 2⇥1D BDT 5D BDT Event count BDT BDT BDT Event count
Number of bins 6 5 1 / 1 2 2 10 1
Control regions - 4 - - - - -

The fit uses templates constructed from the predicted yields for the signal and the various backgrounds in614

the bins of the input distribution in each region. The systematic uncertainties are encoded in templates of615

variations relative to the nominal template for each up-and-down (±�) variation. A smoothing procedure616

is applied to remove large local fluctuations in the templates for some background processes in certain617

regions. Systematic uncertainties that have a negligible impact on the final results are pruned away to618

improve the speed of the fit. A normalisation or a shape uncertainty is dropped if the associated variation619

is below 1% in all bins, which reduces the number of nuisance parameters to ⇠230.620

The behaviour of the global fit is studied by performing a number of checks including evaluating how much621

each NP is pulled with respect to its nominal value, how much its uncertainty is reduced with respect622

to the nominal uncertainty and which correlations develop between initially uncorrelated systematic623

uncertainties. The stability of the results were tested by performing fits for each channel independently624

and in combination.625

The impact of each systematic uncertainty in the final result is assessed by performing the fit with the626

parameter fixed to its fitted value up or down by its fitted uncertainty, with all the other parameters allowed627

to vary and calculating the �µ to the baseline fit. The ranking obtained for those nuisance parameters628

with the largest contribution to the uncertainty in the signal strength is shown in Fig. 9. The NP with the629

largest pull with respect to its nominal value is the uncertainty in the non-prompt lepton estimate due to630

the non-closure in the 3� channel. This is mainly due to the slight deficit observed in the 3� tt̄ control631

region with respect to the background prediction. The correlations between the nuisance parameters were632

checked and no unexpected correlations were observed. The impact of the most important groups of633

systematic uncertainties in the measured value of µ is shown in Table 12. The uncertainties with the634

largest impact are those on the signal modelling, the jet energy scale and resolution and the non-prompt635

light lepton estimate. The signal uncertainty is separated into two components to show the uncertainty636

due to the acceptance and the one due to the cross section. The uncertainties in the non-prompt light637

lepton estimates, the fake �had estimates and the charge missassignment have large statistical components638

due to the data statistics. The large impact of the luminosity uncertainty is due to its e�ect on both signal639

and MC-based background predictions. Although the individual groups are initially largely uncorrelated,640

a small correlation is introduced from the fit to data.641

Figure 10 and Table 10 (bottom part) show a comparison to data of the yields after the predictions have642

been adjusted by the fit in the twelve signal and control regions. Fig. 11 and 12 show the distributions643

of the discriminating variables used by the fit in the eight signal regions. Distributions are shown both644

before and after the fit to the data. An excess of events over the expected Standard Model background645

processes is found with an observed (expected) significance of 4.1 (2.8) standard deviations. When646

assuming that the observed signal is due to the SM Higgs boson, the excess over the SM signal-plus-647

background hypothesis has a significance of 1.4�. The observed (expected) best-fit value of µt t̄H is648
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• Simultaneous fit to the 12
SR/CR

• BDT shape used as
discriminant in 5 of the SRs

• Single bin used for SRs with
lower stats: 3`+1⌧had, 4`
(Z -enriched/Z -depleted)

• Single bin also used for the
3` CRs
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the bins of the input distribution in each region. The systematic uncertainties are encoded in templates of615

variations relative to the nominal template for each up-and-down (±�) variation. A smoothing procedure616

is applied to remove large local fluctuations in the templates for some background processes in certain617
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each NP is pulled with respect to its nominal value, how much its uncertainty is reduced with respect622

to the nominal uncertainty and which correlations develop between initially uncorrelated systematic623

uncertainties. The stability of the results were tested by performing fits for each channel independently624

and in combination.625

The impact of each systematic uncertainty in the final result is assessed by performing the fit with the626

parameter fixed to its fitted value up or down by its fitted uncertainty, with all the other parameters allowed627

to vary and calculating the �µ to the baseline fit. The ranking obtained for those nuisance parameters628

with the largest contribution to the uncertainty in the signal strength is shown in Fig. 9. The NP with the629
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• Maximum-likelihood fit to extract ttH signal 
strength μ 

• Statistical analysis of the data uses a binned 
likelihood function which is constructed from a 
product of Poisson probability terms to estimate μ 

• Simultaneous fit to the 12 SR and CR 
• BDT shape used as discriminate in 5 of the SRs 
• Single bin used for SRs with lower statistics: 4l 

and /3l+1τhad 

• Single bin also used for the 3l CRs

8 Statistical model and results

Table 10 (top part) shows a comparison of the predicted yields to data in the eight signal and four control
regions defined in Section 5.

A maximum-likelihood fit is performed on all these twelve categories simultaneously to extract the tt̄H
signal cross section normalised to the prediction from the SM (µ) with the signal acceptance in the di�erent
regions derived assuming the SM. The statistical analysis of the data uses a binned likelihood function
L(µ, Æ✓), which is constructed from a product of Poisson probability terms to estimate µ. The Higgs boson
branching fractions and the single top-Higgs boson associated production cross section, which is treated
as background, are set to their SM expectations with appropriate theoretical uncertainties. As mentioned
in Section 5 and summarised in Table 11, a BDT shape is used as the final discriminant in five of the
eight signal regions. The exceptions are the 4` Z-enriched (defined after applying a cut on a BDT), the
4` Z-depleted and the 3`+1⌧had categories, which use a single bin due to limited statistics. A single bin
is also used in the four control regions from the 3` channel. The total number of bins used in the fit is 32
and the details of each category presented in Table 11.

The impact of systematic uncertainties in the signal and background expectations is described by nuisance
parameters (NPs), Æ✓, which are constrained by Gaussian or log-normal probability density functions. The
latter are used for normalisation factors to ensure that they are always positive. The expected numbers
of signal and background events are functions of Æ✓. The prior for each NP is added as a penalty term
to the likelihood, L(µ, Æ✓), to decrease it as soon as ✓ is shifted away from its nominal value. The
statistical uncertainties in the simulated background predictions and the control regions used for the
non-prompt and fake estimates are included as bin-by-bin nuisance parameters using the Beeston-Barlow
technique [105].

The test statistic, qµ, is constructed from the profile log-likelihood ratio: qµ = �2 ln⇤µ = �2 lnL(µ,
ˆ̂Æ✓)/L(µ̂, Æ̂✓),

where µ̂ and Æ̂✓ are the parameters which maximise the likelihood and
ˆ̂Æ✓ are the nuisance parameters that

maximise the likelihood for a given µ. The test statistic is used to measure the compatibility of the
background-only hypothesis with the observed data.

The fitted µ̂ value is obtained by maximising the likelihood function with respect to all parameters and the
total uncertainty, �µ, is obtained from the variation of �2 ln⇤µ by one unit with respect to its minimum.
Systematic uncertainties are found by subtracting in quadrature the statistical uncertainty, determined by
fixing all nuisance parameters to their best-fit values, from the total uncertainty. The expected results
are obtained in the same way as the observed results by replacing the data in each input bin by the
expectation from simulation and the data-driven fake and non-prompt estimates with all NPs set to their
best-fit values obtained from the fit to data. The significance is obtained from the test statistic in the
asymptotic limit [106]. In the 4` channel with low statistics, the validity of this assumption was verified
using pseudo-experiments.
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SR distributions
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Table 12: Summary of the e�ects of the most important groups of systematic uncertainties in µ. Due to rounding
e�ects and small correlations between the di�erent sources of uncertainties, the total systematic uncertainty can be
di�erent from the sum in quadrature of the individual sources.

Uncertainty Source �µ
tt̄H modelling (cross section) +0.20 �0.09
Jet energy scale and resolution +0.18 �0.15
Non-prompt light-lepton estimates +0.15 �0.13
Jet flavour tagging and �had identification +0.11 �0.09
tt̄W modelling +0.10 �0.09
tt̄Z modelling +0.08 �0.07
Other background modelling +0.08 �0.07
Luminosity +0.08 �0.06
tt̄H modelling (acceptance) +0.08 �0.04
Fake �had estimates +0.07 �0.07
Other experimental uncertainties +0.05 �0.04
Simulation statistics +0.04 �0.04
Charge misassignment +0.01 �0.01
Total systematic uncertainty +0.39 �0.30

is made to the inclusive phase space, and the measured tt̄H production cross section is �(tt̄H) =655

790+150
�150(stat.)+170

�150(syst.) fb = 790+230
�210 fb. The predicted theoretical cross section is �(tt̄H) = 507+35

�50 fb.656

For 4�, 1�+2�had, 2�OS+1�had and 3�+1�had channels, the uncertainties in µ are mainly statistical, while657

the statistical and systematic uncertainties are of comparable size for 2�SS, 3� and 2�SS+1�had channels.658

Fig. 14 shows the data, background and signal yields, where the final-discriminant bins in all signal regions659

are combined into bins of log(S/B), S being the expected signal yield and B the fitted background yield.660

The most sensitive 2�SS, 3� and 2�SS+1�had analyses were cross-checked with simpler cut-and-count ana-661

lyses with reduced sensitivity. The observed significance with respect to the background-only hypothesis662

is 1.2�, 2.3� and 2.3�, respectively. The observed signal strengths in the cross-check analyses are found663

to be statistically compatible with those from the nominal analyses.664

An alternative fit where tt̄W and tt̄Z processes normalisations were left free together with µt t̄H has been665

performed as a cross-check. The expected sensitivity to µt t̄H is 15% worse than with the nominal fit. The666

observed best-fit value of µt t̄H is 1.6 +0.6
�0.5, in good agreement with the result obtained with the nominal667

fit. The fitted tt̄W and tt̄Z cross section modifiers are 0.92 ± 0.32 and 1.17 +0.25
�0.22, respectively, in good668

agreement with the SM expectations.669
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• Most relevant uncertainties on the signal strength:
� Signal modelling (dominated by scale uncertainties)
� Jet energy scale and resolution
� Non-prompt ` estimation (with large contribution from limited CR statistics)

• Very small nuisance parameters constraints
� Largest pull: 3` fake method non-closure (slight deficit in 3` tt̄ CR)
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• Most relevant uncertainties on the signal strength: 
- Signal modelling (dominated by scale uncertainties) 
- Jet energy scale and resolution 
- Non-prompt l estimation (with large contribution from limited CR statistics) 

• Very small nuisance parameters constraints 
• Largest pull: 3l fake method non-closure (slight deficit in 3l ttbar CR)
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• Significance wrt background-only hypothesis: 4.1σ(expected: 2.8σ) 
• Cross-section extrapolated to the inclusive phase space: 
• Cross-checks performed: 

- Consistency of the fitted signal strengths between the seven channels is 34% 
- 2lSS, 3l and 2lSS+1τhad cross checked with simpler cut & count analyses 
- Cross-check with ttV free floating: 

‣ 15% loss in sensitivity on signal strength 
‣ ttV in agreement with SM
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2
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Combined 1.6 +0.3
�0.3 (stat.) +0.4

�0.3 (syst.) 1.0 +0.3
�0.3 (stat.) +0.3

�0.3 (syst.) 4.1� 2.8�
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2

�1.1 (syst.) 0.9� 0.5�
1�+2�had -0.6 +1.1

�0.8 (stat.) +1.1
�1.3 (syst.) 1.0 +1.1
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• Significance w.r.t background-only hypothesis: 4.1� (exp: 2.8�)

• Cross-section extrapolated to the inclusive phase space:
�(t̄tH)=790±150(stat.)+170

�150(syst.) fb

• Cross-checks performed:
� Consistency of the fitted signal strengths between the seven channels is 34%
� 2`SS, 3` and 2`SS+1⌧had cross checked with simpler cut & count analyses
� Cross-check with tt̄V free floating:

• 15% loss in sensitivity for µtt̄H
• tt̄V in agreement with SM: µtt̄W =0.92±0.32, µtt̄Z = 1.17+0.25

�0.22
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
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• Significance w.r.t background-only hypothesis: 4.1� (exp: 2.8�)

• Cross-section extrapolated to the inclusive phase space:
�(t̄tH)=790±150(stat.)+170

�150(syst.) fb

• Cross-checks performed:
� Consistency of the fitted signal strengths between the seven channels is 34%
� 2`SS, 3` and 2`SS+1⌧had cross checked with simpler cut & count analyses
� Cross-check with tt̄V free floating:

• 15% loss in sensitivity for µtt̄H
• tt̄V in agreement with SM: µtt̄W =0.92±0.32, µtt̄Z = 1.17+0.25
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2

�1.1 (syst.) 0.9� 0.5�
1�+2�had -0.6 +1.1

�0.8 (stat.) +1.1
�1.3 (syst.) 1.0 +1.1

�0.9 (stat.) +1.2
�1.1 (syst.) - 0.6�

4� -0.5 +1.3
�0.8 (stat.) +0.2

�0.3 (syst.) 1.0 +1.7
�1.2 (stat.) +0.4

�0.2 (syst.) - 0.8�
3�+1�had 1.6 +1.7

�1.3 (stat.) +0.6
�0.2 (syst.) 1.0 +1.5

�1.1 (stat.) +0.4
�0.2 (syst.) 1.3� 0.9�

2�SS+1�had 3.5 +1.5
�1.2 (stat.) +0.9

�0.5 (syst.) 1.0 +1.1
�0.8 (stat.) +0.5

�0.3 (syst.) 3.4� 1.1�
3� 1.8 +0.6

�0.6 (stat.) +0.6
�0.5 (syst.) 1.0 +0.6

�0.5 (stat.) +0.5
�0.4 (syst.) 2.4� 1.5�

2�SS 1.5 +0.4
�0.4 (stat.) +0.5

�0.4 (syst.) 1.0 +0.4
�0.4 (stat.) +0.4

�0.4 (syst.) 2.7� 1.9�

Combined 1.6 +0.3
�0.3 (stat.) +0.4

�0.3 (syst.) 1.0 +0.3
�0.3 (stat.) +0.3

�0.3 (syst.) 4.1� 2.8�
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• Significance w.r.t background-only hypothesis: 4.1� (exp: 2.8�)

• Cross-section extrapolated to the inclusive phase space:
�(t̄tH)=790±150(stat.)+170

�150(syst.) fb

• Cross-checks performed:
� Consistency of the fitted signal strengths between the seven channels is 34%
� 2`SS, 3` and 2`SS+1⌧had cross checked with simpler cut & count analyses
� Cross-check with tt̄V free floating:

• 15% loss in sensitivity for µtt̄H
• tt̄V in agreement with SM: µtt̄W =0.92±0.32, µtt̄Z = 1.17+0.25
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2

�1.1 (syst.) 0.9� 0.5�
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2

�1.1 (syst.) 0.9� 0.5�
1�+2�had -0.6 +1.1

�0.8 (stat.) +1.1
�1.3 (syst.) 1.0 +1.1

�0.9 (stat.) +1.2
�1.1 (syst.) - 0.6�

4� -0.5 +1.3
�0.8 (stat.) +0.2

�0.3 (syst.) 1.0 +1.7
�1.2 (stat.) +0.4

�0.2 (syst.) - 0.8�
3�+1�had 1.6 +1.7

�1.3 (stat.) +0.6
�0.2 (syst.) 1.0 +1.5

�1.1 (stat.) +0.4
�0.2 (syst.) 1.3� 0.9�

2�SS+1�had 3.5 +1.5
�1.2 (stat.) +0.9

�0.5 (syst.) 1.0 +1.1
�0.8 (stat.) +0.5

�0.3 (syst.) 3.4� 1.1�
3� 1.8 +0.6

�0.6 (stat.) +0.6
�0.5 (syst.) 1.0 +0.6

�0.5 (stat.) +0.5
�0.4 (syst.) 2.4� 1.5�

2�SS 1.5 +0.4
�0.4 (stat.) +0.5

�0.4 (syst.) 1.0 +0.4
�0.4 (stat.) +0.4

�0.4 (syst.) 2.7� 1.9�

Combined 1.6 +0.3
�0.3 (stat.) +0.4

�0.3 (syst.) 1.0 +0.3
�0.3 (stat.) +0.3

�0.3 (syst.) 4.1� 2.8�
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• Significance w.r.t background-only hypothesis: 4.1� (exp: 2.8�)

• Cross-section extrapolated to the inclusive phase space:
�(t̄tH)=790±150(stat.)+170

�150(syst.) fb

• Cross-checks performed:
� Consistency of the fitted signal strengths between the seven channels is 34%
� 2`SS, 3` and 2`SS+1⌧had cross checked with simpler cut & count analyses
� Cross-check with tt̄V free floating:

• 15% loss in sensitivity for µtt̄H
• tt̄V in agreement with SM: µtt̄W =0.92±0.32, µtt̄Z = 1.17+0.25
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expected:



CMS multilepton status



CMS ttH multilepton: strategy 29

• CMS performed an explorative analysis of 2015+2016 data searching for ttH in a 
multilepton final state (presented during Moriond2017) 

• Cut & count + MVA technique to enhance the sensitivity 
• Separate analyses for the tau channels

Multilepton channel (tau veto) 

2l channel 
• BDT inputs from hadronic top tagging 

(vs ttbar) and “jets from Higgs” 
tagging (vs ttV) 

3l channel 
• BDT vs ttV uses likelihood ratio from 

Matrix Element computation for ttH, 
ttW, ttZ 

4l channel 
• counting experiment

multilepton results 

•  Both results compatible with SM within about 1σ. 
•  Significance wrt μ(ttH) = 0 hypothesis: 

–  ATLAS:  2.2 σ (expected for SM ttH: 1.0 σ ) 
–  CMS:  3.3 σ (expected for SM ttH: 2.5 σ ) 

Moriond EWK, 2017 G. Petrucciani (CERN) 21 

Significance wrt bkg only 3.3σ (exp: 2.5σ)
CMS-PAS-HIG-17-004

https://cds.cern.ch/record/2256103/files/HIG-17-004-pas.pdf


CMS ttH multilepton: uncertainties 30

• ttH modeling +5/-9% 
• ttW/Z theoretical uncert. on cross section 12% and 10% 
• VV backgrounds: 

- statistical uncertainty due to the limited sample size in the control region (30%) 
- the residual background in the control region (20%) 
-  the uncertainties on the b-tagging rate (between 10–40%) (WZ enters in the SR 

if high mis-tag rate not well known) 
- from the knowledge of PDFs and the theoretical uncertainties of the 

extrapolation (up to 10%) 
• Non-prompt leptons estimates: 

- from the statistical uncertainty in the measurement of the tight-to-loose 
ratios, and from a systematical uncertainty derived by comparing 
alternative methods of subtracting prompt lepton backgrounds and from 
testing the closure of the method in simulated background events (20-40%)



CMS ttH multilepton: strategy tau channels 31

Significance wrt bkg only 1.4σ (exp: 1.8σ)
CMS-PAS-HIG-17-003

• Tau channel same as ATLAS (no 2l0S+1tau) 
• Uncert. on charge mis-measurement in 2lSS+1tau 30% (mainly stat.) 
• ttW and ttZ background are 12% and 11% respectively 
• Rate of WZ+jets background is assigned uncert. up to 100% depending on the categories  
• Rate of small irreducible background 50% 
• b-tagging efficiency 3-10%

https://cds.cern.ch/record/2257067/files/HIG-17-003-pas.pdf


multilepton results 

•  Both results compatible with SM within about 1σ. 
•  Significance wrt μ(ttH) = 0 hypothesis: 

–  ATLAS:  2.2 σ (expected for SM ttH: 1.0 σ ) 
–  CMS:  3.3 σ (expected for SM ttH: 2.5 σ ) 

Moriond EWK, 2017 G. Petrucciani (CERN) 21 

ATLAS and CMS results: comparison 32
tt̄H multilepton: Results
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2

�1.1 (syst.) 0.9� 0.5�
1�+2�had -0.6 +1.1

�0.8 (stat.) +1.1
�1.3 (syst.) 1.0 +1.1

�0.9 (stat.) +1.2
�1.1 (syst.) - 0.6�

4� -0.5 +1.3
�0.8 (stat.) +0.2

�0.3 (syst.) 1.0 +1.7
�1.2 (stat.) +0.4

�0.2 (syst.) - 0.8�
3�+1�had 1.6 +1.7

�1.3 (stat.) +0.6
�0.2 (syst.) 1.0 +1.5

�1.1 (stat.) +0.4
�0.2 (syst.) 1.3� 0.9�

2�SS+1�had 3.5 +1.5
�1.2 (stat.) +0.9

�0.5 (syst.) 1.0 +1.1
�0.8 (stat.) +0.5
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�0.6 (stat.) +0.6
�0.5 (syst.) 1.0 +0.6

�0.5 (stat.) +0.5
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2�SS 1.5 +0.4
�0.4 (stat.) +0.5

�0.4 (syst.) 1.0 +0.4
�0.4 (stat.) +0.4

�0.4 (syst.) 2.7� 1.9�

Combined 1.6 +0.3
�0.3 (stat.) +0.4

�0.3 (syst.) 1.0 +0.3
�0.3 (stat.) +0.3

�0.3 (syst.) 4.1� 2.8�
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Figure 10: Comparison of prediction to data after the fit in the eight signal and four control regions. The background
contributions after the global fit are shown as filled histograms. The total background before the fit is shown as a
dashed blue histogram. The Higgs boson signal (mH = 125 GeV), scaled according to the results of the fit, is shown
as a filled red histogram superimposed on the fitted backgrounds. The size of the combined statistical and systematic
uncertainty in the sum of the signal and fitted background is indicated by the blue hatched band. The ratio of the
data to the sum of the signal and fitted background is shown in the lower panel. The yields in each region are shown
in Table 10.

Table 13: Observed and expected best-fit values of the signal strength µt t̄H and associated significance with respect
to the SM background-only hypothesis. The expected values are shown for the pre-fit background estimates. The
observed significance is indicated with a � for the channels where µt t̄H is negative.

Channel Best fit µt t̄H Significance
Observed Expected Observed Expected

2�OS+1�had 1.7 +1.6
�1.5 (stat.) +1.4

�1.1 (syst.) 1.0 +1.5
�1.4 (stat.) +1.2

�1.1 (syst.) 0.9� 0.5�
1�+2�had -0.6 +1.1

�0.8 (stat.) +1.1
�1.3 (syst.) 1.0 +1.1

�0.9 (stat.) +1.2
�1.1 (syst.) - 0.6�

4� -0.5 +1.3
�0.8 (stat.) +0.2

�0.3 (syst.) 1.0 +1.7
�1.2 (stat.) +0.4

�0.2 (syst.) - 0.8�
3�+1�had 1.6 +1.7

�1.3 (stat.) +0.6
�0.2 (syst.) 1.0 +1.5

�1.1 (stat.) +0.4
�0.2 (syst.) 1.3� 0.9�

2�SS+1�had 3.5 +1.5
�1.2 (stat.) +0.9

�0.5 (syst.) 1.0 +1.1
�0.8 (stat.) +0.5

�0.3 (syst.) 3.4� 1.1�
3� 1.8 +0.6

�0.6 (stat.) +0.6
�0.5 (syst.) 1.0 +0.6

�0.5 (stat.) +0.5
�0.4 (syst.) 2.4� 1.5�

2�SS 1.5 +0.4
�0.4 (stat.) +0.5

�0.4 (syst.) 1.0 +0.4
�0.4 (stat.) +0.4

�0.4 (syst.) 2.7� 1.9�

Combined 1.6 +0.3
�0.3 (stat.) +0.4

�0.3 (syst.) 1.0 +0.3
�0.3 (stat.) +0.3

�0.3 (syst.) 4.1� 2.8�

14th October 2017 – 14:17 31

• Significance w.r.t background-only hypothesis: 4.1� (exp: 2.8�)

• Cross-section extrapolated to the inclusive phase space:
�(t̄tH)=790±150(stat.)+170

�150(syst.) fb

• Cross-checks performed:
� Consistency of the fitted signal strengths between the seven channels is 34%
� 2`SS, 3` and 2`SS+1⌧had cross checked with simpler cut & count analyses
� Cross-check with tt̄V free floating:

• 15% loss in sensitivity for µtt̄H
• tt̄V in agreement with SM: µtt̄W =0.92±0.32, µtt̄Z = 1.17+0.25

�0.22
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ttH(bb): strategy

• Benefiting from large H ➝ bb branching ratio (58%) and leptonic top decays !  

• Large irreducible background from tt+heavy flavor (HF) production ☹  

• Low combined efficiency to reconstruct and identify all final-state objects ☹  

• combinatorial ambiguity from the many b-tagged jets: difficult to reconstruct 
Higgs mass ☹

34
tt̄H(bb̄): Strategy

• Benefiting from large H ! bb̄ branching
ratio (⇠58%), and leptonic top decays

• Large irreducible background from tt̄ +
heavy flavour (HF) production

t̄t + HF modelling:

• Nominal sample: Powheg+Pythia8, modelling
extensively studied with 7/8/13 TeV data
(ATL-PHYS-PUB-2014-021,
ATL-PHYS-PUB-2016-020)

• Normalized to NNLO+NNLL cross-section
• MC sample split in number of HF jets at particle level

� tt̄+�1b: jets matched to 1(b) or 2(B) b hadrons
� Extra b-jets from MPI or FSR
� tt̄+�1c: analogous to tt̄+�1b
� tt̄+light
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• tt̄+�1b: relative contribution from each sub-component are reweighted to tt̄bb̄
predictions by Sherpa+OpenLoops: NLO, 4-flavour scheme (massive b-quarks,
g ! bb̄ from ME)
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tt+HF modeling: 
• MC simulation is NLO, its modeling studied at 7/8/13 TeV 
• Normalized to NNLO+NNLL cross-section 
• MC sample split in number of HF jets at particle level 

• tt+≥1b: jet matched to 1(b) or 2(B) b-hadrons 
• Extra b-jets from MPI or FSR 
• tt+≥1c: analogous to tt+≥1b 
• tt+light 

• tt+≥1b: relative contribution from each sub-component are 
reweighed to ttbb predictions by Sherpa+OpenLoops: NLO, 
4-flavours scheme (massive b-quarks, g➝bb from ME)
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Event selection

b-tagging: 
• Considering 4 working points: loose, medium, tight, very-tight 
• Efficiency from b-jets: 85% to 60% 
• Rejection factor for c-jets (light jets): 3 to 35 (30 to 1500) 

Channel classification: 
• Two separate channels depending on the number of light leptons (e/μ): 1l, 2l 
• 2l opposite-sign (OS) with pT > 27, 25 GeV (fraction of total ttH(bb) = 2.5%) 

- at least 3 jets of which at least two medium b-tagged 
-  veto mll~mZ and events with τhad 

• 1l with pT>27 GeV  
- veto events with≥ 2τhad 

- Boosted high pT category (fraction of total ttH(bb) = 0.1%): 
- boosted Higgs and top candidates (large R jets, reclustered from R = 0.4 jets), plus a loose b-tagged jet 

- Resolved (if failing boosted selections, fraction of total ttH(bb) = 8.7%) 
- Require ≥  5 jets and ≥ 2 very tight b-tagged jets or ≥ 3 medium b-tagged jets 

35
Event selection
• b-tagging:

� Considering 4 working points: loose, medium, tight, very-tight
� E�ciency for b-jets: 85% ! 60%
� Rejection factor for c-jets [light jets]: 3!35 [30!1500]
� b-tagging discriminant built as:

none loose medium tight very-tight

E�ciency - 85% 77% 70% 60%
Discriminant value 1 2 3 4 5

Channel classification:
• Two separate channels depending on the number of light leptons (`=e, µ): 1`, 2`

• 2` opposite-sign (OS) with pT > 27, 15 GeV (veto m`` ⇠ mZ , and events with ⌧had)
� Require �3 jets and �2 medium b-tagged jets

• 1` with pT > 27 GeV (veto events with �2 ⌧had’s)
� High-pT category:

• ‘Boosted’ event: boosted Higgs and top candidates (large-R jets, reclustered
from R = 0.4 jets), plus a loose b-tagged jet

• Higgs boson candidate (pT > 200 GeV): two loose b-tagged jets
• Top candidate (pT > 250 GeV): one loose b-tagged + �1 non-b-tagged jets

� If failing the ‘boosted’ selection ! ‘Resolved’ event:
• Require �5 jets and �2 very-tight b-tagged jets or �3 medium b-tagged jets

Ximo Poveda (CERN) October 24, 2017 14



Background composition 36
Signal/Control regions: Background composition
• Three 2` SR (�4j)

• Six 1` SR (boosted, 5j, �6j)

• Ten CRs for the di↵erent tt̄+HF
components

ATLAS Preliminary
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Dilepton

 + lighttt 1c≥ + tt 1b≥ + tt
 + Vtt tNon-t
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3
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ATLAS Preliminary
 = 13 TeVs

Single Lepton

 + lighttt 1c≥ + tt 1b≥ + tt
 + Vtt tNon-t
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5jCR tt+b
5jCR

2
5jSR 1

5jSR boostedSR

tt+light
6j≥CR 1c≥tt+

6j≥CR tt+b
6j≥CR

3
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6j≥SR 1
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MVA analysis 37
MVA analysis
• Sensitivity enhanced using multivariate techniques to discriminate signal from

backgrounds

• ‘Reconstruction’ BDT (all resolved SRs):
� Combination of jets as originating from H/top decays to reconstruct the tt̄H(bb̄)

system

• Likelihood discriminator (LHD) (1` resolved SRs only):
� Probability for signal/background (tt̄+�2b, tt̄+1b) hypotheses using 1D

distributions of discriminating variables (invariant mass, angular distributions, etc.)

• Matrix Element Method (MEM) (SR�6j
1 only):

� Signal/background probability using matrix element calculations at parton level

Reconstuction BDT Likelihood discriminant MEM discriminant

Reconstruction BDT output (w/ Higgs info)
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

D
at

a 
/ P

re
d.

 

0.5
0.75

1
1.25

1.5

Ev
en

ts
 / 

bi
n

0

50

100

150

200

250

300

350

400 ATLAS Preliminary
-1 = 13 TeV, 36.1 fbs

Single Lepton
1
6j≥SR

Post-Fit

Data Htt
 + lighttt 1c≥ + tt

1b≥ + tt  + Vtt
tNon-t Total unc.

H (norm)tt
Pre-Fit Bkgd.

LHD

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

D
at

a 
/ P

re
d.

 

0.5
0.75

1
1.25

1.5

Ev
en

ts
 / 

bi
n

0

50

100

150

200

250

300

350

400

450
ATLAS Preliminary

-1 = 13 TeV, 36.1 fbs
Single Lepton

1
6j≥SR

Post-Fit

Data Htt
 + lighttt 1c≥ + tt

1b≥ + tt  + Vtt
tNon-t Total unc.

H (norm)tt
Pre-Fit Bkgd.

-4))
D1

1 / (1 + exp(-MEM
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

D
at

a 
/ P

re
d.

 

0.5
0.75

1
1.25

1.5
Ev

en
ts

 / 
bi

n
0

50

100

150

200

250

300

350

400

450
ATLAS Preliminary

-1 = 13 TeV, 36.1 fbs
Single Lepton

1
6j≥SR

Post-Fit

Data Htt
 + lighttt 1c≥ + tt

1b≥ + tt  + Vtt
tNon-t Total unc.

H (norm)tt
Pre-Fit Bkgd.

Ximo Poveda (CERN) October 24, 2017 18



MVA analysis 38
MVA analysis

• Final discriminant: ‘Classification BDT’
� Trained to separate signal from background
� Only variables with good modelling in the MC are considered

• Input variables:
� General kinematic variables
� Discrete b-tagging discriminant
� ‘Reconstruction BDT’ output (resolved SRs only), and variables associated to its

H/top candidates
� Likelihood and Matrix Element Methods discriminants (where available)
� Boosted SR: Properties of the large-R jets and their sub-jets
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Fit model 39
Fit Model
• Simultaneous profile likelihood fit to all SRs and CRs

� SRs binned in ‘classification BDT’
� CRs: single bin, except tt̄+�1c 1`-CRs (binned in HT =

P
jet pjet

T )
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tt̄H(bb̄): Fit Model
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• Profile likelihood fit to all

SRs+CRs:

� SRs binned in
‘classification’ BDT

� CRs: single bin, except
tt̄+ � 1c 1`-CRs
(binned in HT)

• Significant improvement in
the agreement after the fit
(adjustment of NPs)

• Normalization factors for

tt̄+ � 1b/tt̄+ � 1c

floating freely:

� tt̄+ � 1b: 1.24 ± 0.10
� tt̄+ � 1c: 1.63 ± 0.23

• Separate uncertainties on
each tt̄+ � 1b
sub-component for scale
variations
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tt̄H(bb̄): Fit Model
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• Profile likelihood fit to all

SRs+CRs:

� SRs binned in
‘classification’ BDT

� CRs: single bin, except
tt̄+ � 1c 1`-CRs
(binned in HT)

• Significant improvement in
the agreement after the fit
(adjustment of NPs)

• Normalization factors for

tt̄+ � 1b/tt̄+ � 1c

floating freely:

� tt̄+ � 1b: 1.24 ± 0.10
� tt̄+ � 1c: 1.63 ± 0.23

• Separate uncertainties on
each tt̄+ � 1b
sub-component for scale
variations
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Uncertainties 40

Uncertainties

• Normalization factors for
tt̄+�1b/�1c constrained in
the fit, no prior uncertainty:
� tt̄+�1b: 1.24 ± 0.10
� tt̄+�1c: 1.63 ± 0.23

• Analysis already dominated
by systematics

• Most relevant uncertainties:

� tt̄+�1b background
modelling

� Limited MC statistics
� b-tagging uncertainties
� Jet uncertainties

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

DRAFT

the tt̄ background to the observed data. None of these shifts have a significant impact on the value of the561

signal strength beyond the precision at which this value is measured.562

Table 2: Summary of the e�ects of the systematic uncertainties on µ. The background model statistics refers to
the statistical uncertainties from the limited number of simulated events and from the data-driven determination of
the non-prompt and fake lepton background component in the single-lepton channel. The normalisation factors for
both tt̄ + �1b and tt̄ + �1c are included in the statistical component. The impact of the systematic uncertainties is
evaluated after the fit described in Section 8.

Uncertainty source �µ
tt̄ + �1b modelling +0.46 �0.46
Background model statistics +0.29 �0.31
Jet flavour tagging +0.16 �0.16
Jet energy scale and resolution +0.14 �0.14
tt̄H modelling +0.22 �0.05
tt̄ + �1c modelling +0.09 �0.11
Jet-vertex association, pileup modelling +0.03 �0.05
Other background modelling +0.08 �0.08
tt̄ + light modelling +0.06 �0.03
Luminosity +0.03 �0.02
Light lepton (e, µ) ID, isolation, trigger +0.03 �0.04
Total systematic uncertainty +0.57 �0.54
tt̄ + �1b normalisation +0.09 �0.10
tt̄ + �1c normalisation +0.02 �0.03
Statistical uncertainty +0.29 �0.29
Total uncertainty +0.64 �0.61

A signal strength larger than 2.0 can be excluded at the 95% confidence level, as seen in Figure 13.563

The expected limits are calculated using the background estimate after the fit to the data. The signal564

significance with respect to the background-only hypothesis, obtained from the p0-value calculation, is of565

1.4 Gaussian standard deviations, , while the expected one is 1.6 .566
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Uncertainties

θ∆)/0θ-θ(
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

b-tagging: efficiency, NP 0
: soft-term resolutionmiss

TE

b-tagging: mis-tag (c), NP 0

b-tagging: efficiency, NP 1

Wt: diagram subtr. vs. nominal
+light: PS & hadronisationtt

Jet energy resolution: NP 0
1c: ISR / FSR≥+tt

1b: shower recoil scheme≥+tt

5F vs. nominalHERPA1c: S≥+tt

3b normalisation≥1b: tt+≥tt+
H: cross section (QCD scale)tt

Jet energy resolution: NP 1

 0.10±1b) = 1.24 ≥k(tt+

b-tagging: mis-tag (light), NP 0
H: PS & hadronisationtt

1b: ISR / FSR≥+tt

1b: PS & hadronisation≥+tt

4F vs. nominalHERPA1b: S≥+tt

5F vs. nominalHERPA1b: S≥+tt

µ∆
1− 0.5− 0 0.5 1

:µPre-fit impact on 
θ∆=+0θ θ∆=-0θ

:µPost-fit impact on 
θ∆=+0θ θ∆=-0θ

Nuis. Param. Pull

ATLAS Preliminary
-1 = 13 TeV, 36.1 fbs

• Uncertainty source with largest
impact: di↵erence between
generators for tt̄+�1b

• Followed by uncertainties on
tt̄+�1b modelling

• Constraints for nuisance
parameters (NPs) associated to
larger variation than observed in
data

• Some NPs shifted from their
nominal value
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tt̄H(bb̄) Results

SM
Httσ/Httσ = µBest fit 

1− 0 1 2 3 4 5 6

Combined

 combined fit)µ(two-
         Single Lepton

 combined fit)µ(two-
                  Dilepton -0.24 1.02+

1.05− ( 0.54+
0.52−
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0.91− )

0.95 0.65+
0.62− ( 0.31+

0.31−
0.57+
0.54− )

0.84 0.64+
0.61− ( 0.29+

0.29−
0.57+
0.54− )

ATLAS Preliminary -1 = 13 TeV, 36.1 fbs

 = 125 GeVHmtot.
stat.

tot ( stat syst )

H)t(tSMσ/σ95% CL limit on 
0 1 2 3 4 5

Combined

 combined fit)µ(two-
         Single Lepton

 combined fit)µ(two-
                  Dilepton

ATLAS Preliminary -1 = 13 TeV, 36.1 fbs

 = 125 GeVHm

σ 1±Expected 
σ 2±Expected 

Observed
=1)µExpected (

• Signal strength: µt̄tH= 0.84+0.64
�0.61

� Sensitivity dominated by the single lepton channel

• Significance w.r.t background-only hypothesis: 1.4� (exp: 1.6�)

• Can exclude µtt̄H > 2.0 at 95% CL
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Combination

• Combining bb̄, multilepton, �� and
ZZ ! 4` channels
� Only tt̄H enhanced categories in ��

and 4` included

• tHjb and tWH treated as backgrounds
and fixed to the SM prediction

• Non-tt̄H production mechanisms also
fixed to the SM predictions

• Correlating almost all signal,
background and detector uncertainties

• Best-fit value:
µt̄tH = 1.17 ± 0.19(stat) +0.27

�0.23(syst)

�t̄tH = 590+160
�150 fb

• Significance: 4.2� (exp: 3.8�)
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Table 14: Summary of the observed and expected µmeasurements and tt̄H production significance from individual
analyses and the combination. As no events are observed in the H ! 4� analysis, a 68% confidence level (CL)
upper limit on µ, computed using the CLs method [107], is reported.

Channel Best fit µ Significance
Observed Expected Observed Expected

Multilepton 1.6 +0.5
�0.4 1.0 +0.4

�0.4 4.1� 2.8�
H ! bb̄ 0.8 +0.6

�0.6 1.0 +0.6
�0.6 1.4� 1.6�

H ! �� 0.6 +0.7
�0.6 1.0 +0.8

�0.6 0.9� 1.7�
H ! 4� < 1.9 1.0 +3.2

�1.0 — 0.6�

Combined 1.2 +0.3
�0.3 1.0 +0.3

�0.3 4.2� 3.8�

Table 15: Summary of the uncertainties a�ecting the combined value of µ.
Uncertainty Source �µ
tt̄ modelling in H ! bb̄ analysis +0.15 �0.14
tt̄H modelling (cross section) +0.13 �0.06
Non-prompt light-lepton and fake �had estimates +0.09 �0.09
Simulation statistics +0.08 �0.08
Jet energy scale and resolution +0.08 �0.07
tt̄V modelling +0.07 �0.07
tt̄H modelling (acceptance) +0.07 �0.04
Other non-Higgs boson backgrounds +0.06 �0.05
Other experimental uncertainties +0.05 �0.05
Luminosity +0.05 �0.04
Jet flavour tagging +0.03 �0.02
Modelling of other Higgs boson production modes +0.01 �0.01
Total systematic uncertainty +0.27 �0.23
Statistical uncertainty +0.19 �0.19
Total uncertainty +0.34 �0.30
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Table 14: Summary of the observed and expected µmeasurements and tt̄H production significance from individual
analyses and the combination. As no events are observed in the H ! 4� analysis, a 68% confidence level (CL)
upper limit on µ, computed using the CLs method [107], is reported.

Channel Best fit µ Significance
Observed Expected Observed Expected

Multilepton 1.6 +0.5
�0.4 1.0 +0.4

�0.4 4.1� 2.8�
H ! bb̄ 0.8 +0.6

�0.6 1.0 +0.6
�0.6 1.4� 1.6�

H ! �� 0.6 +0.7
�0.6 1.0 +0.8

�0.6 0.9� 1.7�
H ! 4� < 1.9 1.0 +3.2

�1.0 — 0.6�

Combined 1.2 +0.3
�0.3 1.0 +0.3

�0.3 4.2� 3.8�

Table 15: Summary of the uncertainties a�ecting the combined value of µ.
Uncertainty Source �µ
tt̄ modelling in H ! bb̄ analysis +0.15 �0.14
tt̄H modelling (cross section) +0.13 �0.06
Non-prompt light-lepton and fake �had estimates +0.09 �0.09
Simulation statistics +0.08 �0.08
Jet energy scale and resolution +0.08 �0.07
tt̄V modelling +0.07 �0.07
tt̄H modelling (acceptance) +0.07 �0.04
Other non-Higgs boson backgrounds +0.06 �0.05
Other experimental uncertainties +0.05 �0.05
Luminosity +0.05 �0.04
Jet flavour tagging +0.03 �0.02
Modelling of other Higgs boson production modes +0.01 �0.01
Total systematic uncertainty +0.27 �0.23
Statistical uncertainty +0.19 �0.19
Total uncertainty +0.34 �0.30
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Combination: Uncertainties
• Compatibility between µ from the individual analyses and combination: 38%
• Dominant systematic uncertainties:

� tt̄ modelling systematics in tt̄H(bb̄)
� tt̄H signal modelling
� Fake/non-prompt `/⌧had from tt̄H multilepton
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< 1.9 (68% CL)

total stat.

ATLAS Internal -1=13 TeV, 36.1 fbs

Figure 15: Summary of the measurements of µt t̄H from individual analyses and the combined result. “ML” refers
to the multileptonic decay channels discussed in Section 8. The best-fit values of µt t̄H for the individual analyses are
extracted independently, and systematic uncertainty nuisance parameters are only correlated for the combination.
As no events are observed in the H ! 4� analysis, a 68% confidence level (CL) upper limit on µt t̄H is reported.

Table 15: Summary of the uncertainties a�ecting the combined value of µt t̄H .
Uncertainty Source �µ
tt̄ modelling in H ! bb̄ analysis +0.15 �0.14
tt̄H modelling (cross section) +0.13 �0.06
Non-prompt light-lepton and fake �had estimates +0.09 �0.09
Simulation statistics +0.08 �0.08
Jet energy scale and resolution +0.08 �0.07
tt̄V modelling +0.07 �0.07
tt̄H modelling (acceptance) +0.07 �0.04
Other non-Higgs boson backgrounds +0.06 �0.05
Other experimental uncertainties +0.05 �0.05
Luminosity +0.05 �0.04
Jet flavour tagging +0.03 �0.02
Modelling of other Higgs boson production modes +0.01 �0.01
Total systematic uncertainty +0.27 �0.23
Statistical uncertainty +0.19 �0.19
Total uncertainty +0.34 �0.30
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Combination: Interpretation

• Measuring µtt̄H for di↵erent decays

� H ! WW , ⌧⌧ contribution to
0/�1⌧had categories in
multilepton

� H ! bb̄, �� dominated by their
dedicated analyses

� WW /ZZ ratio set to the SM
prediction

• Results in agreement with the SM
predictions
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Htt

µbest fit 
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Summary 46

• Results from search fro ttH in multilepton final state using ATLAS 2015+2016 
data @ 13 TeV 

• Very challenging and complex analysis that uses multivariate analysis 
techniques  

• Found evidence for ttH production with a leading contribution from the 
multilepton channel 

• SM prediction is consistent with the extrapolated cross section  
• ATLAS and CMS analyses very similar 
• STAY TUNED FOR THE RESULTS FROM THE FULL RUN2 ANALYSIS



What’s next? 47

October 27th, 2017 Marco Sessa - CERN, Università & INFN Roma Tre 18

ttH: next discovery?

From Marine Kuna’s talk @ ATLAS week



BACK UP



ttH multilepton: channels definition 49



Matrix method fro non-prompt leptons 50

• The matrix method estimates the number of non-prompt leptons in the SR by selecting events passing all 
selection requirements expect the tight-lepton and splitting the events into four categories (tight-tight, 
loose but not tight-tight…) 

• The probabilities for loose prompt and non-prompt leptons to be tight are measured in CR independent 
from the SR

Table 7: Selection criteria applied to define the control regions used for the non-prompt lepton (top part) and fake
⌧had (bottom part) estimates. The 2`SS CR is used for both the 2`SS and 3` channels, as indicated by putting 3` in
parenthesis. Same-flavour, opposite-charge (same-charge) lepton pairs are referred to as SFOC (SFSC) pairs.

Channel Region Selection criteria
2`SS 2  Njets  3 and Nb�jets � 1
(3`) One very tight, one loose light lepton with pT > 20 (15) GeV

Zero ⌧had candidates
✏real Opposite charge; opposite flavour
✏fake Same charge; opposite flavour or µµ

4` 1  Njets  2
Three loose light leptons; sum of light lepton charges ±1
Subleading same-charge lepton must be tight
Veto on 3` selection

Either One SFOC pair with |m(`+`�) � 91.2 GeV| < 10 GeV
Emiss

T < 50 GeV, mT < 50 GeV
or No SFOC pair

Subleading jet pT > 30 GeV
2`SS+1⌧had 2  Njets  3 and Nb�jets � 1

One very tight, one loose light lepton with pT > 15 GeV
A SFSC pair
|m(ee) � 91.2 GeV| > 10 GeV
Zero or one medium ⌧had candidate, of opposite charge to the light leptons

1`+2⌧had Njets � 3 and Nb�jets � 1
One tight light lepton, with pT > 27 GeV
Two ⌧had candidates of same charge
At least one ⌧had candidate has to pass tight identification criteria

2`OS+1⌧had Two loose and isolated light leptons, with pT > 25, 15 GeV
|m(`+`�) � 91.2 GeV| > 10 GeV and m(`+`�) > 12 GeV
Njets � 3 and Nb�jets = 0

6.2.1 Non-prompt leptons in the 2`SS and 3` channels

The non-prompt lepton background in the 2`SS and 3` channels is a mixture of leptons from semi-
leptonic HF decays and conversions. These backgrounds are estimated using a matrix method similar to
that described in Refs. [97, 98]. The matrix method estimates the number of non-prompt leptons in the
signal region by selecting events passing all selection requirements except the tight-lepton requirements
and splitting the events into four categories. The four categories contain exactly two tight leptons, one
tight and one loose-but-not-tight lepton, one loose-but-not-tight and one tight lepton, and two loose-
but-not-tight leptons (where the leptons are ordered according to their pT). The probabilities for both
loose prompt and non-prompt leptons to be tight are measured in control regions independent from the
signal regions. These are used to estimate the number of non-prompt events in the signal regions via
the following formula: fSR = wTT NTT + wT̄T NT̄T + wTT̄ NTT̄ + wT̄T̄ NT̄T̄ . The w weights depend on
the measured prompt and non-prompt lepton e�ciencies, T and T̄ denote leptons passing the tight and
loose-but-not-tight lepton selections respectively.

19

• where w weighted depend on the measured prompt and non-prompt lepton efficiencies  
• defined CRs to measure the prompt (εreal) and non-prompt (εfake) leptons efficiencies 

• electrons from conversion have higher efficiency than electron from HF 
• non-prompt muons mainly come from HF semileptonic decay



ttH multilepton: backgrounds 51
tt̄H multilepton: Background estimation
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Table 8: Summary of the non-prompt lepton and fake �had background estimate strategies of the seven analysis
channels. DD means data-driven background estimates and the techniques used are the matrix method (MM) and
the fake-factor method (FF). The scale factor method (SF), which scales the estimate from simulation by a correction
factor measured in data, is partially data-driven. The lower half of the table lists the selection requirements used
to define the control regions. The lepton selection follows the same convention as in Table 2 and is labelled as
loose (L), loose and isolated (L†), loose, isolated and pass the non-prompt BDT (L*), tight (T) and very tight (T*),
respectively. Analogously, the �had selection is labelled as medium (M) and tight (T).

2�SS 3� 4� 1�+2�had 2�SS+1�had 2�OS+1�had 3�+1�had
Non-prompt lepton strategy DD DD semi-DD MC DD MC MC

(MM) (MM) (SF) (FF)
Fake tau strategy – – – DD semi-DD DD semi-DD

(SS data) (SF) (FF) (SF)
Control Region Selection

Light lepton 1T*, 1L 3L 1T 1T*, 1L 2L† –
�had 0M 1T, 1M  1M 1L –
Njets 2  Njets  3 1  Njets  2 � 3 2  Njets  3 � 3 –
Nb�jets � 1 = 0 –

In the 2�SS channel, the method allows either of the candidate leptons to be non-prompt, while in the 3�432

channel, the opposite-sign lepton is assumed to always be prompt, as is seen in the simulation for 97% of433

the cases. The e�ciencies are measured separately for electrons and muons.434

The control regions used to measure the prompt (�real) and non-prompt (�fake) lepton e�ciencies are435

defined in Table 7. They have lower jet multiplicity than the signal regions. The lepton e�ciencies are436

parametrised as a function of pT. The non-prompt electron e�ciency is additionally parametrised as a437

function of the number of b-jets in the events to account for changes in the composition of fakes. The438

non-prompt muon e�ciency is additionally parametrised as a function of the angular distance between439

the lepton and the closest jet to account for the impact from nearby jets. The residual prompt background440

is subtracted using the prediction from simulation, while the background from charge misassignment is441

subtracted using the estimate described in Section 6.2.4.442

The e�ciency for electrons from conversions is significantly higher than that for electrons from HF decays,443

therefore the change in the fraction of conversions from the control to signal regions is estimated from444

simulation and used to correct �fake. Systematic uncertainties in this correction are evaluated to be 40%.445

They include a 15% uncertainty in the modelling of conversions in the simulation [99], a 20% uncertainty446

from a measurement of tt̄� [100], a 50% uncertainty in the modelling of semi-leptonic b-decays and the447

uncertainties in the non-prompt lepton e�ciencies.448

The performance of the matrix method was tested in simulation using a closure test by comparing the449

prediction from the method to the results from the simulation. Closure tests were performed for each450

channel using tt̄ simulation and the level of the non-closure is found to be at most (11±8)% and (9±18)%451

for the 2�SS and 3� channels, respectively, which is accounted for as a systematic uncertainty. Additional452

systematic uncertainties due to the subtraction of the prompt backgrounds in the control regions are453

included. The total uncertainty in the non-prompt lepton estimate varies from 20% for e±µ± to 30% for454

3�. The ratio for the non-prompt background yield in data with respect to the predictions from simulation455

is found to be 2.0±0.5 for ee, 1.5±0.5 for µµ and 1.7±0.4 for eµ in the 2�SS signal region. It is 1.8±0.8456

for 3� in the signal region and 2.2 ± 0.5 in the tt̄ control region. The non-prompt lepton estimates were457
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Table 10: Background, signal and observed yields in the twelve analysis categories in 36.1 fb�1 of data at
p

s = 13 TeV. Uncertainties in the background
expectations due to systematic e�ects and simulation statistics are shown. “Non-prompt”, “Fake �had” and “q mis-id” refer to the data-driven background
estimates described in section ??. Rare processes (tZ , tW , tW Z , tt̄WW , triboson production, tt̄t, tt̄tt̄, tH, rare top decay) are labelled as “Other”. In the top part,
the pre-fit values are quoted, i.e. using the initial values of background systematic uncertainty nuisance parameters and the signal expectation from the SM. In
the bottom part, the corresponding post-fit values are quoted. In the post-fit case, the prediction and uncertainties for tt̄H reflect the best-fit production rate of
1.6 +0.5

�0.4 times the Standard Model expectation and the uncertainty in the total background estimation is smaller than for the pre-fit values due to anticorrelations
between the nuisance parameters obtained in the fit.

Category Non-prompt Fake �had q mis-id tt̄W tt̄Z Diboson Other Total Bkgd. tt̄H Observed
Pre-fit yields

2�SS 233 ± 39 – 33 ± 11 123 ± 18 41.4 ± 5.6 25 ± 15 28.4 ± 5.9 484 ± 38 42.6 ± 4.2 514
3� SR 14.5 ± 4.3 – – 5.5 ± 1.2 12.0 ± 1.8 1.2 ± 1.2 5.8 ± 1.4 39.1 ± 5.2 11.2 ± 1.6 61
3� tt̄W CR 13.3 ± 4.3 – – 19.9 ± 3.1 8.7 ± 1.1 < 0.2 4.53 ± 0.92 46.5 ± 5.4 4.18 ± 0.46 56
3� tt̄Z CR 3.9 ± 2.5 – – 2.71 ± 0.56 66 ± 11 8.4 ± 5.3 12.9 ± 4.2 93 ± 13 3.17 ± 0.41 107
3� VV CR 27.7 ± 8.7 – – 4.9 ± 1.0 21.3 ± 3.4 51 ± 30 17.9 ± 6.1 123 ± 32 1.67 ± 0.25 109
3� tt̄ CR 70 ± 17 – – 10.5 ± 1.5 7.9 ± 1.1 7.2 ± 4.8 7.3 ± 1.9 103 ± 17 4.00 ± 0.49 85
4� Z-enr. 0.11 ± 0.07 – – < 0.01 1.52 ± 0.23 0.43 ± 0.23 0.21 ± 0.09 2.26 ± 0.34 1.06 ± 0.14 2
4� Z-dep. 0.01 ± 0.01 – – < 0.01 0.04 ± 0.02 < 0.01 0.06 ± 0.03 0.11 ± 0.03 0.20 ± 0.03 0
1�+2�had – 65 ± 21 – 0.09 ± 0.09 3.3 ± 1.0 1.3 ± 1.0 0.98 ± 0.35 71 ± 21 4.3 ± 1.0 67
2�SS+1�had 2.4 ± 1.4 1.80 ± 0.30 0.05 ± 0.02 0.88 ± 0.24 1.83 ± 0.37 0.12 ± 0.18 1.06 ± 0.24 8.2 ± 1.6 3.09 ± 0.46 18
2�OS+1�had – 756 ± 80 – 6.5 ± 1.3 11.4 ± 1.9 2.0 ± 1.3 5.8 ± 1.5 782 ± 81 14.2 ± 2.0 807
3�+1�had – 0.75 ± 0.15 – 0.04 ± 0.04 1.38 ± 0.24 0.002 ± 0.002 0.38 ± 0.10 2.55 ± 0.32 1.51 ± 0.23 5

Post-fit yields
2�SS 211 ± 26 – 28.3 ± 9.4 127 ± 18 42.9 ± 5.4 20.0 ± 6.3 28.5 ± 5.7 459 ± 24 67 ± 18 514
3� SR 13.2 ± 3.1 – – 5.8 ± 1.2 12.9 ± 1.6 1.2 ± 1.1 5.9 ± 1.3 39.0 ± 4.0 17.7 ± 4.9 61
3� tt̄W CR 11.7 ± 3.0 – – 20.4 ± 3.0 8.9 ± 1.0 < 0.2 4.54 ± 0.88 45.6 ± 4.0 6.6 ± 1.9 56
3� tt̄Z CR 3.5 ± 2.1 – – 2.82 ± 0.56 70.4 ± 8.6 7.1 ± 3.0 13.6 ± 4.2 97.4 ± 8.6 5.1 ± 1.4 107
3� VV CR 22.4 ± 5.7 – – 5.05 ± 0.94 22.0 ± 3.0 39 ± 11 18.1 ± 5.9 106.8 ± 9.4 2.61 ± 0.82 109
3� tt̄ CR 56.0 ± 8.1 – – 10.7 ± 1.4 8.1 ± 1.0 5.9 ± 2.7 7.1 ± 1.8 87.8 ± 7.9 6.3 ± 1.8 85
4� Z-enr. 0.10 ± 0.07 – – < 0.01 1.60 ± 0.22 0.37 ± 0.15 0.22 ± 0.10 2.29 ± 0.28 1.65 ± 0.47 2
4� Z-dep. 0.01 ± 0.01 – – < 0.01 0.04 ± 0.02 < 0.01 0.07 ± 0.03 0.11 ± 0.03 0.32 ± 0.09 0
1�+2�had – 58.0 ± 6.8 – 0.11 ± 0.11 3.31 ± 0.90 0.98 ± 0.75 0.98 ± 0.33 63.4 ± 6.7 6.5 ± 2.0 67
2�SS+1�had 1.86 ± 0.91 1.86 ± 0.27 0.05 ± 0.02 0.97 ± 0.26 1.96 ± 0.37 0.15 ± 0.20 1.09 ± 0.24 7.9 ± 1.2 5.1 ± 1.3 18
2�OS+1�had – 756 ± 28 – 6.6 ± 1.3 11.5 ± 1.7 1.64 ± 0.92 6.1 ± 1.5 782 ± 27 21.7 ± 5.9 807
3�+1�had – 0.75 ± 0.14 – 0.04 ± 0.04 1.42 ± 0.22 0.002 ± 0.002 0.40 ± 0.10 2.61 ± 0.30 2.41 ± 0.68 5
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Table 10: Background, signal and observed yields in the twelve analysis categories in 36.1 fb�1 of data at
p

s = 13 TeV. Uncertainties in the background
expectations due to systematic e�ects and simulation statistics are shown. “Non-prompt”, “Fake �had” and “q mis-id” refer to the data-driven background
estimates described in section ??. Rare processes (tZ , tW , tW Z , tt̄WW , triboson production, tt̄t, tt̄tt̄, tH, rare top decay) are labelled as “Other”. In the top part,
the pre-fit values are quoted, i.e. using the initial values of background systematic uncertainty nuisance parameters and the signal expectation from the SM. In
the bottom part, the corresponding post-fit values are quoted. In the post-fit case, the prediction and uncertainties for tt̄H reflect the best-fit production rate of
1.6 +0.5

�0.4 times the Standard Model expectation and the uncertainty in the total background estimation is smaller than for the pre-fit values due to anticorrelations
between the nuisance parameters obtained in the fit.

Category Non-prompt Fake �had q mis-id tt̄W tt̄Z Diboson Other Total Bkgd. tt̄H Observed
Pre-fit yields

2�SS 233 ± 39 – 33 ± 11 123 ± 18 41.4 ± 5.6 25 ± 15 28.4 ± 5.9 484 ± 38 42.6 ± 4.2 514
3� SR 14.5 ± 4.3 – – 5.5 ± 1.2 12.0 ± 1.8 1.2 ± 1.2 5.8 ± 1.4 39.1 ± 5.2 11.2 ± 1.6 61
3� tt̄W CR 13.3 ± 4.3 – – 19.9 ± 3.1 8.7 ± 1.1 < 0.2 4.53 ± 0.92 46.5 ± 5.4 4.18 ± 0.46 56
3� tt̄Z CR 3.9 ± 2.5 – – 2.71 ± 0.56 66 ± 11 8.4 ± 5.3 12.9 ± 4.2 93 ± 13 3.17 ± 0.41 107
3� VV CR 27.7 ± 8.7 – – 4.9 ± 1.0 21.3 ± 3.4 51 ± 30 17.9 ± 6.1 123 ± 32 1.67 ± 0.25 109
3� tt̄ CR 70 ± 17 – – 10.5 ± 1.5 7.9 ± 1.1 7.2 ± 4.8 7.3 ± 1.9 103 ± 17 4.00 ± 0.49 85
4� Z-enr. 0.11 ± 0.07 – – < 0.01 1.52 ± 0.23 0.43 ± 0.23 0.21 ± 0.09 2.26 ± 0.34 1.06 ± 0.14 2
4� Z-dep. 0.01 ± 0.01 – – < 0.01 0.04 ± 0.02 < 0.01 0.06 ± 0.03 0.11 ± 0.03 0.20 ± 0.03 0
1�+2�had – 65 ± 21 – 0.09 ± 0.09 3.3 ± 1.0 1.3 ± 1.0 0.98 ± 0.35 71 ± 21 4.3 ± 1.0 67
2�SS+1�had 2.4 ± 1.4 1.80 ± 0.30 0.05 ± 0.02 0.88 ± 0.24 1.83 ± 0.37 0.12 ± 0.18 1.06 ± 0.24 8.2 ± 1.6 3.09 ± 0.46 18
2�OS+1�had – 756 ± 80 – 6.5 ± 1.3 11.4 ± 1.9 2.0 ± 1.3 5.8 ± 1.5 782 ± 81 14.2 ± 2.0 807
3�+1�had – 0.75 ± 0.15 – 0.04 ± 0.04 1.38 ± 0.24 0.002 ± 0.002 0.38 ± 0.10 2.55 ± 0.32 1.51 ± 0.23 5

Post-fit yields
2�SS 211 ± 26 – 28.3 ± 9.4 127 ± 18 42.9 ± 5.4 20.0 ± 6.3 28.5 ± 5.7 459 ± 24 67 ± 18 514
3� SR 13.2 ± 3.1 – – 5.8 ± 1.2 12.9 ± 1.6 1.2 ± 1.1 5.9 ± 1.3 39.0 ± 4.0 17.7 ± 4.9 61
3� tt̄W CR 11.7 ± 3.0 – – 20.4 ± 3.0 8.9 ± 1.0 < 0.2 4.54 ± 0.88 45.6 ± 4.0 6.6 ± 1.9 56
3� tt̄Z CR 3.5 ± 2.1 – – 2.82 ± 0.56 70.4 ± 8.6 7.1 ± 3.0 13.6 ± 4.2 97.4 ± 8.6 5.1 ± 1.4 107
3� VV CR 22.4 ± 5.7 – – 5.05 ± 0.94 22.0 ± 3.0 39 ± 11 18.1 ± 5.9 106.8 ± 9.4 2.61 ± 0.82 109
3� tt̄ CR 56.0 ± 8.1 – – 10.7 ± 1.4 8.1 ± 1.0 5.9 ± 2.7 7.1 ± 1.8 87.8 ± 7.9 6.3 ± 1.8 85
4� Z-enr. 0.10 ± 0.07 – – < 0.01 1.60 ± 0.22 0.37 ± 0.15 0.22 ± 0.10 2.29 ± 0.28 1.65 ± 0.47 2
4� Z-dep. 0.01 ± 0.01 – – < 0.01 0.04 ± 0.02 < 0.01 0.07 ± 0.03 0.11 ± 0.03 0.32 ± 0.09 0
1�+2�had – 58.0 ± 6.8 – 0.11 ± 0.11 3.31 ± 0.90 0.98 ± 0.75 0.98 ± 0.33 63.4 ± 6.7 6.5 ± 2.0 67
2�SS+1�had 1.86 ± 0.91 1.86 ± 0.27 0.05 ± 0.02 0.97 ± 0.26 1.96 ± 0.37 0.15 ± 0.20 1.09 ± 0.24 7.9 ± 1.2 5.1 ± 1.3 18
2�OS+1�had – 756 ± 28 – 6.6 ± 1.3 11.5 ± 1.7 1.64 ± 0.92 6.1 ± 1.5 782 ± 27 21.7 ± 5.9 807
3�+1�had – 0.75 ± 0.14 – 0.04 ± 0.04 1.42 ± 0.22 0.002 ± 0.002 0.40 ± 0.10 2.61 ± 0.30 2.41 ± 0.68 5
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tt̄H multilepton: Systematics
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Table 9: Sources of systematic uncertainty considered in the analysis. “N" means that the uncertainty is taken as
normalisation-only for all processes and channels a�ected, whereas “S” denotes systematics that are considered
shape-only in all processes and channels. “SN" means that the uncertainty is taken on both shape and normalisation.
Some of the systematic uncertainties are split into several components, as indicated by the number in the rightmost
column.

Systematic uncertainty Type Components
Luminosity N 1
Pile-Up reweighting SN 1
Physics Objects

Electron SN 6
Muon SN 15
Tau SN 10
Jet energy scale and resolution SN 28
Jet vertex fraction SN 1
Jet flavour tagging SN 126
Emiss

T SN 3
Total (Experimental) – 191
Data-driven non-prompt/fake leptons and charge misassignment

Control region statistics SN 38
Light-lepton e�ciencies SN 22
Non-prompt light-lepton estimates: non-closure N 5
�-conversion fraction N 5
Fake �had estimates N/SN 12
Electron charge misassignment SN 1

Total (Data-driven reducible background) – 83
t t̄H modelling
Cross section N 2
Renormalisation and factorisation scales S 3
Parton shower and hadronisation model SN 1
Higgs boson branching ratio N 4
Shower tune SN 1
t t̄W modelling
Cross section N 2
Renormalisation and factorisation scales S 3
Matrix-element MC generator SN 1
Shower tune SN 1
t t̄Z modelling
Cross section N 2
QCD scale S 3
Matrix-element MC generator SN 1
Shower tune SN 1

Other background modelling
Cross section N 15
Shower tune SN 1

Total (Signal and background modelling) – 41
Total (Overall) – 315

17th October 2017 – 09:59 25

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

DRAFT

Table 9: Sources of systematic uncertainty considered in the analysis. “N" means that the uncertainty is taken as
normalisation-only for all processes and channels a�ected, whereas “S” denotes systematics that are considered
shape-only in all processes and channels. “SN" means that the uncertainty is taken on both shape and normalisation.
Some of the systematic uncertainties are split into several components, as indicated by the number in the rightmost
column.

Systematic uncertainty Type Components
Luminosity N 1
Pile-Up reweighting SN 1
Physics Objects

Electron SN 6
Muon SN 15
Tau SN 10
Jet energy scale and resolution SN 28
Jet vertex fraction SN 1
Jet flavour tagging SN 126
Emiss

T SN 3
Total (Experimental) – 191
Data-driven non-prompt/fake leptons and charge misassignment

Control region statistics SN 38
Light-lepton e�ciencies SN 22
Non-prompt light-lepton estimates: non-closure N 5
�-conversion fraction N 5
Fake �had estimates N/SN 12
Electron charge misassignment SN 1

Total (Data-driven reducible background) – 83
t t̄H modelling
Cross section N 2
Renormalisation and factorisation scales S 3
Parton shower and hadronisation model SN 1
Higgs boson branching ratio N 4
Shower tune SN 1
t t̄W modelling
Cross section N 2
Renormalisation and factorisation scales S 3
Matrix-element MC generator SN 1
Shower tune SN 1
t t̄Z modelling
Cross section N 2
QCD scale S 3
Matrix-element MC generator SN 1
Shower tune SN 1

Other background modelling
Cross section N 15
Shower tune SN 1

Total (Signal and background modelling) – 41
Total (Overall) – 315
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Event yields vs. log10(S/B)
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Signal/Control regions for 2l channel 55
Signal/Control regions: 2`

• Signal/Control regions defined varying the requirements on the b-tagging
discriminant

• Three separate SRs defined with 2` + �4 jets:
� tt̄H signal purity: 1.8%-5.4%
� E.g: highest purity (SR�4j

1 ): 3 very-tight b-tags + 1 tight/very-tight b-tag

• Separate CRs for tt̄+�1b, tt̄+�1c and tt̄+light built with looser b-tagging
requirements

Dilepton, 3 j

CRtt̄+�1b

CRtt̄+light

3rd jet
bbb-tagging
discriminant

5 4 3 2 1

(1st, 2nd) jet
bbb-tagging

discriminant

(5, 5)

(5, 4)

(4, 4)

(5, 3)

(4, 3)

(3, 3)

Dilepton, � 4 j

SR1

SR2

SR3

CRtt̄+�1c

CRtt̄+light

(3rd, 4th) jet

bbb-tagging
discriminant

(5, 5) (5, 4) (5, 3) (5, 2) (4, 4) (4, 3) (4, 2) (3, 3) (3, 2) (2, 2) (5, 1) (4, 1) (3, 1) (2, 1) (1, 1)

(1st, 2nd) jet
bbb-tagging

discriminant

(5, 5)

(5, 4)

(4, 4)

(5, 3)

(4, 3)

(3, 3)

 + lighttt 1c≥ + tt 1b≥ + ttSRs
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• Signal and control regions defined varying the requirements on the b-tagging discriminate  
• Three separate SRs defined with 2l+ ≥4 jets: 

• ttH signal purity: 1.8%-5.4% 
• Separate CRs for tt+ ≥1b, tt+ ≥1c and tt+light built with looser b-tagging requirements



Signal/Control regions for 1l channel 56

• Events with high-pT category are 
not classified  

• Events in the resolved category are 
classified in SR/CR similarly to the 
2l channel  

• Five SRs defined with 1l+5/≥6 
jets: 

- ttH signal purity: 1.6%-5.3% 
- Highest purity (SR1≥6jets) 4 

very-tight b-tags 
• CRs defined for tt+b, tt+≥1c and tt

+lighr separatey for 5/≥6 jets 
loosening the b-tagging 
requirements

Signal/Control regions: 1`

• Events in the high-pT

category are not classified
further

• Events in the resolved
category are classified in
SR/CR similarly to the 2`
channel

• Five SRs defined with 1` +

5/�6 jets:

� tt̄H signal purity:
1.6%-5.3%

� Highest purity (SR�6j
1 ):

4 very-tight b-tags

• CRs defined for tt̄+b,
tt̄+�1c and tt̄+light
separately for 5/�6 jets
loosening the b-tagging
requirements

Single Lepton, 5 j

SR1 SR2

CRtt̄+b CRtt̄+�1c

CRtt̄+light

(3rd, 4th) jet

bbb-tagging
discriminant

(5, 5) (5, 4) (5, 3) (5, 2) (4, 4) (4, 3) (4, 2) (3, 3) (3, 2) (2, 2) (5, 1) (4, 1) (3, 1) (2, 1) (1, 1)

(1st, 2nd) jet
bbb-tagging

discriminant

(5, 5)

(5, 4)

(4, 4)

(5, 3)

(4, 3)

(3, 3)

 + lighttt 1c≥ + tt 1b≥ + ttSRs
Single Lepton, � 6 j

SR1 SR2 SR3

CRtt̄+b CRtt̄+�1c

CRtt̄+light

(3rd, 4th) jet

bbb-tagging
discriminant

(5, 5) (5, 4) (5, 3) (5, 2) (4, 4) (4, 3) (4, 2) (3, 3) (3, 2) (2, 2) (5, 1) (4, 1) (3, 1) (2, 1) (1, 1)

(1st, 2nd) jet
bbb-tagging

discriminant

(5, 5)

(5, 4)

(4, 4)

(5, 3)

(4, 3)

(3, 3)
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tt̄ modelling uncertainties
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Table 1: Summary of the sources of systematic uncertainties on the tt̄ + jets modelling. For the evaluation of
systematic uncertainties listed in the second section of the table, all the tt̄ samples are reweighted to have the same
fractions of tt̄ + �1c and tt̄ + �1b over the total tt̄ as in the Powheg-Box + Pythia 8 sample, as well as the same
fractions of the various tt̄ + �1b sub-categories over the total tt̄ + �1b as the Sherpa4F sample. The systematic
uncertainties listed in the second half of the table are evaluated in such a way not to have any impact on the relative
fraction of tt̄ + �1b and tt̄ + �1c events, and on the relative fraction of the various tt̄ + �1b sub-categories, which
are all kept at their nominal values. The systematic uncertainties listed in the third section of the table a�ect only
the fractions of the various tt̄+�1b sub-categories. The last column of the table indicates on which tt̄ category each
of the systematic uncertainties is applied to, and, in the case in which all the three categories tt̄ + light, tt̄ + �1c and
tt̄ + �1b are involved (‘all’), it specifies whether it is considered as correlated or uncorrelated across them.

Systematic source Description tt̄ categories
tt̄ cross-section Up or down by 6% All, correlated
k (tt̄ + �1c) Free-floating tt̄ + �1c normalisation tt̄ + �1c
k (tt̄ + �1b) Free-floating tt̄ + �1b normalisation tt̄ + �1b
Sherpa5F vs. nominal Related to the choice of the NLO generator All, uncorrelated
PS & hadronisation Powheg-Box+Herwig 7 vs. Powheg-Box+Pythia 8 All, uncorrelated
ISR / FSR Variations of µR, µF, hdamp and A14 Var3c parameters All, uncorrelated
tt̄ + �1c ME vs. inclusive MG5_aMC@NLO+Herwig++: ME prediction (3F) vs. incl. (5F) tt̄ + �1c
tt̄ + �1b Sherpa4F vs. nominal Comparison of tt̄ + bb̄ NLO (4F) vs. Powheg-Box+Pythia 8 (5F) tt̄ + �1b
tt̄ + �1b renorm. scale Up or down by a factor of two tt̄ + �1b
tt̄ + �1b resumm. scale Vary µQ from HT/2 to µCMMPS tt̄ + �1b
tt̄ + �1b global scales Set µQ, µR, and µF to µCMMPS tt̄ + �1b
tt̄ + �1b shower recoil scheme Alternative model scheme tt̄ + �1b
tt̄ + �1b PDF (MSTW) MSTW vs. CT10 tt̄ + �1b
tt̄ + �1b PDF (NNPDF) NNPDF vs. CT10 tt̄ + �1b
tt̄ + �1b MPI Up or down by 50% tt̄ + �1b
tt̄ + �3b normalisation Up or down by 50% tt̄ + �1b

For the background from tt̄+�1c, there is little guidance from theory or experiment to determine whether555

the nominal approach of using charm jets produced primarily in the parton shower is more or less accurate556

than a prediction with tt̄ + cc̄ calculated in the matrix element. For this reason, an NLO prediction with557

tt̄ + cc̄ in the matrix element, including massive c-quarks and therefore using the 3F scheme for the558

PDFs, has been produced with MG5_aMC@NLO interfaced to Herwig++, as described in Ref. [90]. The559

di�erence between this sample and an inclusive tt̄ sample produced with the same generator, in which the560

tt̄ + �1c process originates through the parton shower only, is taken as an additional uncertainty on the561

tt̄ + �1c prediction. This uncertainty is related to the choice between the tt̄ + cc̄ ME calculation and the562

prediction from the inclusive tt̄ via parton shower.563

For the tt̄ + �1b process, as an uncertainty related to the choice of relying on the description of its564

kinematics by the NLO tt̄ inclusive MC sample with a 5F scheme, as opposed to a description at NLO of565

tt̄+bb̄ in the ME with a 4F scheme, the di�erence between the prediction from Powheg-Box+Pythia 8 and566

from Sherpa4F is also considered. Since the MPI/FSR sub-category is not included in the 4F simulation,567

this uncertainty is applied only to the events in the other tt̄ + �1b sub-categories. As will be shown in568

Section 8, this source of systematic uncertainty and the ones related to the choice of the NLO generator,569

parton shower and hadronisation model for the tt̄ + �1b background component are one of the three most570

important ones for the sensitivity of the search.571

Uncertainties on the fractions of the tt̄ + �1b sub-categories in Sherpa4F are evaluated by varying the572
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• Many sources of modelling uncertainty considered:
� Generator: Powheg+Pythia8 vs. Sherpa (5F)
� Parton shower: Powheg+Pythia8 vs. Powheg+Herwig7
� 5F vs. 4F in Sherpa+OpenLoops
� Scale variations in Sherpa+OpenLoops

• All tt̄+jets modelling uncertainties uncorrelated between tt̄+�1b/�1c/light
• Scale variation uncertainties correlated across each tt̄+�1b sub-component
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