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Auger is a Hybrid detector - FD calibrates SD energy scale
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Energy Spectrum
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Combined Energy Spectrum
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Mean Xmax and fluctuations in Xmax

J. Bellido [Auger Collab.], ICRC2017
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four datasets: hybrid (events measured simultaneously by the SD
and FD), SD 750 m array, SD baseline vertical, and SD baseline
horizontal [11,12]. Thanks to the high statistics of the SD data, a
first harmonic analysis was performed in different energy ranges
starting from 2:5! 1017 eV in a search for dipolar modulations in

right ascension [13,14]. The upper limits in the dipole amplitude
impose stringent constraints on astrophysical models [13,15,16].

The Auger data provide evidence for a weak correlation
between arrival directions of cosmic rays above 55 EeV and the
positions of AGNs with zo0:018 in the VCV catalog [17,18]. The
Collaboration also has performed the measurement of the proton-
air cross-section at 57 TeV [19] that favors a moderately slow rise
of the cross-section towards higher energies, and inferred the
proton–proton cross-section, whose value is within one sigma of
the best extrapolation from the recent LHC data points [20]. The
composition measurements could be interpreted as an evolution
from light to heavier nuclei if current hadronic interaction models
describe well the air shower physics [21–24].

Upper limits have been obtained on the photon flux integrated
above an energy threshold which impose stringent limits for top-
down models [25,26]. Also, competitive neutrino limits were
published [27–29], as well as searches for Galactic neutron signals
[30,31].

1.2. Observatory design

Design targets for the surface detector array included 100% duty
cycle, a well-defined aperture independent of energy above 1018:5 eV,
measurement of the time structure of the signals of the shower
particles, sensitivity to showers arriving at large zenith angles, self-
contained detector stations and in situ calibration of detector stations
by cosmic ray muons. The fluorescence detector design required that
every event above 1019 eV arriving within the FD on-time should be
recorded by at least one fluorescence telescope camera, direct
measurement of the longitudinal development profile and timing
synchronization for simultaneous measurement of showers with the
surface detector array [32].

Each water Cherenkov surface detector is self-powered and
communicates with the central data acquisition system using
wireless technology. Air fluorescence telescopes record air shower
development in the atmosphere above the surface array on dark
moonless nights. There are four air fluorescence sites on the
perimeter of the array, each with six telescopes.

An essential feature of this Auger hybrid design is the capability of
observing air showers simultaneously by two different but comple-
mentary techniques. The SD operates continuously, measuring the
particle densities as the shower strikes the ground just beyond its

Fig. 1. The Auger Observatory. Each dot corresponds to one of the 1660 surface detector stations. The four fluorescence detector enclosures are shown, each with the 301 field
of view of its six telescopes. Also shown are the two laser facilities, CLF and XLF, near the Observatory center.

Fig. 2. The fluorescence detector enclosure Los Leones (top) and a surface detector
station (bottom).
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9. Atmospheric monitoring

The Observatory makes use of the atmosphere as a giant
calorimeter. This motivated the selection of a site with generally
good viewing conditions and the implementation of an extensive
program to monitor the troposphere above the site. A detailed
knowledge of the atmosphere is required for the accurate recon-
struction of air showers observed by the FD [76–79] and for the
accurate estimation of the exposure of the detectors [37].

The atmospheric state variables, including temperature, pres-
sure and humidity, are needed to assess the longitudinal devel-
opment of extensive air showers [77,80] as well as the amount of
the isotropically emitted fluorescence light induced by the air
showers [81–84]. The SD observations are altered by different
atmospheric conditions [85]. Varying air densities close to the
ground modify the Molière radius affecting the lateral distribution
of the electromagnetic component of the extensive air shower
(EAS). Varying air pressure affects the trigger probability and the
rate of events detected above a fixed energy. Furthermore, the
atmospheric state variables are used to determine the Rayleigh
(pure molecular) scattering of the fluorescence and Cherenkov
light. Installations for recording local conditions of the state
variables are described in Section 9.1.

Aerosols and clouds represent the most dynamic monitoring
and calibration challenges at the Observatory. The optical trans-
mission properties of the atmosphere, including the vertical
aerosol optical depth profile τaerðhÞ, have to be measured across
the Observatory during FD data taking. In the air shower recon-
struction, the atmospheric transmission between the FD and an air
shower must be taken into account to properly reconstruct the
light generated along the shower axis from the light recorded at
the telescope(s) [76,79]. Moreover, Cherenkov light induced by the
air showers is also detected with the FD and needs to be
reconstructed as a function of atmospheric conditions at the time
of the event. Installations dedicated for determining the optical
scattering and absorption behavior of the atmosphere in the field
of view are described in Section 9.2 and those for identifying and
determining clouds and the general extinction above the Obser-
vatory in Section 9.3.

An extensive system of atmospheric monitoring devices has
been installed (Fig. 29). The types of measurements possible with
these instruments are listed in Table 2.

9.1. Installations for atmospheric state variables

9.1.1. Ground-based weather stations
The Auger Collaboration operates several weather stations, as

indicated in Fig. 29. Some of these stations are used for operational
control of the nearby installations. The data from the weather
stations at each FD site and at the CLF additionally serve as
atmospheric ground information in several parts of the air shower
reconstruction. Typically, those data are transferred via the central
campus in Malargüe, processed and stored in our databases for
atmospheric monitoring information (cf. Section 9.5) within a
couple of days.

The weather stations are commercial products4 equipped with
temperature, pressure, humidity, and wind speed sensors record-
ing data every 5 min. The stations at FD buildings Los Leones and
Coihueco and at the laser facilities are additionally equipped with
a sensor for wind direction. Formerly at the Balloon Launching
Station (BLS) site and now at the AERA site (cf. Section 16.1), the
weather station serves as a base unit for an electric field meter.
The values of the electric field are recorded every second for

lightning and thunderstorm detection which is particularly impor-
tant for the radio detection technique.

9.1.2. Balloon Launching Station
For a proper reconstruction of the fluorescence telescope signals,

not only are ground-based atmospheric data needed, but also
atmospheric profiles of the state variables temperature, pressure,
and humidity up to about 20–25 km a.s.l. [77,80–82,86]. From these
directly measured values, the derived quantities air density and
atmospheric depth are calculated. The program of launching
meteorological radiosondes attached to helium filled weather
balloons was started at the Observatory site in August 2002. After
331 successfully measured profiles, the routine operation was
terminated in December 2010 [78] and then replaced by the
meanwhile validated GDAS data. During the first years, campaigns
of about three weeks with an average of nine launches per
campaign were done roughly three times a year. The starts of the
soundings were usually placed at some FD buildings, mostly at Los
Leones and Coihueco. In 2005, a dedicated BLS, cf. Fig. 29, was
installed at a suitable position to optimally cover the large area
above the surface detector array and in the field of view of the FD
telescopes by the weather balloons. From this fully equipped
station, more regular launches could be managed, in particular
during the night. Between July 2005 and March 2009, roughly one
launch was performed about every five days. Between 2009 and
2011, the program was part of the rapid atmospheric monitoring
system of the Pierre Auger Observatory (see Section 9.4). A radio-
sonde launch was triggered shortly after the detection of
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Fig. 29. Schematic overview of the atmospheric monitoring devices installed at the
Pierre Auger Observatory. At each FD site, there is a lidar station, a ground-based
weather station, and an infrared camera for cloud cover detection. In addition,
there are devices for measuring the Aerosol Phase Function (APF) at FD Coihueco
and Los Morados, a Horizontal Attenuation Monitor (HAM) at FD Los Leones, and a
ph(F)otometric Robotic Atmospheric Monitor (FRAM) also at Los Leones. A steer-
able backscatter elastic lidar system is installed at each of the 4 FD sites to measure
aerosols and the positions of clouds near each site. At central positions within the
surface detector array, two laser facilities are installed (CLF and XLF). These
instruments, together with the FD, are used to measure τaerðhÞ in the line of sight
of each FD telescope 4 times per hour. In April of 2013 the CLF was upgraded with a
Raman lidar receiver. Near the western boundary of the array, the Balloon
Launching Station (BLS) was assembled together with a weather station as a base
unit for an electric field meter. From this launch station, the weather balloons were
typically carried across the entire array by westerly winds.

4 Campbell Scientific, http://www.campbellsci.com.
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Figure 3: Left: The Central Laser Facility. Right: A schematic of the Central Laser Facility.

3 The Central Laser Facility

The Central Laser Facility, described in detail elsewhere [4], generates an atmospheric “test beam”.
Briefly, the CLF uses a frequency tripled Nd:YAG laser, control hardware and optics to direct a
calibrated pulsed UV beam into the sky. Its wavelength of 355 nm is near the center of the main
part of the nitrogen fluorescence spectrum [12]. The spectral purity of the beam delivered to the
sky is better than 99%. Light scattered from this beam produces tracks in the FD telescopes. The
CLF is located near the middle of the array, nearly equidistant from three out of four of the FD
sites, at an altitude of 1416 m above sea level. The distances to the Los Leones (located 1416.2 m
above sea level), Los Morados (1416.4 m), Loma Amarilla (1476.7 m) and Coihueco (1712.3 m)
FD sites are 26.0 km, 29.6 km, 40 km, and 30.3 km, respectively. In figure 3, a picture (left) of the
CLF is shown. The CLF is solar-powered and operated remotely.

The laser is mounted on an optical table that also houses most of the other optical components.
The arrangement is shown in figure 3 (right). Two selectable beam configurations — vertical and
steerable — are available. The steering mechanism consists of two mirrors on rotating, orthogonal
axes which can direct the beam in any direction above the horizon. The inclined laser shots can
be used to calibrate the pointing and time offsets of the fluorescence telescopes. For the aerosol
analyses described in this paper, only the vertical beam is used. For this configuration, the beam
direction is maintained within 0.04◦ of vertical with full-width beam divergence of less than 0.05◦.

The Nd:YAG laser emits linearly polarized light. To perform the aerosol measurements de-
scribed in this paper, it is convenient, for reasons of symmetry, to use a vertical beam that has no
net polarization. In this case equal amounts of light are scattered in the azimuthal directions of
each FD site. Therefore, the optical configuration includes depolarizing elements that randomize
the polarization by introducing a varying phase shift across the beam spot. The net polarization of
the fixed-direction vertical beam is maintained within 3% of random.

The nominal energy per pulse is 6.5 mJ and the pulse width is 7 ns. Variations in beam
energy are tracked to an estimated accuracy of 3%. The relative energy of each vertical laser shot
is independently measured by a photodiode and a pyroelectric probe. The CLF laser energy is
periodically calibrated and optics are cleaned. For each of these periods a new coherent data set is

– 6 –

2013 JINST 8 P04009

Figure 3: Left: The Central Laser Facility. Right: A schematic of the Central Laser Facility.

3 The Central Laser Facility

The Central Laser Facility, described in detail elsewhere [4], generates an atmospheric “test beam”.
Briefly, the CLF uses a frequency tripled Nd:YAG laser, control hardware and optics to direct a
calibrated pulsed UV beam into the sky. Its wavelength of 355 nm is near the center of the main
part of the nitrogen fluorescence spectrum [12]. The spectral purity of the beam delivered to the
sky is better than 99%. Light scattered from this beam produces tracks in the FD telescopes. The
CLF is located near the middle of the array, nearly equidistant from three out of four of the FD
sites, at an altitude of 1416 m above sea level. The distances to the Los Leones (located 1416.2 m
above sea level), Los Morados (1416.4 m), Loma Amarilla (1476.7 m) and Coihueco (1712.3 m)
FD sites are 26.0 km, 29.6 km, 40 km, and 30.3 km, respectively. In figure 3, a picture (left) of the
CLF is shown. The CLF is solar-powered and operated remotely.

The laser is mounted on an optical table that also houses most of the other optical components.
The arrangement is shown in figure 3 (right). Two selectable beam configurations — vertical and
steerable — are available. The steering mechanism consists of two mirrors on rotating, orthogonal
axes which can direct the beam in any direction above the horizon. The inclined laser shots can
be used to calibrate the pointing and time offsets of the fluorescence telescopes. For the aerosol
analyses described in this paper, only the vertical beam is used. For this configuration, the beam
direction is maintained within 0.04◦ of vertical with full-width beam divergence of less than 0.05◦.

The Nd:YAG laser emits linearly polarized light. To perform the aerosol measurements de-
scribed in this paper, it is convenient, for reasons of symmetry, to use a vertical beam that has no
net polarization. In this case equal amounts of light are scattered in the azimuthal directions of
each FD site. Therefore, the optical configuration includes depolarizing elements that randomize
the polarization by introducing a varying phase shift across the beam spot. The net polarization of
the fixed-direction vertical beam is maintained within 3% of random.
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Laser:  355nm, 6.5 mJ per pulse to sky

Central Laser Facility (CLF)Measuring Aerosols

     9  

See talks at this meeting about these instruments 
and analysis!   
B. Keilhauer,  L. Valore, V. Rizi, J. Ebr, P. Janecek
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Figure 5: A 7 mJ CLF vertical event as recorded by the Los Leones FD site (distance 26 km). Left
panel: ADC counts vs. time (100 ns bins). The displayed data are for the marked pixels in the right
panel. Right panel: Camera trace. The color code indicates the sequence in which the pixels were
triggered.
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Figure 6: Left: The light flux profile of a single CLF vertical shot seen from the Los Leones FD
site. The same event as shown in figure 5 is used. Right: 50 shots average profile.

In figure 8, examples of various hourly profiles affected by different atmospheric conditions are
shown. The modulation of the profile is due to the FD camera structure, in which adjacent pixels are
complemented by light collectors. A profile measured on a night in which the aerosol attenuation
is negligible is shown in panel (a). Profiles measured on nights in which the aerosol attenuation
is low, average and high, are respectively shown in panels (b), (c) and (d). As conditions become
hazier, the integral photon count decreases. The two bottom profiles (e) and (f) represent cloudy
conditions. Clouds appear in CLF light profiles as peaks or holes depending on their position. A
cloud positioned between the CLF and the FD can block the transmission of light in its travel from
the emission point towards the fluorescence telescopes, appearing as a hole in the profile (e). The
cloud could be positioned anywhere between the CLF and the FD site, therefore its altitude cannot
be determined unambiguously. A cloud directly above the CLF appears as a peak in the profile,
since multiple scattering in the cloud enhances the amount of light scattered towards the FD (f).
In this case, it is possible to directly derive the altitude of the cloud from the peak in the photon
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Figure 4: Laser-FD geometry. The light is scattered out of the laser beam at a height h at an
angle θ .

defined and the corresponding period referred to as a CLF epoch. The length of an epoch varies
between a few months and one year.

The CLF fires 50 vertical shots at 0.5 Hz repetition rate every 15 minutes during the FD
data acquisition. Specific GPS timing is used to distinguish laser from air shower events. The
direction, time, and relative energy of each laser pulse is recorded at the CLF and later matched to
the corresponding laser event in the FD data.

An upgrade [13] to the CLF is planned for the near future. This upgrade will add a backscatter
Raman LIDAR receiver, a robotic calibration system, and replace the current flash lamp pumped
laser by a diode pumped laser.

4 CLF data analysis

The light scattered out of the CLF laser beam is recorded by the FD (see figure 4 for the laser-FD
geometry layout). The angles from the beam to the FD for vertical shots are in the range of 90�

to 120�. As the differential scattering cross section of aerosol scattering is much smaller than the
Rayleigh scattering cross section in this range, the scattering of light is dominated by well-known
molecular processes. Laser tracks are recorded by the telescopes in the same format used for air
shower measurements. In figure 5, a single 7 mJ CLF vertical shot as recorded from the Los Leones
FD site is shown. In the left panel of figure 6, the corresponding light flux profile for the same event
is shown. In figure 6, right panel, an average profile of 50 shots is shown.

Laser light is attenuated in the same way as fluorescence light as it propagates towards the
FD. Therefore, the analysis of the amount of CLF light that reaches the FD can be used to infer
the attenuation due to aerosols. The amount of light scattered out of a 6.5 mJ laser beam by the
atmosphere is roughly equivalent to the amount of UV fluorescence light produced by an EAS of
5�1019 eV at a distance to the telescope of about 16 km, as shown in figure 7. Also shown is the
more attenuated light profile of an almost identical shower at a larger distance.

Besides determining the optical properties of the atmosphere, the identification of clouds is
a fundamental task in the analysis of CLF laser shots. Clouds can have a significant impact on
shower reconstruction.

– 7 –

~25 km

P. Abreu et al. (Pierre Auger Collab), JINST 8 P04009 (2013)

• 355nm frequency-tripled YAG laser
• ~ 6 μJ per pulse
• 50 shots every 15 minutes

Figure 4. A sketch of the arrangement for CLF/XLF measure-
ments of vertical aerosol optical depth, VAOD.

4.4 Aerosol Characterisation

Molecular, or Rayleigh, scattering is a more significant at-
tenuation process than aerosol scattering. The molecular
vertical optical depth between ground level and an alti-
tude of 5 km is about 0.23 at 350 nm. This compares with
an average value for the aerosol vertical optical depth of
about 0.05 to the same height. However, the molecular at-
mosphere is much more stable than the aerosol one, and
we have shown that the GDAS description of the molecu-
lar atmosphere is perfectly adequate. The challenge is to
monitor the aerosol concentrations locally at the Observa-
tory, and on time scales of an hour or less.

Our primary techniques use the Central Laser Facility
(CLF) and the eXtreme Laser Facility (XLF) as part of a
“bistatic” lidar for which the receiving optics are the FD
stations (figure 4). In the past, cross-checks of the aerosol
content have been provided by the standard elastic lidar
stations at the FD sites. More recently, the FRAM tele-
scope is contributing with aerosol estimates along the axes
of interesting shower events [1, 7]. Finally, the “industry
standard” technique, a Raman lidar, has been operating at
the CLF site since November 2013.

The CLF and XLF lasers are frequency-tripled YAG
lasers which shoot 6 mJ pulses of 355 nm light vertically
into the sky [3]. (They are also steerable for other impor-
tant tests, not described here). We use two approaches to
measure the aerosol optical depth on an hourly basis using
the CLF and XLF lasers. Both approaches make the as-
sumption that there exists, from time to time, an aerosol-
free atmosphere. We call this a “reference night”.

The first approach, known as the Data Normalised
(DN) method, makes direct use of hourly-averaged re-
ceived light profiles on the reference night, and during the
hour of interest. Examples are shown in the left-hand plot
of figure 5. Each light profile is the average of 200 shots
from a given hour (4 groups of 50 shots every 15 min-
utes), and normalised to a laser pulse energy of 1 mJ. The
“bumps” in the profiles come from the imperfect light col-
lection in the gaps between pixels in the FD camera.

When the laser pulse is shot vertically, portions of
the light are scattered in the direction of the FD from all
heights. The laser light su↵ers attenuation while travelling
vertically above the laser, and in the path from the laser

to the detector. By comparing the profile in a given hour
to one from the reference night (where we assume that the
only attenuation process is Rayleigh scattering) we can ob-
tain (using an analytic expression [3], and taking care with
possible cloud contamination) the vertical aerosol optical
depth (VAOD) as a function of height, VAOD(h). An ex-
ample is shown in the right-hand plot of figure 5.

This process is repeated for all four FD stations view-
ing either the CLF or the XLF (typically the XLF for
the northerly Loma Amarilla detector), and the VAOD(h)
data is loaded into a MySQL database for use during
shower reconstruction. The VAODs derived within the
same hour using di↵erent combinations of laser and de-
tector site are consistent within uncertainties [3], implying
near-uniform aerosol conditions across the Observatory at
a given time. With the aid of the database of VAOD(h), and
the horizontally-uniform aerosol assumption, the shower
analysis can calculate the aerosol attenuation between any
two points in space.

The DN method fills the majority of hours in the
aerosol database. For hours where the DN fails for some
reason, holes are filled with the alternate Laser Simulation
(LS) analysis. As the name implies, we simulate the re-
ceived signals from the CLF or XLF under a variety of
aerosol conditions, and use this library of simulations to
find the best match with a real hourly profile. For techni-
cal reasons (accounting for systematics in the laser simu-
lation) a clean reference night is also used in this method.
The DN and LS results for many hours have been com-
pared and found to be consistent [3].

4.5 Cross-checks

In many ways the Auger Observatory’s success rests on
its demonstrated ability to cross-check results with di↵er-
ent instruments or methods. Central to this philosophy is
the hybrid nature of the entire Observatory, where (dur-
ing dark periods) air showers are measured independently
by the SD and the FD, detectors with completely di↵erent
views of the showers and, largely, very di↵erent systematic
uncertainties.

Much of this philosophy enters the atmospheric mon-
itoring sphere, as may be obvious in the discussion above
of various instruments used to measure cloud and aerosols.
Partly, this is necessary to take advantage of the sensitiv-
ities of di↵erent instruments in di↵erent regions of phase
space, but often cross-checks of the fidelity of data are also
possible.

A recent example is the installation of a Raman lidar
detection system using the CLF laser. The Raman tech-
nique allows an unambiguous solution to the lidar equa-
tion for aerosols by detecting inelastic backscatter from
(in this case) nitrogen and water vapour [7]. The tech-
nique also has the advantage that there are standard qual-
ity assurance checks on such systems defined by experts in
aerosol measurements around the world, leading to confi-
dence in its results. On the other hand, using such a lidar
in the clean aerosol environment of western Argentina is a
very di↵erent situation to the majority of Raman systems
located in urban settings. Work continues to validate the

Aerosol attenuation measurements
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Assumptions
§ Atmosphere horizontally uniform.
§ Laser light scattered towards the detector 

by molecules only (DN only).
§ No multiple scattering of laser light.

Data Normalized (DN) analysis

Laser Simulation (LS) analysis
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Figure 1: (a) Example of a measured laser trace (black). In red is the associated nominally clear
reference trace. (b) The VAOD as derived from this measurement. The central black profile is the
raw VAOD, and in red is a smoothed version. The upper and lower black profiles denote the raw
upper and lower uncertainty bounds on the VAOD.

aerosol atmosphere is horizontally uniform, and that multiple scattered light from the laser does
not contribute to the light flux measured at the FD, is
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Here Naer and Nref are the photon fluxes originating from height h (on the night of measurement
and the reference night respectively), f2 is the elevation of the laser track segment with respect to
the detector, and SA and SM describe the fraction of the laser beam scattered towards the detector
from that height by aerosols and molecules respectively. Terms (1) and (2) of Eq. 2.1 both encode
separate pieces of information about the aerosol attenuation properties of the atmosphere, with the
first part representing the transmission of laser light along the laser beam to height h, and from
that point to the aperture of a fluorescence detector, and the second representing the scattering of
laser light out of the beam and towards the detector. Traditionally the analysis operates under an
additional assumption; that the density of molecular scattering centres in the atmosphere is much
greater than that of aerosols. This, coupled with the fact that the aerosol scattering phase function
is strongly forward peaked and the vertical laser beam is always viewed nearly side on, means that
the SA term is much smaller than the SM term. In this case, term (2)! 0 and the VAOD at a given
height depends only on the ratio of the measured light flux originating from that height relative
to that measured on the reference night. An example of a measured averaged laser trace, along
with a reference trace, is shown in Fig. 1a. In Fig. 1b is the corresponding reconstructed VAOD
determined using the DN technique. The average VAOD at 3 km above ground level (above the
planetary boundary layer) measured at the Observatory site is approximately 0.04 [2].

3. Improvements to the analyses

The two aerosol analyses have been updated to remove their reliance on a number of simpli-
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Our standard method: bi-static lidar

(currently cross-checked with Raman lidar, FRAM…) 
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Figure 5: A 7 mJ CLF vertical event as recorded by the Los Leones FD site (distance 26 km). Left
panel: ADC counts vs. time (100 ns bins). The displayed data are for the marked pixels in the right
panel. Right panel: Camera trace. The color code indicates the sequence in which the pixels were
triggered.
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Figure 6: Left: The light flux profile of a single CLF vertical shot seen from the Los Leones FD
site. The same event as shown in figure 5 is used. Right: 50 shots average profile.

In figure 8, examples of various hourly profiles affected by different atmospheric conditions are
shown. The modulation of the profile is due to the FD camera structure, in which adjacent pixels are
complemented by light collectors. A profile measured on a night in which the aerosol attenuation
is negligible is shown in panel (a). Profiles measured on nights in which the aerosol attenuation
is low, average and high, are respectively shown in panels (b), (c) and (d). As conditions become
hazier, the integral photon count decreases. The two bottom profiles (e) and (f) represent cloudy
conditions. Clouds appear in CLF light profiles as peaks or holes depending on their position. A
cloud positioned between the CLF and the FD can block the transmission of light in its travel from
the emission point towards the fluorescence telescopes, appearing as a hole in the profile (e). The
cloud could be positioned anywhere between the CLF and the FD site, therefore its altitude cannot
be determined unambiguously. A cloud directly above the CLF appears as a peak in the profile,
since multiple scattering in the cloud enhances the amount of light scattered towards the FD (f).
In this case, it is possible to directly derive the altitude of the cloud from the peak in the photon

– 8 –

     10  M. Malacari [Auger Collab.], ICRC2017

reference night

another night

Note:  VAOD often denoted by τ
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Figure 8: Examples of light profiles measured with the FD at Coihueco under various atmospheric
conditions. The height is given above the FD. The number of photons at the aperture of the FD is
normalized per mJ of laser energy. Shown are a reference clear night (a); low (b), average (c) and
high aerosol attenuation (d); cloud between FD and laser (e); laser beam passing through cloud (f).

4.1 Reference clear nights

In reference clear nights, the attenuation due to aerosols is minimal compared to the uncertainty
of total attenuation, the scattering is dominated by the molecular part. In such a clear night, the
measured light profiles are larger than profiles affected by aerosol attenuation, indicating maximum
photon transmission. Those profiles have shapes that are compatible with a profile simulated under
atmospheric conditions in which only molecular scattering of the light is used. Reference clear

– 10 –
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Figure 10: Left: Four out of the 1 121 simulated profiles of a monthly grid (red), superimposed
to a measured profile (blue). Right: The four aerosol profiles corresponding to the simulated CLF
profiles. In order, from top to bottom, τaer(h) profiles on the right correspond to CLF profiles on
the left from bottom to top.

reference clear night R as defined in section 4.1 returns the normalization constant that fixes the
relative energy scale between measured and simulated laser profiles. Using this normalization
procedure, the dependence on FD or CLF absolute calibrations is avoided and only the relative
uncertainty (daily fluctuations) of the laser probes (3%) and FD calibration constants (3%) must
be taken into account. This procedure is repeated for each CLF epoch data set. Average measured
profiles are scaled by dividing the number of photons in each bin by the normalization constant of
the corresponding epoch before measuring the aerosol attenuation.

4.3.3 Optical depth determination and cloud identification

For each quarter hour average profile, the aerosol attenuation is determined obtaining the pair
Lbestaer , Hbestaer corresponding to the profile in the simulated grid closest to the analyzed event. The
quantification of the difference between measured and simulated profiles and the method to iden-
tify the closest simulation are the crucial points of this analysis. After validation tests on sim-
ulations of different methods, finally the pair Lbestaer and Hbestaer chosen is the one that minimizes
the square difference D2 between measured and simulated profiles computed for each bin, where
D2 = [∑i(Φ

meas
i −Φsimi )2] andΦi are reconstructed photon numbers at the FD aperture in each time

bin. In figure 11, an average measured profile as seen from Los Leones compared to the simu-
lated chosen profile is shown. The small discrepancy between measured and simulated profiles,
corresponding to boundaries between pixels, has no effect on the measurements.

Before the aerosol optical depth is determined, the average profile is checked for integrity and
for clouds in the field of view in order to establish the maximum altitude of the corresponding
aerosol profile. The procedure for the identification of clouds works on the profile of the difference
in photons for each bin between the measured profile under study and the closest simulated profile
chosen from the grid. With this choice, the baseline is close to zero and peaks or holes in the
difference profile are clearly recognizable. The algorithm developed uses the bin with the highest
or lowest signal and the signal-to-noise ratio to establish the presence of a cloud and therefore

– 16 –
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Figure 3: Light profiles (in red the reference clear profile,
in black the measured one) and vertical aerosol optical
depth measured using the Data Normalized Analysis with
the FD at Los Morados during an average night.

A grid of 1540 profiles is simulated for each FD site,
each month and at a reference energy, to normalize the
measured profiles. Each measured profile is compared to
the grid and the simulated profile closest to the measured
event is identified and its associated parameters are used
to calculate τLSaer(h) (figure 4). During the procedure,
clouds are identified and the aerosol attenuation profile is
measured up to the cloud lower layer height.
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Figure 4: Left : four out of the 1540 simulated profiles of
a monthly grid (red), superimposed on a measured profile
(blue). Right : the four τLSaer(h) profiles corresponding to the
simulated CLF profiles.

4 Statistical and systematic error estimates
Various uncertainties were indentified in the methods for
the determination of τaer(h) profiles. The uncertainties
have been recently re-estimated and are now separated into
systematic and statistical contributions. These assignments
were based on whether the effect of the uncertainty would
be correlated over the EAS data sample, or would be
largely uncorrelated from one EAS to the next (see table 1).
For more discussion see [6]. Since each method is based

Correlated Uncorrelated
Relative FD Calibration 2% 4%
Relative Laser Energy (CLF) 1–2.5% 2%
Relative Laser Energy (XLF) 1% 2%
Reference Clear Night 3% -
Atmospheric Fluctuations - ⇠ 3%

Table 1: List of uncertainties in the determination of the
τaer(h) profiles (see text).

on the use of ratios of FD events, it is not sensitive to the
absolute photometric calibration of either the laser or the
FD. Consequently, the calibration correlated uncertainties
in table 1 are those that describe how accurately drifts in

the FD and laser energy calibrations were tracked over the
period between reference nights. These nights are typically
a year apart. For the CLF, the 1-2.5% value corresponds
to different epochs over the 10 year life of the system and
depends on how well the effect of dust accumulation on
the optics downstream of the monitor probe was tracked.
An estimate of the stability in the net depolarization
of the laser beam is included in these numbers. The
corresponding term for the XLF (1%) reflects the fact
that this system has an automated calibration system that
tracks beam energy and polarization. The uncorrelated
error of the relative FD calibration was estimated to
be 4%. It includes an estimate of the variability in FD
calibration during the night. A 3% correlated uncertainty
was estimated as due to the choice of the reference clear
night. Finally the uncorrelated error due to the atmospheric
fluctuations within the hour is estimated on a event-by-
event basis and is about 3%. These errors are estimated
for each of the two methods described. In the Laser
Simulation Analysis a 2% uncorrelated uncertainty is
added to take into account how well the parametric model
used describes the real aerosol attenuation conditions. A
study was performed on hybrid events to estimate the
effect on reconstructed EAS energy and Xmax when
moving τaer(h) up or down by its systematic uncertainty.
It was found that the energy varies from +2.4% to -2.5%,
and Xmax from 0.8 to -1.2 g · cm�2.

5 2004–2012 Aerosol Attenuation Profiles
The hourly aerosol attenuation profiles over 9 years (from
January 2004 to December 2012) have been measured
using the two analyses described.
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Figure 5: Comparison of Vertical Aerosol Optical Depth
at 3 km above ground measured with the two analyses for
the Coihueco site. 9 years of data are shown.

Due to the distance, XLF events were used to produce
aerosol profiles for Loma Amarilla and CLF events were
used for Los Leones, Los Morados and Coihueco. Results
from the two analyses were compared and are fully
compatible. In figure 5, the correlation of τDNaer versus
τLSaer measured at 3 km above the ground level is shown
for the Coihueco site for the period January 2004 to
December 2012. Hourly profiles measured with the two
analyses together with correlated and uncorrelated error
bands in average aerosol attenuation conditions are shown
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Fig. 6.3 A simple toy model showing the change in profile shape of a vertical air
shower at a distance of 10 km which has a depth of maximum of 750 g cm�2. Xmax is
shifted deeper into the atmosphere by the aerosol scattering correction to the VAOD.
The magnitude of the correction is based on the DVAOD expected for a laser at
26 km and an atmosphere with a typical VAOD of 0.04.

6.3 The aerosol phase function

Calculation of DVAOD via Equation 6.4 requires a priori knowledge of the aerosol
volume scattering coefficient, and the aerosol scattering phase function, as a function
of height. The first of these issues is addressed later in Section 6.4. Here we will
discuss the dependence of the correction on the aerosol phase function.

The form of the aerosol phase function used for calculations at the Pierre Auger
Observatory is the modified Henyey-Greenstein phase function
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It describes the fraction of light per unit solid angle that is scattered in a particular
direction by aerosols. Traditionally the Longtin phase function [208] has been used
in fluorescence detector data analysis, such as at the High Resolution Fly’s Eye
(HiRes) Experiment, and in the early days of Auger. The Longtin phase function
was developed through simulations based on Mie scattering theory of 3 different
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Calculation of DVAOD via Equation 6.4 requires a priori knowledge of the aerosol
volume scattering coefficient, and the aerosol scattering phase function, as a function
of height. The first of these issues is addressed later in Section 6.4. Here we will
discuss the dependence of the correction on the aerosol phase function.
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atically between these FD sites. In contrast, optical depths mea-
sured at nearly equal altitudes, such as Los Leones and Los Mor-
ados (1420 m), are quite similar.

Unlike for the molecular atmosphere, it is not possible to as-
sume a horizontally uniform distribution of aerosols across the
Observatory. To handle the non-uniformity of aerosols between
sites, the FD reconstruction divides the array into aerosol ‘‘zones”
centered on the midpoints between the FD buildings and the CLF.
Within each zone, the vertical distribution of aerosols is treated
as horizontally uniform by the reconstruction (i.e., Eq. (2) is
applied).

5.2. Scattering measurements

Aerosol scattering is described by the phase function PaðhÞ,
and the hybrid reconstruction uses the functional form given
in Eq. (10). As explained in Section 3.2.3, the aerosol phase func-

tion for each hour must be determined with direct measure-
ments of scattering in the atmosphere, which can be used to
infer the backscattering and asymmetry parameters f and g of
PaðhÞ.

At the Auger Observatory, these quantities are measured by two
Aerosol Phase Function monitors, or APFs, located about 1 km from
the FD buildings at Coihueco and Los Morados [22]. Each APF uses a
collimated Xenon flash lamp to fire an hourly sequence of 350 nm
and 390 nm shots horizontally across the FD field of view. The
shots are recorded during FD data acquisition, and provide a mea-
surement of scattering at angles between 30! and 150!. A fit to the
horizontal track seen by the FD is sufficient to determine f and g.
The APF light signal from two different nights is depicted in
Fig. 11, showing the total phase function fit and PaðhÞ after the
molecular component has been subtracted.

The phase function asymmetry parameter g measured at Coihu-
eco between June 2006 and July 2008 is shown in Fig. 12. The value
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Fig. 10. Comparison of the aerosol optical depths measured with CLF shots at Los Leones, Los Morados, and Coihueco. The buildings at Los Leones and Los Morados are located
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very few or no aerosols



9.2.2. Aerosol Phase Function Monitors
The atmospheric scattering of both fluorescence and Cherenkov

light from extensive air showers occurs over a range of scattering
angles. The scattering angular distribution (phase function) can be
estimated analytically for the atmospheric molecular component.
For the aerosol component this function depends on the size and
shape of the aerosols [76]. The scattering function is characterized
in situ to implement a suitable parametrization of the scattering
behavior by the air shower reconstruction.

The Aerosol Phase Function Monitors use a collimated xenon
flash lamp to direct light between 350 and 390 nm horizontally
across the FD field of view at Coihueco and Los Morados. The FD
measures the light as a function of scattering angle (30–1501). An
analysis including data over several years revealed that a para-
meterization as

PaðθÞ ¼
1$ g2

4π
%

1
ð1 þ g2 $ 2g cosθÞ3=2

þ f
3 cos 2θ $ 1
2ð1 þ g2Þ3=2

 !
ð1Þ

describes the aerosol scattering at the Observatory site reasonably
well. The first term is a Henyey–Greenstein function [90], corre-
sponding to forward scattering, and the second term accounts for
the peak at large θ typically found in the angular distribution of
aerosol-scattered light [91]. The quantity g describes the asym-
metry of scattering, and f determines the relative strength of the
forward and backward scattering peaks. An average value of the
phase function asymmetry parameter g of 0:5670:10 is used in

the Auger air shower analysis for nights with Mie scattering. For
clear nights without any aerosols, g is set to zero. To also allow for
very small aerosol content during almost clear nights, causing only
small asymmetries in the phase function, an uncertainty of 0.2 is
estimated and attached to the value of g equals zero.

9.2.3. Horizontal Attenuation Monitor
The wavelength dependence of the aerosol attenuation is

modeled by a falling power law with an exponential parameter
γ. The value of γ varies inversely with the typical size of the aerosol
particles. In the limit of clean air, γ ' 4. At the Observatory, γ is
obtained by the Horizontal Attenuation Monitor (HAM). The HAM
consists of a high intensity discharge lamp installed close to the FD
site at Coihueco. Light from this lamp is measured by a filtered
CCD camera at the Los Leones FD site, about 45 km away [76]. Total
horizontal atmospheric attenuation is measured over this path at
five wavelengths between 350 and 550 nm. The data indicate that
the atmosphere of the Observatory is quite desert-like with weak
wavelength dependence. An average γ of about 0.7 with an RMS of
0.5 is used as a parameter in the air shower reconstruction.

9.3. Installations for clouds and extinction

9.3.1. Cloud identification
The presence of clouds can alter the observed optical signatures

of an EAS and reduce the aperture of the FD. Clouds can attenuate
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four datasets: hybrid (events measured simultaneously by the SD
and FD), SD 750 m array, SD baseline vertical, and SD baseline
horizontal [11,12]. Thanks to the high statistics of the SD data, a
first harmonic analysis was performed in different energy ranges
starting from 2:5! 1017 eV in a search for dipolar modulations in

right ascension [13,14]. The upper limits in the dipole amplitude
impose stringent constraints on astrophysical models [13,15,16].

The Auger data provide evidence for a weak correlation
between arrival directions of cosmic rays above 55 EeV and the
positions of AGNs with zo0:018 in the VCV catalog [17,18]. The
Collaboration also has performed the measurement of the proton-
air cross-section at 57 TeV [19] that favors a moderately slow rise
of the cross-section towards higher energies, and inferred the
proton–proton cross-section, whose value is within one sigma of
the best extrapolation from the recent LHC data points [20]. The
composition measurements could be interpreted as an evolution
from light to heavier nuclei if current hadronic interaction models
describe well the air shower physics [21–24].

Upper limits have been obtained on the photon flux integrated
above an energy threshold which impose stringent limits for top-
down models [25,26]. Also, competitive neutrino limits were
published [27–29], as well as searches for Galactic neutron signals
[30,31].

1.2. Observatory design

Design targets for the surface detector array included 100% duty
cycle, a well-defined aperture independent of energy above 1018:5 eV,
measurement of the time structure of the signals of the shower
particles, sensitivity to showers arriving at large zenith angles, self-
contained detector stations and in situ calibration of detector stations
by cosmic ray muons. The fluorescence detector design required that
every event above 1019 eV arriving within the FD on-time should be
recorded by at least one fluorescence telescope camera, direct
measurement of the longitudinal development profile and timing
synchronization for simultaneous measurement of showers with the
surface detector array [32].

Each water Cherenkov surface detector is self-powered and
communicates with the central data acquisition system using
wireless technology. Air fluorescence telescopes record air shower
development in the atmosphere above the surface array on dark
moonless nights. There are four air fluorescence sites on the
perimeter of the array, each with six telescopes.

An essential feature of this Auger hybrid design is the capability of
observing air showers simultaneously by two different but comple-
mentary techniques. The SD operates continuously, measuring the
particle densities as the shower strikes the ground just beyond its

Fig. 1. The Auger Observatory. Each dot corresponds to one of the 1660 surface detector stations. The four fluorescence detector enclosures are shown, each with the 301 field
of view of its six telescopes. Also shown are the two laser facilities, CLF and XLF, near the Observatory center.

Fig. 2. The fluorescence detector enclosure Los Leones (top) and a surface detector
station (bottom).
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Seasonal variation in the VAOD
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Improvements to aerosol attenuation measurements at the Pierre Auger Observatory Max Malacari

Ø Austral summer → burnt biomass originating from northern Argentina.
Ø Winter → primary aerosol contaminants from Pacific Ocean.
Ø Average concentrations driven by local sources: dust, pollution, etc.

[The Pierre Auger Collaboration, Atmos. Res. 149 (2014) 120-135]

Characteristics of Aerosols at Auger - seasonal dep. 
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Aerosol scattering correction
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Fig. 6.3 A simple toy model showing the change in profile shape of a vertical air
shower at a distance of 10 km which has a depth of maximum of 750 g cm�2. Xmax is
shifted deeper into the atmosphere by the aerosol scattering correction to the VAOD.
The magnitude of the correction is based on the DVAOD expected for a laser at
26 km and an atmosphere with a typical VAOD of 0.04.

6.3 The aerosol phase function

Calculation of DVAOD via Equation 6.4 requires a priori knowledge of the aerosol
volume scattering coefficient, and the aerosol scattering phase function, as a function
of height. The first of these issues is addressed later in Section 6.4. Here we will
discuss the dependence of the correction on the aerosol phase function.

The form of the aerosol phase function used for calculations at the Pierre Auger
Observatory is the modified Henyey-Greenstein phase function

✓
1
s

ds

dW

◆

A
=

1 � g2

4p

✓
1

(1 + g2 � 2g cos q)3/2 + f
3 cos2 q � 1
2(1 + g2)3/2

◆
(6.10)

It describes the fraction of light per unit solid angle that is scattered in a particular
direction by aerosols. Traditionally the Longtin phase function [208] has been used
in fluorescence detector data analysis, such as at the High Resolution Fly’s Eye
(HiRes) Experiment, and in the early days of Auger. The Longtin phase function
was developed through simulations based on Mie scattering theory of 3 different
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Figure 4: (a) Distribution of the fitted asymmetry parameter over the 5-year dataset. (b) Drift in the
asymmetry parameter throughout the year. Vertical error bars indicate the root-mean-square of the
fitted asymmetry parameter distribution in each month of data. The horizontal line indicates the
average value over the whole dataset.

constructed shower profiles in both shape and normalization. Reconstructed shower energies are
increased on average by 1.5% at 1017.5 eV, up to 3% at an energy of 1019.5 eV. Showers of higher
energy tend to be detected at larger distances, meaning the aerosol transmission is lower, and
hence the relative decrease in the aerosol transmission under these aerosol analysis improvements
is larger. Changes in the average depth of shower maximum are driven by the elongation of the
decaying tail of shower profiles and range from 2 g/cm2 at 1017.5 eV, up to 5 g/cm2 at an energy of
1019.5 eV. The larger VAOD increases close to the ground (shown in Fig. 2) lead to a modest elon-
gation of the trailing edge of reconstructed energy deposit profiles, shifting their depth of maximum
development slightly deeper in the atmosphere. Both the energy and Xmax increases are small on
average, and are within current aerosol transmission related systematic uncertainties in the energy
and Xmax scales published in [8, 9].

A useful metric for verifying the validity of the aerosol attenuation measurements used in
shower reconstruction is the ratio ESD/EFD, the ratio of reconstructed SD to FD energy. If the
aerosol loading above the array is characterized correctly we should see internal consistency within
our reconstructed air shower data, and there should be no dependence of this ratio on the aerosol
transmission to the depth of maximum shower development, which functions as a proxy for the
distance of the shower from the FD (the reconstructed SD energy is independent of the distance of
the shower from the fluorescence detector). If the relationship exhibits a negative slope it indicates
that showers observed at larger distances to the FD are being reconstructed with lower energies on
average, suggesting that the aerosol content in the atmosphere has been underestimated (Fig. 5a).
Conversely, a positive slope to the relationship would indicate an overcorrection for aerosol attenu-
ation. Following the improvements to our aerosol analysis techniques, we see a slope in this ratio of
�0.006±0.036 (Fig. 5b), fully consistent with zero, and a strong indication that our VAOD mea-
surements accurately describe the status of the aerosol atmosphere above the array. The sensitivity
of the slope to uncertainties in the aerosol concentration is currently being assessed.

199

5-year 
dataset

Characteristics of Aerosols at Auger - phase function 
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Reconstructing the energy and Xmax of an air shower
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Figure 1: (a) Example of a measured laser trace (black). In red is the associated nominally clear
reference trace. (b) The VAOD as derived from this measurement. The central black profile is the
raw VAOD, and in red is a smoothed version. The upper and lower black profiles denote the raw
upper and lower uncertainty bounds on the VAOD.

aerosol atmosphere is horizontally uniform, and that multiple scattered light from the laser does
not contribute to the light flux measured at the FD, is

VAOD(h) =
�1

1+1/sinf2
ln
✓

Naer

Nref

◆

| {z }
(1)

+
1

1+1/sinf2
ln(1+SA/SM)

| {z }
(2)

. (2.1)

Here Naer and Nref are the photon fluxes originating from height h (on the night of measurement
and the reference night respectively), f2 is the elevation of the laser track segment with respect to
the detector, and SA and SM describe the fraction of the laser beam scattered towards the detector
from that height by aerosols and molecules respectively. Terms (1) and (2) of Eq. 2.1 both encode
separate pieces of information about the aerosol attenuation properties of the atmosphere, with the
first part representing the transmission of laser light along the laser beam to height h, and from
that point to the aperture of a fluorescence detector, and the second representing the scattering of
laser light out of the beam and towards the detector. Traditionally the analysis operates under an
additional assumption; that the density of molecular scattering centres in the atmosphere is much
greater than that of aerosols. This, coupled with the fact that the aerosol scattering phase function
is strongly forward peaked and the vertical laser beam is always viewed nearly side on, means that
the SA term is much smaller than the SM term. In this case, term (2)! 0 and the VAOD at a given
height depends only on the ratio of the measured light flux originating from that height relative
to that measured on the reference night. An example of a measured averaged laser trace, along
with a reference trace, is shown in Fig. 1a. In Fig. 1b is the corresponding reconstructed VAOD
determined using the DN technique. The average VAOD at 3 km above ground level (above the
planetary boundary layer) measured at the Observatory site is approximately 0.04 [2].

3. Improvements to the analyses

The two aerosol analyses have been updated to remove their reliance on a number of simpli-
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The slow control system (SCS) assures a secure remote opera-
tion of the FD system. The SCS works autonomously and con-
tinuously monitors detector and weather conditions. Commands
from the remote operator are accepted only if they do not violate
safety rules that depend on the actual experimental conditions:
high voltage, wind speed, rain, light levels inside/outside the
buildings, etc. In case of external problems, such as power failures
or communication breakdowns, the SCS performs an orderly
shutdown, and also a subsequent start up of the fluorescence
detector system if the conditions have changed. If parts of the SCS
itself fail, the system automatically reverts to a secure mode so
that all critical system states (open shutters, high voltage on, etc.)
are actively maintained.

The observation of air showers via fluorescence light is possible
only at night. Moreover, night sky brightness should be low and
thus nights without a significant amount of direct or scattered
moonlight are required. We also require that the sun be lower than
181 below the horizon, the moon remain below the horizon for
longer than 3 h, and that the illuminated fraction of the moon be

less than 70% in the middle of the night. The mean length of the
dark observation period is then 17 nights each month.

The on-time of the FD telescopes is currently !15%. The value
varies slightly between telescopes depending on the telescope
pointing and various hardware or software factors. The main
remaining source of downtime is weather. The telescopes are not
operated when the weather conditions become dangerous (high
wind speed, rain, snow, etc.) and when the observed sky bright-
ness (caused mainly by scattered moonlight) is too high.

5. Data communications system

The detector systems of the Observatory are deployed at widely
dispersed positions over a very large area. To send commands and
receive data from the four individual FD sites and from 1660 SD
stations in the field, a bidirectional radio frequency telecommuni-
cation network has been designed and deployed. The reliability of
the network is critical to the function of the Observatory, particu-
larly in the context of controlling the experiment, identifying
event triggers, and collecting data recorded at each detector for
each air shower event.

For Auger, a custom designed system based on a two-layer
hierarchy has been implemented. Individual surface detector
stations are connected by a custom WLAN which is sectorized
and supported by four concentration nodes. The WLAN is serviced
by a high capacity microwave backbone network which also
supports communications between the four fluorescence detector
sites and the main campus data acquisition and control center.
Figure 11 shows a conceptual schematic of the overall layout of the
data communication system for the Observatory. Table 1 lists the
main performance characteristics.

5.1. The microwave backbone network

The top layer of the Auger data communications system is a
34 Mbps backbone network made from commercial, point-to-
point, dish mounted equipment operating in the 7 GHz band.

Fig. 10. The relative efficiency between 280 nm and 430 nm measured for
telescope 3 at Coihueco. The curve is taken relative to the efficiency of the
telescope at 375 nm.
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Fig. 11. Conceptual schematic of the overall radio telecommunications system for the Pierre Auger Observatory.
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atically between these FD sites. In contrast, optical depths mea-
sured at nearly equal altitudes, such as Los Leones and Los Mor-
ados (1420 m), are quite similar.

Unlike for the molecular atmosphere, it is not possible to as-
sume a horizontally uniform distribution of aerosols across the
Observatory. To handle the non-uniformity of aerosols between
sites, the FD reconstruction divides the array into aerosol ‘‘zones”
centered on the midpoints between the FD buildings and the CLF.
Within each zone, the vertical distribution of aerosols is treated
as horizontally uniform by the reconstruction (i.e., Eq. (2) is
applied).

5.2. Scattering measurements

Aerosol scattering is described by the phase function PaðhÞ,
and the hybrid reconstruction uses the functional form given
in Eq. (10). As explained in Section 3.2.3, the aerosol phase func-

tion for each hour must be determined with direct measure-
ments of scattering in the atmosphere, which can be used to
infer the backscattering and asymmetry parameters f and g of
PaðhÞ.

At the Auger Observatory, these quantities are measured by two
Aerosol Phase Function monitors, or APFs, located about 1 km from
the FD buildings at Coihueco and Los Morados [22]. Each APF uses a
collimated Xenon flash lamp to fire an hourly sequence of 350 nm
and 390 nm shots horizontally across the FD field of view. The
shots are recorded during FD data acquisition, and provide a mea-
surement of scattering at angles between 30! and 150!. A fit to the
horizontal track seen by the FD is sufficient to determine f and g.
The APF light signal from two different nights is depicted in
Fig. 11, showing the total phase function fit and PaðhÞ after the
molecular component has been subtracted.

The phase function asymmetry parameter g measured at Coihu-
eco between June 2006 and July 2008 is shown in Fig. 12. The value
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Fig. 10. Comparison of the aerosol optical depths measured with CLF shots at Los Leones, Los Morados, and Coihueco. The buildings at Los Leones and Los Morados are located
on low hills at similar altitudes, while the Coihueco FD building is on a large hill 200 m above the other sites. The solid lines indicate equal optical depths at two sites, while
the dotted lines show the best linear fits to the optical depths. The bottom panels show histograms of the differences between the optical depths.

]° [θscattering angle 
40 60 80 100 120 140

ph
as

e 
fu

nc
tio

n 
[a

rb
. u

ni
ts

]

310

410

510
Scattering Measurement: 20 Jun 2006 05:00 UT

)θ(
m

) = PθP(

]° [θscattering angle 
40 60 80 100 120 140

ph
as

e 
fu

nc
tio

n 
[a

rb
. u

ni
ts

]

310

410

510 Scattering Measurement: 7 Jul 2008 09:00 UT
)θ(a) + Pθ(m) = PθP(

)θ(mP
)θ(aP
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120 J. Abraham et al. / Astroparticle Physics 33 (2010) 108–129

43
Unger, Dawson, Engel, Schuessler & Ulrich NIM A588 (2008) 443

Complication: light received at detector is
- fluorescence light

- direct and scattered Cherenkov light

     21 

Reconstructing the energy and Xmax of an air shower



Secondly the tracks of low-energy particles are not parallel
to the shower axis leading to another correction that has to
be applied [11]. Thirdly the quantity ‘‘shower size’’ is not
suited to a precise comparison of measurements with
theoretical predictions. In air shower simulations, shower
size is defined as the number of charged particles above a
given energy threshold Ecut that cross a plane perpendi-
cular to the shower axis. Setting this threshold very low to
calculate the shower size with an accuracy of !1% leads to
very large simulation times as the number of photons
diverges for Ecut! 0. Moreover, the shower size recon-
structed from data depends on simulations itself since the
shower size is not directly related to the fluorescence light
signal.

These conceptual problems can be avoided by directly
using energy deposit as the primary quantity for shower
profile reconstruction as well as comparing experimental
data with theoretical predictions. Due to the proportion-
ality of the number of fluorescence photons to the energy
deposit, shower simulations are not needed to reconstruct
the total energy deposit at a given depth in the atmosphere.
Another advantage is that the calorimetric energy of the
shower is directly given by the integral of the energy
deposit profile [12]. Furthermore, the energy deposit profile
is a well-defined quantity that can be calculated straight-
forwardly in Monte Carlo simulations and does not depend
on the simulation threshold [13].

Most of the charged shower particles travel faster than
the speed of light in air, leading to the emission of
Cherenkov light. Thus, in general, the optical signal of an
air shower consists of both fluorescence and Cherenkov
light contributions. In the traditional method [9] for the
reconstruction of the longitudinal shower development, the
Cherenkov light is iteratively subtracted from the measured
total light. The drawbacks of this method are the lack of
convergence for events with a large amount of Cherenkov
light and the difficulty of propagating the uncertainty of
the subtracted signal to the reconstructed shower profile.

An alternative procedure, used in Ref. [14], is to assume
a functional form for the longitudinal development of the
shower, calculate the corresponding light emission and
vary the parameters of the shower curve until a satisfactory
agreement with the observed light at the detector is
obtained. Whereas in this scheme the convergence pro-
blems of the aforementioned method are avoided, its major
disadvantage is that it can only be used if the showers
indeed follow the functional form assumed in the
minimization.

It has been noted in Ref. [15] that, due to the universality
of the energy spectra of the secondary electrons and
positrons within an air shower, there exists a non-iterative
solution for the reconstruction of a longitudinal shower
profile from light detected by fluorescence telescopes.

Here we will present an analytic least-square solution for
the estimation of the longitudinal energy deposit profile of
air showers from the observed light signal, in which both
fluorescence and Cherenkov light contributions are treated

as signal. We will also discuss the calculation of the
statistical uncertainty of the shower profile, including bin-
to-bin correlations. Finally, we will introduce a constrained
fit to the detected shower profile for extrapolating it to the
regions outside the field of view of the fluorescence
telescope. This constrained fit allows us to always use the
full set of profile function parameters independent of the
quality of the detected shower profile.

2. Fluorescence and Cherenkov light signals

The non-scattered, i.e. directly observed fluorescence
light emitted at a certain slant depth X i is measured at the
detector at a time ti. Given the fluorescence yield Y f

i

[4,5,16,17] at this point of the atmosphere, the number of
photons produced at the shower in a slant depth interval
DX i is

N f
gðX iÞ ¼ Y f

i wiDX i. (1)

Here wi denotes the energy deposited per unit depth at
slant depth X i (cf. Fig. 1) and is defined as

wi ¼
1

DX i

Z 2p

0
dj
Z 1

0
rdr

Z

Dzi

dz
dEdep

dV
(2)

where dEdep=dV is the energy deposit per unit volume and
(j;R; z) are cylinder coordinates with the shower axis at
R ¼ 0. The distance interval Dzi along the shower axis is
given by the slant depth interval DX i. The fluorescence
yield Y f

i is the number of photons expected per unit
deposited energy for the atmospheric pressure and
temperature at slant depth X i. The photons from Eq. (1)
are distributed over a sphere with surface 4pr2i , where ri

denotes the distance of the detector. Due to atmospheric
attenuation only a fraction Ti of them reach the detector
aperture with area A. Given a light detection efficiency of e,
the measured fluorescence light flux yf

i can be written as

yf
i ¼ diY

f
i wiDX i (3)

where the abbreviation di ¼ eTiðA=ð4pr2i ÞÞ is used. For the
sake of clarity the wavelength dependence of Y, T and e
will be disregarded in the following, but discussed later.
The number of Cherenkov photons emitted at the shower

is proportional to the number of charged particles above the
Cherenkov threshold energy. Since the electromagnetic
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to-bin correlations. Finally, we will introduce a constrained
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full set of profile function parameters independent of the
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light emitted at a certain slant depth X i is measured at the
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[4,5,16,17] at this point of the atmosphere, the number of
photons produced at the shower in a slant depth interval
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R ¼ 0. The distance interval Dzi along the shower axis is
given by the slant depth interval DX i. The fluorescence
yield Y f

i is the number of photons expected per unit
deposited energy for the atmospheric pressure and
temperature at slant depth X i. The photons from Eq. (1)
are distributed over a sphere with surface 4pr2i , where ri

denotes the distance of the detector. Due to atmospheric
attenuation only a fraction Ti of them reach the detector
aperture with area A. Given a light detection efficiency of e,
the measured fluorescence light flux yf

i can be written as
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where the abbreviation di ¼ eTiðA=ð4pr2i ÞÞ is used. For the
sake of clarity the wavelength dependence of Y, T and e
will be disregarded in the following, but discussed later.
The number of Cherenkov photons emitted at the shower
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circles), Cherenkov beam along the shower axis (dashed arcs) and the
direct (dashed lines) and scattered (dotted lines) Cherenkov light
contributions.
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component dominates the shower development, the
emitted Cherenkov light, NC

g , can be calculated from

NC
g ðX iÞ ¼ YC

i Ne
i DX i (4)

where Ne
i denotes the number of electrons and positrons

above a certain energy cutoff, which is constant over
the full shower track and not to be confused with the
Cherenkov emission energy threshold. Details of the
Cherenkov light production like these thresholds are
included in the Cherenkov yield factor YC

i [15,18–20].
Although Cherenkov photons are emitted in a narrow

cone along the particle direction, they cover a considerable
angular range with respect to the shower axis, because the
charged particles are deflected from the primary particle
direction due to multiple scattering. Given the fraction
f CðbiÞ of Cherenkov photons per solid angle emitted at an
angle bi with respect to the shower axis [18,20], the light
flux at the detector aperture originating from direct
Cherenkov light is

yCd
i ¼ dif CðbiÞY

C
i DX iN

e
i . (5)

Due to the forward peaked nature of Cherenkov light
production, an intense Cherenkov light beam builds up
along the shower as it traverses the atmosphere (cf. Fig. 1).
If a fraction f sðbiÞ of the beam is scattered toward the
observer it can contribute significantly to the total light
received at the detector. In a simple one-dimensional model
the number of photons in the beam at depth X i is just the
sum of Cherenkov light produced at all previous depths X j

attenuated on the way from X j to X i by Tji:

Nbeam
g ðX iÞ ¼

Xi

j¼0
TjiY

C
j DX jN

e
j . (6)

Similar to the direct contributions, the scattered Cherenkov
light received at the detector is then

yCs
i ¼ dif sðbiÞ

Xi

j¼0
TjiY

C
j DX jN

e
j . (7)

Finally, the total light received at the detector at the time ti

is obtained by adding the scattered and direct light
contributions:

yi ¼ yf
i þ yCd

i þ yCs
i . (8)

3. Analytic shower profile reconstruction

The aim of the profile reconstruction is to estimate the
energy deposit and/or electron profile from the light flux
observed at the detector. At first glance this seems to be
hopeless, since at each depth there are the two unknown
variables wi and Ne

i , and only one measured quantity,
namely yi. Since the total energy deposit is just the sum of
the energy loss of electrons, wi and Ne

i are related via

wi ¼ Ne
i

Z 1

0
f eðE;X iÞweðEÞdE (9)

where f eðE;X iÞ denotes the normalized electron energy
distribution and weðEÞ is the energy loss per unit depth of a
single electron with energy E. As is shown in Refs.
[15,19,20], the electron energy spectrum f eðE;X iÞ is
universal in shower age si ¼ 3=ð1 þ 2Xmax=X iÞ, i.e. it does
not depend on the primary mass or energy, but only on the
relative distance to the shower maximum, Xmax. Eq. (9) can
thus be simplified to

wi ¼ Ne
i ai (10)

where ai is the average energy deposit per unit depth per
electron at shower age si. Parameterizations of ai can be
found in Refs. [10,20]. With this one-to-one relation
(Eq. (10)) between the energy deposit and the number of
electrons, the shower profile is readily calculable from the
equations given in the last section. For the solution to the
problem, it is convenient to rewrite the relation between
energy deposit and light at the detector in matrix notation:
Let y ¼ ðy1; y2; . . . ; ynÞ

T be the n-component vector (histo-
gram) of the measured photon flux at the aperture and
w ¼ ðw1;w2; . . . ;wnÞT the energy deposit vector at the
shower track. Using the expression

y ¼ Cw (11)

the elements of the Cherenkov–fluorescence matrix C can be
found by a comparison with the coefficients in Eqs. (3), (5)
and (7):

Cij ¼

0; ioj

cdi þ csii; i ¼ j

csij ; i4j

8
><

>:
(12)

where

cdi ¼ diðY f
i þ f CðbiÞY

C
i =aiÞDX i (13)

and

csij ¼ dif sðbiÞTjiY
C
j =ajDX j. (14)

The solution to Eq. (11) can be obtained by inversion,
leading to the energy deposit estimator bw:

bw ¼ C% 1y. (15)

Due to the triangular structure of the Cherenkov–fluores-
cence matrix the inverse can be calculated quickly even for
matrices with large dimension. As the matrix elements in
Eq. (12) are always X0, C is never singular.
The statistical uncertainties of bw are obtained by error

propagation:

Vw ¼ C% 1VyðCTÞ% 1. (16)

It is interesting to note that even if the measurements yi are
uncorrelated, i.e. their covariance matrix Vy is diagonal,
the calculated energy loss values bwi are not. This is because
the light observed during time interval i does not solely
originate from wi, but also receives a contribution from
earlier shower parts wj, joi, via the ‘‘Cherenkov light
beam’’.
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energy deposit and light at the detector in matrix notation:
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The solution to Eq. (11) can be obtained by inversion,
leading to the energy deposit estimator bw:

bw ¼ C% 1y. (15)

Due to the triangular structure of the Cherenkov–fluores-
cence matrix the inverse can be calculated quickly even for
matrices with large dimension. As the matrix elements in
Eq. (12) are always X0, C is never singular.
The statistical uncertainties of bw are obtained by error

propagation:

Vw ¼ C% 1VyðCTÞ% 1. (16)

It is interesting to note that even if the measurements yi are
uncorrelated, i.e. their covariance matrix Vy is diagonal,
the calculated energy loss values bwi are not. This is because
the light observed during time interval i does not solely
originate from wi, but also receives a contribution from
earlier shower parts wj, joi, via the ‘‘Cherenkov light
beam’’.
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Matrix inversion

= dE/dX(Xi)

Cherenkov light is also signal    
- reconstruct w = dE/dX profile by matrix method

10.5. Profile reconstruction

Once the geometry of the shower is known, the light collected at
the aperture as a function of time can be converted to the energy
deposited by the shower as a function of slant depth. For this
purpose, the light attenuation from the shower to the detector needs

to be accounted for and all contributing light sources need to be
disentangled: fluorescence light [81], direct and scattered Cherenkov
light [103,104] as well as multiply scattered light [105–107].

The proportionality between the fluorescence intensity and the
energy deposit is given by the fluorescence yield. A good knowl-
edge of its absolute value as well as its dependence on wavelength,
temperature, pressure and humidity is essential to reconstruct the
longitudinal profile. We use the most precise of the measurements
available to date (cf. [108]) as provided by the Airfly Collaboration
[109,110].

The Cherenkov and fluorescence light produced by an air shower
are connected to the energy deposit by a linear set of equations and
therefore the shower profile is obtained by an analytic linear least
squares minimization [111]. Due to the lateral extent of air showers,
a small fraction of shower light is not contained within the optimal
light collection area. To correct this, the universal lateral fluores-
cence [112] and Cherenkov light [113] distributions must be taken
into account. The full longitudinal energy deposit profile and its
maximum ðdE=dXÞmax at depth X ¼ Xmax are estimated by fitting a
Gaisser–Hillas function [114]:

f GHðXÞ ¼
dE
dX

! "

max

X $ X0

Xmax $ X0

! "ðXmax $ X0Þ=λ
eðXmax $ XÞ=λ ð8Þ

to the photoelectrons detected in the PMTs of the FD cameras. For
this purpose, a log-likelihood fit is used in which the number of
photoelectrons detected by the PMTs of the FD cameras is com-
pared to the expectation from Eq. (8) after folding it with the light
yields, atmospheric transmission, lateral distributions and detector
response. The two shape parameters X0 and λ are constrained to
their average values to allow for a gradual transition from a two- to
a four-parameter fit depending on the observed track length and
number of detected photons of the respective event (cf. [111]).

Finally, the calorimetric energy of the shower is obtained by
integrating Eq. (8) and the total energy is estimated by correcting
for the “invisible energy” carried away by neutrinos and high
energy muons [115]. An example of the measured light at aperture
and the reconstructed light contributions, and energy deposit
profile is shown in Fig. 34(a) and (b).

11. SD event reconstruction

The reconstruction of the energy and the arrival direction of the
cosmic rays producing air showers that have triggered the surface
detector array is based on the sizes and times of signals registered
from individual SD stations. At the highest energies, above 10 EeV,
the footprint of the air shower on the ground extends over more
than 25 km2. By sampling both the arrival times and the deposited
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Fig. 32. Geometry of an air shower within the shower detector plane.

Fig. 33. Geometry reconstruction of an event observed by four telescopes and the
surface detector.
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Complication: light received at detector is
- fluorescence light

- direct and scattered Cherenkov light
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Figure 6: Hourly aerosol profiles measured with the Data
Normalized (red) and Laser Simulation (blue) analyses
in average conditions. Correlated and uncorrelated
uncertainties are shown.

in figure 6. The aerosol profiles measured are stored in
the Pierre Auger Observatory Aerosol Database for the
reconstruction of EAS data. The database is filled with
results obtained with the Data Normalized analysis, while
results from Laser Simulation analysis are used to fill gaps.
A total of 10430 hours are stored in the aerosol database
for the Los Leones site, 9302 for Los Morados, 2270 for
Loma Amarilla and 10430 for Coihueco. In figure 7 τaer
measured at 3 km above ground as a function of time is
shown for each FD site.
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Figure 7: 9 years of τaer measured at 3km above ground.

6 Upgrades
A major update is in progress at the CLF site. Upgrades
include the addition of a Raman LIDAR to the system
to perform τaer(h) measurements independently of the
methods described here, a solid state laser with better
shot-to-shot stability, and an automated calibration
system similar to the one presently in use at the XLF
to improve the laser calibration reliability over long
periods. Infrastructure upgrades include a 2000 liter
thermal reservoir to reduce temperature fluctuations of
the equipment, and a new shipping container shelter with
better insulation and dust control. Completion is expected
by July 2013.

Figure 8: The new shelter for the upgraded CLF is placed
in position at the site.

The atmospheric monitoring system of the Pierre Auger
Observatory also includes 4 steerable elastic LIDAR
stations[7], one for each FD site. LIDARs provide an
independent estimation of the τaer(h), but only outside
the FOV of the FD due to the high interference with
data acquisition, therefore they are used to monitor the
cloud cover. A new prototype with improved mechanics
and alignment capabilities will be tested at the Loma
Amarilla site. The new system has a one-meter-diameter
f/1 composite mirror, and the capability of shooting the
laser beam coaxially or with a parallax of 1.5 meters.
This allows us to extend the sampled atmosphere down
to 200 m, and the range up to 40 km. The new LIDAR
is expected to provide very precise measurements of the
aerosol optical depth. In figure 9, the schema of the full
prototype and a picture of the box, the carousel and the
mirror are visible. Installation will take place during 2013.

Figure 9: The new prototype of the LIDAR system.
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Figure 5: A 7 mJ CLF vertical event as recorded by the Los Leones FD site (distance 26 km). Left
panel: ADC counts vs. time (100 ns bins). The displayed data are for the marked pixels in the right
panel. Right panel: Camera trace. The color code indicates the sequence in which the pixels were
triggered.
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Figure 6: Left: The light flux profile of a single CLF vertical shot seen from the Los Leones FD
site. The same event as shown in figure 5 is used. Right: 50 shots average profile.

In figure 8, examples of various hourly profiles affected by different atmospheric conditions are
shown. The modulation of the profile is due to the FD camera structure, in which adjacent pixels are
complemented by light collectors. A profile measured on a night in which the aerosol attenuation
is negligible is shown in panel (a). Profiles measured on nights in which the aerosol attenuation
is low, average and high, are respectively shown in panels (b), (c) and (d). As conditions become
hazier, the integral photon count decreases. The two bottom profiles (e) and (f) represent cloudy
conditions. Clouds appear in CLF light profiles as peaks or holes depending on their position. A
cloud positioned between the CLF and the FD can block the transmission of light in its travel from
the emission point towards the fluorescence telescopes, appearing as a hole in the profile (e). The
cloud could be positioned anywhere between the CLF and the FD site, therefore its altitude cannot
be determined unambiguously. A cloud directly above the CLF appears as a peak in the profile,
since multiple scattering in the cloud enhances the amount of light scattered towards the FD (f).
In this case, it is possible to directly derive the altitude of the cloud from the peak in the photon
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Figure 4: Laser-FD geometry. The light is scattered out of the laser beam at a height h at an
angle θ .

defined and the corresponding period referred to as a CLF epoch. The length of an epoch varies
between a few months and one year.

The CLF fires 50 vertical shots at 0.5 Hz repetition rate every 15 minutes during the FD
data acquisition. Specific GPS timing is used to distinguish laser from air shower events. The
direction, time, and relative energy of each laser pulse is recorded at the CLF and later matched to
the corresponding laser event in the FD data.

An upgrade [13] to the CLF is planned for the near future. This upgrade will add a backscatter
Raman LIDAR receiver, a robotic calibration system, and replace the current flash lamp pumped
laser by a diode pumped laser.

4 CLF data analysis

The light scattered out of the CLF laser beam is recorded by the FD (see figure 4 for the laser-FD
geometry layout). The angles from the beam to the FD for vertical shots are in the range of 90�

to 120�. As the differential scattering cross section of aerosol scattering is much smaller than the
Rayleigh scattering cross section in this range, the scattering of light is dominated by well-known
molecular processes. Laser tracks are recorded by the telescopes in the same format used for air
shower measurements. In figure 5, a single 7 mJ CLF vertical shot as recorded from the Los Leones
FD site is shown. In the left panel of figure 6, the corresponding light flux profile for the same event
is shown. In figure 6, right panel, an average profile of 50 shots is shown.

Laser light is attenuated in the same way as fluorescence light as it propagates towards the
FD. Therefore, the analysis of the amount of CLF light that reaches the FD can be used to infer
the attenuation due to aerosols. The amount of light scattered out of a 6.5 mJ laser beam by the
atmosphere is roughly equivalent to the amount of UV fluorescence light produced by an EAS of
5�1019 eV at a distance to the telescope of about 16 km, as shown in figure 7. Also shown is the
more attenuated light profile of an almost identical shower at a larger distance.

Besides determining the optical properties of the atmosphere, the identification of clouds is
a fundamental task in the analysis of CLF laser shots. Clouds can have a significant impact on
shower reconstruction.
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• 355nm frequency-tripled YAG laser
• ~ 6 μJ per pulse
• 50 shots every 15 minutes

Figure 4. A sketch of the arrangement for CLF/XLF measure-
ments of vertical aerosol optical depth, VAOD.

4.4 Aerosol Characterisation

Molecular, or Rayleigh, scattering is a more significant at-
tenuation process than aerosol scattering. The molecular
vertical optical depth between ground level and an alti-
tude of 5 km is about 0.23 at 350 nm. This compares with
an average value for the aerosol vertical optical depth of
about 0.05 to the same height. However, the molecular at-
mosphere is much more stable than the aerosol one, and
we have shown that the GDAS description of the molecu-
lar atmosphere is perfectly adequate. The challenge is to
monitor the aerosol concentrations locally at the Observa-
tory, and on time scales of an hour or less.

Our primary techniques use the Central Laser Facility
(CLF) and the eXtreme Laser Facility (XLF) as part of a
“bistatic” lidar for which the receiving optics are the FD
stations (figure 4). In the past, cross-checks of the aerosol
content have been provided by the standard elastic lidar
stations at the FD sites. More recently, the FRAM tele-
scope is contributing with aerosol estimates along the axes
of interesting shower events [1, 7]. Finally, the “industry
standard” technique, a Raman lidar, has been operating at
the CLF site since November 2013.

The CLF and XLF lasers are frequency-tripled YAG
lasers which shoot 6 mJ pulses of 355 nm light vertically
into the sky [3]. (They are also steerable for other impor-
tant tests, not described here). We use two approaches to
measure the aerosol optical depth on an hourly basis using
the CLF and XLF lasers. Both approaches make the as-
sumption that there exists, from time to time, an aerosol-
free atmosphere. We call this a “reference night”.

The first approach, known as the Data Normalised
(DN) method, makes direct use of hourly-averaged re-
ceived light profiles on the reference night, and during the
hour of interest. Examples are shown in the left-hand plot
of figure 5. Each light profile is the average of 200 shots
from a given hour (4 groups of 50 shots every 15 min-
utes), and normalised to a laser pulse energy of 1 mJ. The
“bumps” in the profiles come from the imperfect light col-
lection in the gaps between pixels in the FD camera.

When the laser pulse is shot vertically, portions of
the light are scattered in the direction of the FD from all
heights. The laser light su↵ers attenuation while travelling
vertically above the laser, and in the path from the laser

to the detector. By comparing the profile in a given hour
to one from the reference night (where we assume that the
only attenuation process is Rayleigh scattering) we can ob-
tain (using an analytic expression [3], and taking care with
possible cloud contamination) the vertical aerosol optical
depth (VAOD) as a function of height, VAOD(h). An ex-
ample is shown in the right-hand plot of figure 5.

This process is repeated for all four FD stations view-
ing either the CLF or the XLF (typically the XLF for
the northerly Loma Amarilla detector), and the VAOD(h)
data is loaded into a MySQL database for use during
shower reconstruction. The VAODs derived within the
same hour using di↵erent combinations of laser and de-
tector site are consistent within uncertainties [3], implying
near-uniform aerosol conditions across the Observatory at
a given time. With the aid of the database of VAOD(h), and
the horizontally-uniform aerosol assumption, the shower
analysis can calculate the aerosol attenuation between any
two points in space.

The DN method fills the majority of hours in the
aerosol database. For hours where the DN fails for some
reason, holes are filled with the alternate Laser Simulation
(LS) analysis. As the name implies, we simulate the re-
ceived signals from the CLF or XLF under a variety of
aerosol conditions, and use this library of simulations to
find the best match with a real hourly profile. For techni-
cal reasons (accounting for systematics in the laser simu-
lation) a clean reference night is also used in this method.
The DN and LS results for many hours have been com-
pared and found to be consistent [3].

4.5 Cross-checks

In many ways the Auger Observatory’s success rests on
its demonstrated ability to cross-check results with di↵er-
ent instruments or methods. Central to this philosophy is
the hybrid nature of the entire Observatory, where (dur-
ing dark periods) air showers are measured independently
by the SD and the FD, detectors with completely di↵erent
views of the showers and, largely, very di↵erent systematic
uncertainties.

Much of this philosophy enters the atmospheric mon-
itoring sphere, as may be obvious in the discussion above
of various instruments used to measure cloud and aerosols.
Partly, this is necessary to take advantage of the sensitiv-
ities of di↵erent instruments in di↵erent regions of phase
space, but often cross-checks of the fidelity of data are also
possible.

A recent example is the installation of a Raman lidar
detection system using the CLF laser. The Raman tech-
nique allows an unambiguous solution to the lidar equa-
tion for aerosols by detecting inelastic backscatter from
(in this case) nitrogen and water vapour [7]. The tech-
nique also has the advantage that there are standard qual-
ity assurance checks on such systems defined by experts in
aerosol measurements around the world, leading to confi-
dence in its results. On the other hand, using such a lidar
in the clean aerosol environment of western Argentina is a
very di↵erent situation to the majority of Raman systems
located in urban settings. Work continues to validate the

Aerosol attenuation measurements
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Assumptions
§ Atmosphere horizontally uniform.
§ Laser light scattered towards the detector 

by molecules only (DN only).
§ No multiple scattering of laser light.

Data Normalized (DN) analysis

Laser Simulation (LS) analysis

~90% of aerosol 
profiles

Measured light flux relative to 
that on a nominally aerosol 

free reference night

[The Pierre Auger Collaboration, JINST 8 (2013) P04009]

~10% of aerosol 
profiles
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Example from a typical hour
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Figure 6: Hourly aerosol profiles measured with the Data
Normalized (red) and Laser Simulation (blue) analyses
in average conditions. Correlated and uncorrelated
uncertainties are shown.

in figure 6. The aerosol profiles measured are stored in
the Pierre Auger Observatory Aerosol Database for the
reconstruction of EAS data. The database is filled with
results obtained with the Data Normalized analysis, while
results from Laser Simulation analysis are used to fill gaps.
A total of 10430 hours are stored in the aerosol database
for the Los Leones site, 9302 for Los Morados, 2270 for
Loma Amarilla and 10430 for Coihueco. In figure 7 τaer
measured at 3 km above ground as a function of time is
shown for each FD site.
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Figure 7: 9 years of τaer measured at 3km above ground.

6 Upgrades
A major update is in progress at the CLF site. Upgrades
include the addition of a Raman LIDAR to the system
to perform τaer(h) measurements independently of the
methods described here, a solid state laser with better
shot-to-shot stability, and an automated calibration
system similar to the one presently in use at the XLF
to improve the laser calibration reliability over long
periods. Infrastructure upgrades include a 2000 liter
thermal reservoir to reduce temperature fluctuations of
the equipment, and a new shipping container shelter with
better insulation and dust control. Completion is expected
by July 2013.

Figure 8: The new shelter for the upgraded CLF is placed
in position at the site.

The atmospheric monitoring system of the Pierre Auger
Observatory also includes 4 steerable elastic LIDAR
stations[7], one for each FD site. LIDARs provide an
independent estimation of the τaer(h), but only outside
the FOV of the FD due to the high interference with
data acquisition, therefore they are used to monitor the
cloud cover. A new prototype with improved mechanics
and alignment capabilities will be tested at the Loma
Amarilla site. The new system has a one-meter-diameter
f/1 composite mirror, and the capability of shooting the
laser beam coaxially or with a parallax of 1.5 meters.
This allows us to extend the sampled atmosphere down
to 200 m, and the range up to 40 km. The new LIDAR
is expected to provide very precise measurements of the
aerosol optical depth. In figure 9, the schema of the full
prototype and a picture of the box, the carousel and the
mirror are visible. Installation will take place during 2013.

Figure 9: The new prototype of the LIDAR system.
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Uncertainties in aerosol measurements

Correlated errors: are correlated across a period of time  

    e.g. due to drift in FD or laser relative calibration since reference night

Uncorrelated errors: change from hour to hour  

    e.g. statistical error on light profiles, variation within a given hour

Example from a typical hour

atically between these FD sites. In contrast, optical depths mea-
sured at nearly equal altitudes, such as Los Leones and Los Mor-
ados (1420 m), are quite similar.

Unlike for the molecular atmosphere, it is not possible to as-
sume a horizontally uniform distribution of aerosols across the
Observatory. To handle the non-uniformity of aerosols between
sites, the FD reconstruction divides the array into aerosol ‘‘zones”
centered on the midpoints between the FD buildings and the CLF.
Within each zone, the vertical distribution of aerosols is treated
as horizontally uniform by the reconstruction (i.e., Eq. (2) is
applied).

5.2. Scattering measurements

Aerosol scattering is described by the phase function PaðhÞ,
and the hybrid reconstruction uses the functional form given
in Eq. (10). As explained in Section 3.2.3, the aerosol phase func-

tion for each hour must be determined with direct measure-
ments of scattering in the atmosphere, which can be used to
infer the backscattering and asymmetry parameters f and g of
PaðhÞ.

At the Auger Observatory, these quantities are measured by two
Aerosol Phase Function monitors, or APFs, located about 1 km from
the FD buildings at Coihueco and Los Morados [22]. Each APF uses a
collimated Xenon flash lamp to fire an hourly sequence of 350 nm
and 390 nm shots horizontally across the FD field of view. The
shots are recorded during FD data acquisition, and provide a mea-
surement of scattering at angles between 30! and 150!. A fit to the
horizontal track seen by the FD is sufficient to determine f and g.
The APF light signal from two different nights is depicted in
Fig. 11, showing the total phase function fit and PaðhÞ after the
molecular component has been subtracted.

The phase function asymmetry parameter g measured at Coihu-
eco between June 2006 and July 2008 is shown in Fig. 12. The value

τa (3 km),  Los Leones

τ a (3
 k

m
), 

C
oi

hu
ec

o

0

0.1

0.2

LL
τ⋅ = 0.72 COτ

∆τa (3 km) = τLL - τCO 

nu
m

be
r

0

200

400

600 Mean: 0.005
RMS:  0.020

τa (3 km),  Los Leones

τa
(3

 k
m

), 
 L

os
 M

or
ad

os

0

0.1

0.2

LL
τ⋅ = 0.91 LMτ

∆τa (3 km) = τLL - τLM

0 0.1 0.2

-0.1 0 0.1

0 0.1 0.2

-0.1 0 0.1

nu
m

be
r

0

200

400

600
Mean: 0.000
RMS:  0.016
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Fig. 11. Light scattering measurements with the APF Xenon flasher at Coihueco. During a clear night (left), the observed phase function is symmetric due to the predominance
of molecular scattering. An asymmetric phase function on a different night (right) indicates the presence of aerosols.
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Figure 3. APF light intensity as a function of scattering angle for two nights, one essentially aerosol-free (left), and one more typical
(right) [9]. Data are fitted with a sum of phase functions: molecular (Rayleigh) Pm(✓) and aerosol Pa(✓). Note the predominant
forward-scattering peak in Pa(✓) in the right-hand plot.

depth interval is proportional to the number of electrons
and positrons with energies above the Cherenkov thresh-
old energy, Nc

i . Importantly, wi and Nc
i are related by a

function describing the energy loss of an electron of en-
ergy E, and the energy distribution of electrons as a func-
tion of shower age, both straightforward to evaluate with
very little model dependence (see [11] for references).

Each of the four light components also have an angu-
lar dependence for emission (including the isotropic emis-
sion of the fluorescence). The angular distributions of
scattered Cherenkov light are governed by the di↵eren-
tial scattering cross-sections (phase functions) related to
Rayleigh and aerosol scattering. We use the Rayleigh
phase function from Bucholtz [9, 12] and the modified
Henyey-Greenstein function for aerosols (section 2.1).

The goal of the profile reconstruction is to explain
the received light at the telescope as the sum of these
four components, thus yielding a solution for the energy
deposit profile along the shower axis, dE/dX(X). The
aerosol information is used in two ways. It is used to
calculate the aerosol attenuation of the light along vari-
ous paths (e.g. from the shower axis to the telescope,
or the attenuation of the growing Cherenkov beam along
the shower axis). The aerosol scattering coe�cient ↵ and
the phase function are also used to calculate the amount
of aerosol-scattered Cherenkov light expected at the tele-
scope from a particular point. An example (rather nice)
shower profile is shown in Figure 4. The reconstructed
dE/dX(X) points are fitted with a Gaisser-Hillas (G-H)
profile to take account of energy deposit outside the tele-
scope field of view. The G-H function is then integrated
over depth to get the “calorimetric” energy of the cas-
cade, and the peak of the profile is Xmax used in mass-
composition studies. The primary cosmic ray energy is
determined by adding a small (⇠ 15%) “invisible” energy
correction to the calorimetric energy [13].

4 Statistical and systematic uncertainties

4.1 Errors relating to VAOD

The measured laser light profiles are accompanied with
“correlated” and “uncorrelated” errors (listed in Table 1),

Correlated Uncorrelated
Relative FD calibration 2% 4%
Relative laser energy (CLF) 1 � 2.5% 2%
Relative laser energy (XLF) 1% 2%
Reference clean night 3% -
Atmospheric variations - ⇠ 3%

Table 1. Errors relevant to the calculation of VAOD from
CLF/XLF laser profiles at the FD. See text and [14] for details.

which propagate through to systematic and statistical er-
rors in the VAOD, and to quantities such as shower energy
and Xmax. Correlated errors are correlated across a sample
of EAS, while uncorrelated errors could vary in magnitude
and sign from one EAS to the next.

Since both methods for measuring the VAOD (DN and
LS) use a reference night, we are not sensitive to system-
atic errors in the absolute laser or FD calibration, but we
must take care of possible drifts in the relative calibrations
between the reference night and the night in question. This
is the origin of the “correlated” errors in the first three rows
of Table 1. The “uncorrelated” errors for these rows relate
to statistical uncertainties in the FD calibration during the
night, and of the laser pulse energy. A 3% correlated error
relates to the statistical uncertainty of the light profile on
the reference night; and an additional uncorrelated error
relates to the statistical variation of the four quarter-hour
average light profiles taken over a given hour. This is mea-
sured and is typically ⇠ 3%. See [14] for a plot of a typ-
ical VAOD profile including correlated and uncorrelated
errors.

The correlated VAOD errors lead to a systematic error
in shower energy which is energy dependent, ranging from
3 � 6% (from 1018 eV to the highest energies). The uncor-
related VAOD errors also lead to a 3 � 6% contribution to
the resolution of energy measurements [15].

4.2 Other aerosol uncertainties

Other aerosol-related uncertainties have also been prop-
agated through to systematic uncertainties in shower en-
ergy. Uncertainties in the shape of the aerosol phase func-
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December 2012. The number of showers above 3 ⇥ 1018

eV is 1475. The fit takes into account the resolutions of
both EFD and S38 (see table 2). The resolution of EFD is
determined using all uncorrelated uncertainties described
above. The fit yields: A = (0.190 ± 0.005)⇥ 1018 eV and
B = 1.025 ± 0.007 and with a correlation coefficient of -
0.98. The root-mean-square deviation of the distribution of
ASB

38/EFD is about 18.5%. It is dominated by low-energy
showers and is compatible with the expected resolution
obtained from the quadratic sum of all the uncertainties
listed in table 2 (18% at 3⇥1018 eV).

Uncertainties entering into the SD calibration fit
Aerosol optical depth 3%÷6%
Horizontal uniformity 1%
Atmosphere variability 1%

Nightly relative calibration 3%
Statistical error of the profile fit 5%÷3%
Uncertainty in shower geometry 1.5%

Invis. energy (shower-to-shower fluc.) 1.5%
Sub total FD energy resolution 7%÷8%

Statistical error of the S(1000) fit [3] 12%÷3%
Uncert. in lateral distrib. function [3] 5%

shower-to-shower fluctuations [3] 10%
Sub total SD energy resolution 17%÷12%

Table 2: Uncertainties uncorrelated between different show-
ers and affecting the SD energy estimator.

The large number of hybrid showers detected over 9 years
has allowed several consistency checks [24]. The SD energy
estimator (ESD = ASB

38 for a given value of S38) has been
studied by making calibration fits to data collected during
different time periods and/or under different conditions. We

Systematic uncertainties on the energy scale
Absolute fluorescence yield 3.4%

Fluor. spectrum and quenching param. 1.1%
Sub total (Fluorescence yield - sec. 2) 3.6%

Aerosol optical depth 3%÷6%
Aerosol phase function 1%

Wavelength depend. of aerosol scatt. 0.5%
Atmospheric density profile 1%

Sub total (Atmosphere - sec. 3) 3.4%÷6.2%
Absolute FD calibration 9%

Nightly relative calibration 2%
Optical efficiency 3.5%

Sub total (FD calibration - sec. 4) 9.9%
Folding with point spread function 5%

Multiple scattering model 1%
Simulation bias 2%

Constraints in the Gaisser-Hillas fit 3.5% ÷ 1%
Sub total (FD profile rec. - sec. 5) 6.5% ÷5.6%

Invisible energy (sec. 6) 3%÷1.5%
Stat. error of the SD calib. fit (sec. 7) 0.7%÷1.8%
Stability of the energy scale (sec. 7) 5%

Total 14%

Table 3: Systematic uncertainties on the energy scale.

have found that ESD is stable within 5%, significantly above
the statistical uncertainties. Even though these variations of
ESD are consistent with the quoted systematic uncertainties,
we use them conservatively to introduce another uncertainty
of 5%.

The FD uncertainties correlated between different show-
ers should be propagated to the SD energy scale by shift-
ing all FD energies coherently by their uncertainties. This
means that the correlated uncertainties propagate entirely to
the SD energies. Table 3 lists all uncertainties on the Auger
energy scale. Most of them have a mild dependence on en-
ergy. When this dependence is non-negligible, we report
the variation of the uncertainty in the energy range between
3⇥1018 eV and 1020 eV. The total uncertainty is about 14%
and approximately independent of energy. We stress that
we have made a significant improvement by comparison
with the total 22% uncertainty reported previously [3].
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December 2012. The number of showers above 3 ⇥ 1018

eV is 1475. The fit takes into account the resolutions of
both EFD and S38 (see table 2). The resolution of EFD is
determined using all uncorrelated uncertainties described
above. The fit yields: A = (0.190 ± 0.005)⇥ 1018 eV and
B = 1.025 ± 0.007 and with a correlation coefficient of -
0.98. The root-mean-square deviation of the distribution of
ASB

38/EFD is about 18.5%. It is dominated by low-energy
showers and is compatible with the expected resolution
obtained from the quadratic sum of all the uncertainties
listed in table 2 (18% at 3⇥1018 eV).

Uncertainties entering into the SD calibration fit
Aerosol optical depth 3%÷6%
Horizontal uniformity 1%
Atmosphere variability 1%

Nightly relative calibration 3%
Statistical error of the profile fit 5%÷3%
Uncertainty in shower geometry 1.5%

Invis. energy (shower-to-shower fluc.) 1.5%
Sub total FD energy resolution 7%÷8%

Statistical error of the S(1000) fit [3] 12%÷3%
Uncert. in lateral distrib. function [3] 5%

shower-to-shower fluctuations [3] 10%
Sub total SD energy resolution 17%÷12%

Table 2: Uncertainties uncorrelated between different show-
ers and affecting the SD energy estimator.

The large number of hybrid showers detected over 9 years
has allowed several consistency checks [24]. The SD energy
estimator (ESD = ASB

38 for a given value of S38) has been
studied by making calibration fits to data collected during
different time periods and/or under different conditions. We

Systematic uncertainties on the energy scale
Absolute fluorescence yield 3.4%

Fluor. spectrum and quenching param. 1.1%
Sub total (Fluorescence yield - sec. 2) 3.6%

Aerosol optical depth 3%÷6%
Aerosol phase function 1%

Wavelength depend. of aerosol scatt. 0.5%
Atmospheric density profile 1%

Sub total (Atmosphere - sec. 3) 3.4%÷6.2%
Absolute FD calibration 9%

Nightly relative calibration 2%
Optical efficiency 3.5%

Sub total (FD calibration - sec. 4) 9.9%
Folding with point spread function 5%

Multiple scattering model 1%
Simulation bias 2%

Constraints in the Gaisser-Hillas fit 3.5% ÷ 1%
Sub total (FD profile rec. - sec. 5) 6.5% ÷5.6%

Invisible energy (sec. 6) 3%÷1.5%
Stat. error of the SD calib. fit (sec. 7) 0.7%÷1.8%
Stability of the energy scale (sec. 7) 5%

Total 14%

Table 3: Systematic uncertainties on the energy scale.

have found that ESD is stable within 5%, significantly above
the statistical uncertainties. Even though these variations of
ESD are consistent with the quoted systematic uncertainties,
we use them conservatively to introduce another uncertainty
of 5%.

The FD uncertainties correlated between different show-
ers should be propagated to the SD energy scale by shift-
ing all FD energies coherently by their uncertainties. This
means that the correlated uncertainties propagate entirely to
the SD energies. Table 3 lists all uncertainties on the Auger
energy scale. Most of them have a mild dependence on en-
ergy. When this dependence is non-negligible, we report
the variation of the uncertainty in the energy range between
3⇥1018 eV and 1020 eV. The total uncertainty is about 14%
and approximately independent of energy. We stress that
we have made a significant improvement by comparison
with the total 22% uncertainty reported previously [3].
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Contribution to total uncertainties - Xmax

the Xmax scale uncertainty are discussed in the following.
The full covariance matrix of the Xmax scale uncertainty is
available at [89].
f. Detector calibration The uncertainties in the relative

timing between the FD sites and SD stations, the optical
alignment of the telescopes and the calibration of the
absolute gains of photomultipliers of the cameras have
been found to give only a minor contribution to the Xmax
scale uncertainty. Their overall contribution is estimated to
be less than 3 g=cm2 by evaluating the stability of the Xmax
reconstruction under a variation of the relative timing by its
uncertainty of !100 ns [90], using different versions of the
gain calibration and by application of an independent set of
alignment constants (cf. Sec. VI A).
g. Reconstruction The reconstruction algorithms

described in Sec. III are tested by studying the average
difference between the reconstructed and generated Xmax
for simulated data. The Xmax bias is found to be less than
3.5 g=cm2 and is corrected for during data analysis. The
dependence of the results on the particular choice of
function fitted to the longitudinal profile has been checked
by replacing the Gaisser-Hillas function from Eq. (5) by a
Gaussian distribution in shower age s ¼ 3X=ðX þ 2XmaxÞ,
yielding compatible results within 4 g=cm2 for either of the
variants proposed in [91] and [92]. Furthermore, we tested
the influence of the constraints hX0i and hλi used in the
Gaisser-Hillas fit by altering their values by the standard
deviations given in Sec. III, which changes the Xmax on
average by less than 3.7 g=cm2. Since the values obtained
in these three studies (bias of simulated data, Gaussian in
age and variation of constraints) are just different ways of
assessing the same systematic effect, we do not add them in
quadrature but assign the maximum deviation of 4 g=cm2

as an estimate of the Xmax scale uncertainty originating
from the event reconstruction.
In addition to this validation of the reconstruction of the

longitudinal shower development, we have also studied our

understanding of the lateral distribution of fluorescence
and Cherenkov light and its image on the FD cameras.
For this purpose, the average of the light detected outside
the collection angle ζopt in data is compared to the amount
of light expected due to the point spread function of the
optical system and the lateral distribution of the light from
the shower. We find that the fraction of light outside ζopt is
larger in data than in the expectation and that the ratio
of observed-to-expected light depends on shower age.
The corresponding correction of the data during the
reconstruction leads to a shift of Xmax of þ 8.3 g=cm2 at
1017.8 eV which decreases to þ 1.3 g=cm2 at the highest
energies. Since the reason for the mismatch between the
observed and expected distribution of the light on the
camera is not understood, the full shift is included as a one-
sided systematic uncertainty. With the help of simulated
data we estimated the precision with which the lateral-light
distribution can be measured. This leads to a total uncer-
tainty from the knowledge of the lateral-light distribution
of þ 4.7

−8.3 g=cm2 at 1017.8 eV and þ 2.1
−1.3 g=cm2 at the highest

energies.
h. Atmosphere The absolute yield of fluorescence-light

production of air showers in the atmosphere is known with
a precision of 4% [71]. The corresponding uncertainty of
the relative composition of fluorescence and Cherenkov
light leads to an uncertainty on the shape of the recon-
structed longitudinal profiles and an Xmax uncertainty of
0.4 g=cm2. Moreover, the uncertainty in the wavelength
dependence of the fluorescence yield introduces an Xmax
uncertainty of 0.2 g=cm2. The amount of multiply scattered
light to be taken into account during the reconstruction
depends on the shape and size of the aerosols in the
atmosphere. In [93] the systematic effect on the Xmax scale
has been estimated to be ≤ 2 g=cm2. The systematic
uncertainty of the measurement of the aerosol concentra-
tion and its horizontal uniformity are discussed in
[46,48,83]. They give rise to an energy-dependent system-
atic uncertainty of Xmax, since high-energy showers can
be detected at large distances and have a correspondingly
larger correction for the light transmission between the
shower and the detector. Thus, at the highest energies
the Xmax scale uncertainty is dominated by uncertainty of
the atmospheric monitoring, contributing þ 7.8

−4.2 g=cm2 in the
last energy bin.

B. Xmax moments

The systematic uncertainties of hXmaxi and σðXmaxÞ
are dominated by the Xmax scale uncertainty and by the
uncertainty of the Xmax resolution, respectively, which have
been discussed previously (Secs. VIII and VI).
In addition, the uncertainties of the parameters of the

Xmax acceptance, Eq. (7), are propagated to obtain the
corresponding uncertainties of the moments leading to
≤ 1.5 g=cm2 and ≤ 2.7 g=cm2 for hXmaxi and σðXmaxÞ,
respectively.

FIG. 7. Systematic uncertainties in the Xmax scale as a function
of energy.
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(the major contribution to the total uncertainty there, 15 g/cm2)
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(a) (b)

Figure 5: Ratio of the reconstructed SD to FD energy as a function of the aerosol transmission to the
depth of shower maximum. (a) Before the improvements made to aerosol extinction measurements.
The negative slope indicates that the aerosol content of the atmosphere has been underestimated.
(b) Following the improvements made to aerosol extinction measurements. The slope is fully
compatible with zero, demonstrating internal consistency within the data.

5. Conclusion

Two simplifying assumptions used in the calculation of the aerosol transmission properties
of the atmosphere above the Pierre Auger Observatory have been removed. These refinements
include properly accounting for the aerosol side-scattering and multiple scattering of light from
the Observatory’s two laser facilities, which are used to make hourly measurements of the vertical
aerosol loading above the array.

These analysis improvements increase the reconstructed aerosol concentration close to the
ground on average, resulting in modest energy-dependent increases in the reconstructed energy
and depth of maximum of air showers measured with the Observatory’s fluorescence detector,
which are within our current aerosol related systematic uncertainties. In addition, we see internal
consistency between shower energies reconstructed with both the surface and fluorescence detector,
indicating a sound knowledge of the aerosol loading in the atmosphere above the Observatory.
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Conclusions

• The measurement and treatment of aerosols in Auger’s shower analysis 
pipeline is well developed and stable.


• However we continue fine tuning and cross checks, and we are in the 
process of tuning the assignment of uncertainties.


• For more detail on Auger’s atmospheric measurements and analysis, 
see talks by my colleagues!
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