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Aerosols from wide-field photometry

• fit extinction as a 
function of airmass
• get instrumental 
parameters 
simultaneously 
• subtract molecular 
contribution
• can we reach 0.01 
precision in VAOD 
with noninvasive 
method?

minst = M mcat + Zi + ki A + c1 (B–V) (c2 (B–V) + 1) + R1 r (R2 r + 1) + kc A (B–V) + kA2 A2

–  A: airmass      B–V: color index (mcat = B)     r: radial position on frame
–  M, c1, c2, R1, R2,  kc ,kA2  held constant; (Z,k)-pair for each  scan
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FRAMs and data:

• Auger (Argentina): since 2005, suitable 
for VAOD since 03/2013, dedicated 
aerosol measurements since 01/2016
• CTA (Chile) since 09/2017
• see Petr Janeček's talk for details



4/19

"Moon effect" in both CTA and Auger data

also a small
"Malargue
effect"
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Moon effect = background effect

• sort into two classes "dark" and "bright" 
 - "upper branch" seems related to a period of higher aerosols
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CCD nonlinearity: the cause of background problem?

• Relation between incoming light and ADU counts not linear 
 - manifests as non-linear measured/catalog magnitude relation
• Stronger for 
smallest fluxes 
-> explains 
correlation with 
background

�����������������������������������������

���������
In a process of photometric calibration of FRAM wide-Þeld camera 
sky survey we encountered a serious non-linearity of Moravian 
Instruments G4-16000 CCD (based on Kodak KAF-16803 chip), 
which is quite widely used. So we performed a set of dedicated 
laboratory experiments for its proper characterization, and are 
presenting now the results on its non-linearity and bias level 
stability.
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uses 16 MPx ��������������� chip.
Resolution: 4096 (H) � 4096 (V) pixels 
Pixel size: 9 µm (H) � 9 µm (V) 
Image area: 36.9 mm (H) � 36.9 mm (V) 
Full well capacity: ~100,000 e-

Quantum efficiency: 60% @ 550 nm 
Dark current: 3 e-/s/pixel at 25 ¡C 
Dark signal doubling temperature: 6.3 ¡C
Gain: 1.6 e-/ADU (all binnings) 
System read noise: 11 e- RMS 
Full frame download: 27.8 s 
Computer interface: USB 2.0 High Speed 
Internal mechanical shutter: Yes, blade shutter 
Shortest exposure time: 200 ms 

It is quite widely used in Czech professional 
astronomical community, e.g. in ���� and 
��� robotic telescopes, as well as by amateurs.

For a generic review of FRAM robotic telescope, its wide-
Þeld camera and principles of its operation in Shoot-the-
Shower regime please see the talk of Jan Ebr, it is really 
interesting! 

For us the main driver of this work was the idea of using FRAM 
wide-Þeld camera (which has 7x7 deg Þeld of view) imaging 
archive to look for variables and transients. The archive 
contains ~100000 frames acquired in B Þlter and is covering 
large parts of both Southern and Northern sky.

When trying to photometrically calibrate these images, the 
following effect had been discovered on the frames with low 
mean signal levels, which looks like signiÞcant non-linearity
of the detector. Basically, faint stars appear to be signiÞcantly 
fainter than expected from the best Þt calibration model, 
which includes catalogue values, color term and low-order 
spatial polynomial.
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The amount of this effect (characterized by a Pearson 
correlation coefÞcient of calibration residuals vs magnitude for 
the range of magnitudes between V=8 and V=12) clearly 
depends on the mean signal level of the bias subtracted 
image, and, therefore, on the input of CCD preamp or ADU 
convertor. Also, it systematically manifests, in a bit different 
but similar ways, on both CCDs used on FRAM over last two 
years, and therefore does not look like the hardware failure.

The signal level is in Òdanger zoneÓ most of the time. 
Therefore, we decided to perform a set of laboratory 
measurements to directly probe the linearity of this CCD 
model using off-the-shelf device analogous to the ones 
installed on the telescope
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The precise CCD calibration stand has been constructed at 
FZU, and used for testing of a new KAF-16803 CCD, never 
used before on FRAM. The experiment was controlled with 
latest RTS2. The target temperature has been set to -10 
degrees. The chip window above the shutter and Þlter wheel 
is half-covered with a opaque cardboard to introduce some 
gradient into the image. Then it is covered by a stack of semi-
transparent materials with varying amount to regulate mean 
light level in order to perform the tests over different signal 
intensities. The light source is a typical LED lightbulb, non-
stabilized. The light isolation is not perfect and some light 
leakage is clearly visible during the day time.

The images have been then subdivided into strips of similar intensity perpendicular 
to gradient direction, and the pixel values inside them averaged. Then these mean 
values have been regressed versus exposure time to study detector response 
linearity. To compensate for a Þnite shutter opening/closing time (which is about 
0.2 s according to manufacturer documentation) we had to add 0.195 s to every 
exposure. After such correction, no effect of shutter is seen in the data any more.

To characterize the residual deviation from linearity, 
we Þtted the mean vs exposure with linear function 
over interval of intensities between 1e3 and 1e4 
ADU, and plotted the ratio of measured to expected 
values as a function of measured values

The result is that the signal does not scale linearly 
with exposure nowhere in the whole dynamic 
range, there is no linear part in its response at all! 
Moreover, the non-linearity is complex, looking 
like a broken log-linear function with the transition 
between two different regimes around 1000 ADU. 
Also, the typical CCD non-linearity on large signal 
levels is seen over ~3e4 ADU (about half of 
saturation level). 

We repeated the experiment with different intensity 
levels by changing the amount of light projected 
onto CCD, and all of them display the same non-
linearity behaviour, with a slight signature of one 
more slope break around several tens of ADU. 

The functional slope of this non-linearity is 
therefore stable enough and may be 
easily compensated once the detector is 
properly measured. Unfortunately, we still 
canÕt prove that such correction 
completely Þxes our initial photometry 
problem, as the detector we studied never 
participated in actual sky observations 
yet, and from our initial tests it seems that 
the actual shape of this non-linearity curve 
is different for different detectors.
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The imaging sequence consists of acquiring large number of 
frames with randomly chosen exposures, with log-uniform 
distribution between 0.1 and 10^2.5 s. After every frame, the 
dark frame with the same exposure is acquired. After 
acquiring every 2 pairs (twice light+dark), the same light
+dark pair is acquired with 10 s exposure, to have some 
control on light level and bias stability. Only the central 1k x 
1k region has been used to speed up readout times.
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During the laboratory experiments, and looking at the actual data acquired over the 
years, we also noticed quite unstable bias level (which we estimate by looking at 
dark frames acquired with closed shutter). After extensive experiments and 
statistical analysis, we pinpointed the main driver for such variation, which appears 
to be, in addition to chip temperature (which is stabilized and does not change 
much), the non-stabilized ÒoutsideÓ temperature (reported as CCD_AIR in RTS2) Ñ 
basically, temperature of CCD electronics. In turn, this temperature critically 
depends on the history of CCD read-out Ñ history of previous exposures. Longer 
exposures cause dropouts of bias level, shorter ones lead to its increase. We 
therefore see no reliable way to recover the exact bias level of any given frame. 
The only possible way to achieve it is to somehow access overscan pixel values.

One more important point is that the shutter in closed 
state still leaks some light into the camera which may 
signiÞcantly complicate dark frame acquisition in real 
work.

shutter effect

saturation starts here

dark current  
is negligible

non-linearity!

three different regimes
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three different regimes

CCD nonlinearity

• Confirmed by laboratory 
measurement (using different 
intensity levels/exposures)
- now actual darkroom, light source ...

• For installed cameras (Auger/CTA) 
curves must be determined remotely 
using moonlit sky/dome interior
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Linearization of Moravian Instruments 
G4-16000 CCDs  
 

 
For now, the following code is proposed for linearization of incoming debiased pixel signal: 
 
    B = np.log10(v[v>1]) 

    p = param1 

    B1 = param2 

    v1 = p[0]*B + p[1] 

    v2 = p[2]*B + p[3] 

    v1[B < B1] += v2[B < B1] 

    v[v>1] /= v1 

 
where ​param1 ​ describes the slopes of two log-linear segments, and ​param2 ​ – defines the 
transition point between them. These parameters are individual for every camera. 

Nonlinearity varies between cameras
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Data processed with Non-linearity Correction (NLC)

• small spread for bright scans, large for dark scans
  - depends on outside temperature of CCD
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Temperature corrections for bias signal

• small dependence of bias signal on the 
temperature of camera electronics
• not stabilized, but measured and fitted
• important only in presence of NLC
• "overscan" of dark areas of CCD chip 
implemented: bias level for each image
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Corrected bias + non-linearity = almost perfect!
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T = 4 000 K T = 10 000 K

Realistic stellar spectra 
and molecular subtraction

• B-V dependence fitted on a set 
of spectra
- good kc agreement (WF4: data 
0.017, model 0.019)
- ready to include molecular 
absorption for V and R 
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How to choose the cuts?

• B<6.5 mag overexposed (lower exposure? very few stars...)
• including stars B>10 does not help much (Tycho2 errors)
• including airmass >8 does not help much (hard to see stars)
  - @ airmass 8 stars 7 times fainter (need for dynamical range!)
• cut on apparent, not 
catalogue brightness? 
(possible systematics 
in star populations/
catalog?)
• largest known 
systematics on VAOD 
(0.005)
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Sun/Moon Photometer campaign 03–05/2017 @ Auger

• absolutely calibrated 
  = one direction 
• unc. <0.01 day, <0.04 night 
   - Moon illumination issues
• calibration in GSFC

• bad weather, very small data sample
• only a few overlapping points for 
same Moon phase from different 
cycles
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Sun/Moon Photometer @ CTA

• concurrent measurements 11/2017-07/2018 (and continue)
• FRAM outliers cut (see Petr's talk)
• 68 % of differences within 0.02
• Photometer calibration highly preliminary!-0.02
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Precision of measurements

• Statistical error of single measurements: 
 - Auger 0.003–0.008 
 - CTA 0.002–0.004 (larger FoV)

• Systematics? Known: ~0.007 
 - 0.003 from molecular absorption (use MODTRAN/GDAS) 
 - 0.003 from freedom in fitting the  telescope parameters 
 - 0.005 from the choice of cuts on maximal airmass/magnitude 
 - ? from system spectral response 
 - ? from possible trends in stellar properties/catalogs 
 - ? from bias instability 
 - ? from star rejection algorithm 
 - ? from residual cloud contamination 
 - what is the outlier effect on CTA?

• Ultimately limited by Tycho2: APASS project abandoned? GAIA broad 
bandpasses unsuitable ... 


