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Infla*on	 CMB	is	released		 Present		
accelerated		
expansion		

Radia4on		
domina4on	

MaAer	domina4on	

Dark		Energy	
What	is	dark	energy??	
-  A	cosmological	constant?	It	

provides	the	best	fit	to	data	
(standard	cosmological		model	
ΛCDM).	

-				Or	a	dynamical	component?		
					Alterna*ve	models	to	ΛCDM			
					include	models	of	gravity	
					modified	w.r.t.	General	Rela*vity		
					(with	addi*onal	degrees	of		
					freedom)	
	

Dark		energy	



GWs:	tes4ng	dark	energy	and	modified	gravity	

The	extremely	strong	constraint	on	the	speed		of	GWs			

has	already	ruled	out	many	classes	of	modified	gravity	models		
which	have	been	proposed	in	the	past	years	to	explain	the	present		
accelera*on	of	the	universe.	
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• GW170817 rules out the covariant Galileon, a cos-
mologically viable DE model with ⇤ = 0 (Sec. IV).
The results can be extended to quartic and quin-
tic Horndeski, most theories beyond Horndeski and
many vector theories like TeVeS (Sec. VI).

• Only simple Horndeski and some select beyond
Horndeski combinations remain as viable alterna-
tives for DE model building (Sec. V, App. C).
Fine-tuned theories can realistically avoid the con-
straints only if the cancellations have the same ten-
sor structure at the covariant level (App. B).

II. GW170817 AND ITS COUNTERPARTS

On August 17, 2017 the LIGO-VIRGO collaboration
detected the first BNS merger, GW170817 [1]. This event
was followed-up by a short gamma ray burst (sGRB),
GRB170817A, seen just 1.74 ± 0.05s later by Fermi and
the International Gamma-Ray Astrophysics Laboratory
[2]. Subsequent observations across the electromagnetic
spectrum further confirmed the discovery [3].

Each of these events provide complementary informa-
tion about the BNS merger. The GW signal serves to
weight the NS, which are in the range 0.86 � 2.26M�,
and to measure the luminosity distance, dL = 40+8

�14

Mpc.
The EM counterparts uniquely identify the host galaxy,
NGC4993. Note however that these parameters of the
binary are subject to the fiducial cosmology (chosen to
be Planck 2015 ⇤CDM [9]). Additional gravitational de-
grees of freedom modifying the GWs propagation may
a↵ect these values as we discuss in the next section and
in Appendix A.

Combining this information and given the knowledge
of the arrival time of both the GW and sGRB, a severe
bound on the speed of GWs can be placed [2]

�3 · 10�15  cg/c � 1  6 · 10�16 , (1)

which is many orders of magnitude more stringent than
the one measured on Earth with GWs detections alone
[25]. For simplicity, we will use a symmetric bound
|cg/c � 1|  4.5 · 10�16 in the rest of the paper. We
will benefit from this result to strongly constrain dark
energy models.

III. GRAVITATIONAL WAVE PROPAGATION
IN SCALAR-TENSOR GRAVITY

E↵ects on the propagation of GWs are a hallmark of
scalar-tensor theories of gravity. The evolution of lin-
ear, transverse-traceless perturbations over a cosmologi-
cal background

ḧij + (3 + ↵M )Hḣij + (1 + ↵T )k
2hij = 0 , (2)

is fully characterized by two functions of time:

t

r��))
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gµ⌫qµq⌫ = 0

Gµ⌫kµk⌫ = 0

FIG. 1: Anomalous GW speed. Gravitational waves propa-
gate on an e↵ective metric Gµ⌫ (blue) with a di↵erent causal
structure than the physical metric gµ⌫ (red) [29] (see also

[30]). The speed is derived as cg(~k) = !(~k)/|~k| where

kµ = (!,~k) is the solution to Gµ⌫kµk⌫ = 0. Note that the
speed can depend on the propagation direction. It may also
depend on the frequency (e.g. massive gravity), but this is
not the case for scalar-tensor gravity (see Eq. (2)).

• The tensor speed excess, ↵T , modifies the propa-
gation speed of GWs c2g = 1 + ↵T and hence the
causal structure for this type of signal.

• The running of the e↵ective Planck mass, ↵M ⌘
d log(M2

⇤ )/d log(a), modulates the friction term
caused by the universe’s expansion, which can en-
hance or suppress the cosmological damping of the
signal.

The above relation is general enough to describe any
scalar-tensor theory.1 These functions depend on the
theory parameters and the cosmological dynamics of the
scalar field. The explicit expressions are given for Horn-
deski gravity in ref. [26], and beyond Horndeski for
GLPV in ref. [27] and Degenerate Higher-Order Scalar-
Tensor theories in ref. [28].
The appearance of an anomalous speed, ↵T 6= 0, can be

understood in terms of an e↵ective geometry for the ten-
sor perturbations, with a di↵erent causal structure than
the metric field gµ⌫ [29] (see Fig. 1). The metric asso-
ciated to this e↵ective geometry Gµ⌫ can be computed

1 Any interaction between the scalar and tensor perturbation re-
quires a background operator with a transverse-traceless tensor
structure, which is not compatible with the symmetries of the
FRW spacetime. A mass term m2

ghij is only possible if the theory
contains additional degrees of freedom, as is the case of massive
gravity and bigravity (recall a massive graviton has 2s + 1 = 5
helicity states, of which only one behaves as a scalar in the high
energy limit).
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understood in terms of an e↵ective geometry for the ten-
sor perturbations, with a di↵erent causal structure than
the metric field gµ⌫ [29] (see Fig. 1). The metric asso-
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1 Any interaction between the scalar and tensor perturbation re-
quires a background operator with a transverse-traceless tensor
structure, which is not compatible with the symmetries of the
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ghij is only possible if the theory
contains additional degrees of freedom, as is the case of massive
gravity and bigravity (recall a massive graviton has 2s + 1 = 5
helicity states, of which only one behaves as a scalar in the high
energy limit).

GWs	are	tensor	perturba*ons	of	the	metric.	In	cosmology:	describe	their	
evolu*on	over	a	flat	Friedmann-Robertson-Walker	background		
(disregarding	scalar	and	vector	modes)	
	
																																ds2=-	dt2	+	a2(t)	[(δij	+	hij(x,τ)) dxi	dxj]
	
where	hij		are	tensor	modes	which	have	the	following	proper*es	
hij		=	hji																																				(symmetric)	
hii		=	0																										(traceless)	
hij|i=	0																									(transverse)			
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cg = c cg 6= c

General Relativity quartic/quintic Galileons [13, 14]

quintessence/k-essence [42] Fab Four [15, 16]

Brans-Dicke/f(R) [43, 44] de Sitter Horndeski [45]

Kinetic Gravity Braiding [46] Gµ⌫�
µ�⌫ [47], Gauss-Bonnet

Derivative Conformal (20) [18] quartic/quintic GLPV [19]

Disformal Tuning (22) DHOST [20, 48] with A1 6= 0

DHOST with A1 = 0

H
or
n
d
es
k
i

b
ey
on

d
H
.

Viable after GW170817 Non-viable after GW170817

FIG. 3: Summary of the viable (left) and non-viable (right) scalar-tensor theories after GW170817. Only simple Horndeski
theories, G4,X ⇡ 0 and G5 ⇡ constant, and specific beyond Horndeski models, conformally related to cg = c Horndeski or
disformally tuned, remain viable (see discussion in Sec. V). A fine tuning of the cosmological evolution of the non-viable models
is not enough to avoid an anomalous GW propagation speed (see App. B).

cordingly, the speed of GWs transforms to7

c̃2g =
c2g(X̃)

1 + 2X̃D
, (19)

where cg is the speed of tensors of the original gravity
theory and �2X̃ = g̃µ⌫�,µ�,⌫ .8 This result leaves us
with two ways to construct gravity theories with GWs
moving at the speed of light: 1) start with a theory with
cg = 1 and apply a conformal transformation, D = 0,
or 2) compensate the anomalous speed with a disformal
factor, i.e. D = (c2g � 1)/2X̃.

Starting with a cg = 1 Horndeski theory and applying
a conformal transformation leads to

LC =

p�g

16⇡G

�
⌦2R+ 6⌦,↵⌦

,↵
�
+

p�g (L� + Lm) , (20)

with ⌦ = ⌦(X,�) and where L� are Horndeski terms
characterized by generic G

2

, G
3

(which transform into
combinations of themselves under a disformal relation
(18)). The above theory (20), first presented in Ref. [18],
was latter identified as a degenerate higher-order theory
beyond Horndeski [20] and hence ghost-free. It includes
mimetic gravity as a particular case [52, 53].

Compensating the anomalous speed may also render a
theory viable. For a quartic Horndeski theory (5) with
c2g(X) = G

4

/(G
4

� 2XG
4,X) [29], one needs a beyond

7 We apply the disformal transformation (18) to the gravity sector
only. A field redefinition of the whole action, including matter,
will not change the physical ratio cg/c. Note that dependence
of the transformation coe�cients in X will introduce beyond
Horndeski terms in the action (3) [50].

8 This result can be proven explicitly using the full disformal trans-
formation of Horndeski theory presented in Ref. [51].

Horndeski Lagrangian of the GLPV type [19]

LbH
4

= F
4

(�, X)
�
�,µ�

;µ⌫�
;⌫⇢�

⇢ � �,µ�
µ⌫�,⌫2�

� X((2�)2 � �
;µ⌫�

;µ⌫)
�
.
(21)

This term introduces an extra contribution to the speed
of gravitational waves that can be used to tune away the
anomalous GW speed:

c2g =
G

4

G
4

� 2X(G
4,X � XF

4

)
= 1 , F

4

= G
4,X/X .

(22)
Not surprisingly, the combined theory is the result of ap-
plying a disformal transformation (18), with a suitably
chosen D, to the starting Horndeski theory. It is impor-
tant to emphasize that this particular cancellation holds
over general backgrounds, and is hence viable in princi-
ple, opposed to a tunning between G

4

and G
5

(cf. App.
B).
Other models beyond Horndeski with GWs traveling

at the speed of light can be constructed. At quadratic
order in second derivatives of the scalar field, one needs
to precisely cancel the �

;µ⌫�
;µ⌫ terms in the action for a

cosmological background with a timelike scalar gradient.
In the context of Degenerate Higher-Order Scalar-Tensor
(DHOST) theories [48], this is equivalent to fix A

1

= 0
since, using their notation, we get c2g = G

4

/(G
4

+2XA
1

)
(see also [54] for a discussion of the propagation of tensor
modes in these theories). We include in Appendix C
the derivation of this argument and a generic recipe to
compute the speed of GWs.

VI. CONCLUSIONS

GW170817 and its counterparts have provided the first
measurement of the speed of gravitational waves. The re-
sult is consistent with a propagation speed equal to that

GWs:	many	models	of	modified	gravity	ruled	out!	

Also	ruled	out	by	GW170817:		
-  	Vector	Dark	Energy	
-  	Einstein	Aether	theories	
-  	TeVeS	
-  	MOND-like	theories	
-  	some	sectors	of	Horava	gravity	
-  	Generalized	PROCA	theories	

See,	e.g.,	Ezquiaga	&	Zumalacarregui	’17	
																	Baker	et	al.	‘17		
																	Creminelli	&	Vernizzi	‘17	
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where in the second line we have used that b(Ψ)∂µΨ∂µΨ = 1 and that from its covariant derivative one obtains

b(Ψ)∇µ∇νΨ∂µΨ = − 1
2
db(Ψ)
dΨ ∇νΨ∂µΨ∂µΨ. It was shown by Horndeski [29] (see also references therein) that

√
−g∇µE

µν = ΩΨ∇νΨ. (41)

Using this and the fact that ∂νΨ ̸= 0 at least for one index ν we can simplify Eq. (40) to

∇µ [(E + T )b(Ψ)∂µΨ]−
ΩΨ√
−g

=
E + T

2

1

b(Ψ)

db(Ψ)

dΨ
. (42)

This is exactly the same equation as (37). So we have managed to show that Eq. (37) results from taking the
covariant derivative of Eq. (38) and use ∇µT µν = 0 and Eqs. (36) and (39). This proof is independent of using the
Lagrange multiplier method or not and shows that in order to solve the dynamics of the system it is sufficient to
consider Eqs. (36), (38) and (39). These three equations, when written in terms of the metric gµν , do not contain any
more higher-order derivatives that the equations of motion that result from the non-mimetic theory defined by the
Lagrangian L. It is also worth noting that the action (30) does not contain any more higher-order derivatives than L.
However, the new theory (30) does contain a new field, the Lagrange multiplier λ. The three independent equations
of motion when written in terms of the new metric ℓµν may contain higher-order derivatives. For concreteness, we
can think of L as being the Horndeski Lagrangian [29]3 and we would be considering the “mimetic” Horndeski theory.

IV. NON-TRIVIAL EXAMPLES OF COSMOLOGY IN THE “MIMETIC” HORNDESKI MODEL

As an application of the results of the preceding sections, in this section, we will present three simple examples of
non-trivial cosmological solutions that arise in very simple “mimetic” Horndeski models.
The most general class of 4D local scalar-tensor theories that contain second-order equations of motion and that

can be derived from an action is known as the Horndeski theory [29]. Its action is

SH =

∫

d4x
√
−gLH =

∫

d4x
√
−g

3
∑

n=0

Ln, (43)

where

L0 = K (X,Ψ) , (44)

L1 = −G3 (X,Ψ)!Ψ, (45)

L2 = G4,X (X,Ψ)
[

(!Ψ)2 − (∇µ∇νΨ)2
]

+RG4 (X,Ψ) , (46)

L3 = −
1

6
G5,X (X,Ψ)

[

(!Ψ)3 − 3!Ψ (∇µ∇νΨ)2 + 2 (∇µ∇νΨ)3
]

+Gµν∇µ∇νΨG5 (X,Ψ) , (47)

and X = −1/2∇µΨ∇µΨ, (∇µ∇νΨ)2 = ∇µ∇νΨ∇µ∇νΨ and (∇µ∇νΨ)3 = ∇µ∇νΨ∇µ∇ρΨ∇ν∇ρΨ. The functions
K(X,Ψ), G3(X,Ψ), G4(X,Ψ) and G5(X,Ψ) are free function of their two variables and define a particular theory
in the Horndeski class. The subscript ,X denotes derivative with respect to X . In the next three subsections the
actions of the models considered will be Eq. (30) with L = LH but with different choices for the free functions in
each subsection.
Notice that for a general mimetic Horndeski model, the free function b(Ψ) in the second term of Eq. (30) can be

reabsorbed by defining a new field Φ as dΦ =
√

|b|dΨ. Because the Horndeski Lagrangian is form invariant under
field redefinitions of this type, this transformation just amounts to consider a different starting Horndeski Lagrangian
LH .

A. A very simple example

In our first simple example we will consider the mimetic theory of a canonical kinetic term scalar field with no
potential coupled to Einstein’s gravity theory. The action of this model is Eq. (30) with L = LH , Sm = 0 and with
the choice

K(X,Ψ) = c2X, G3(X,Ψ) = 0, G4(X,Ψ) = 1/2, G5(X,Ψ) = 0, (48)

3 One can also consider healthy extensions of Horndeski’s theory, like for instance the so-called G3 theories [32, 33] or even their extensions
[34].

4

In the remainder of the paper, for the reasons previously mentioned, we will only consider a particular subset of
theories of the form (1) known as mimetic Horndeski theory. The action of mimetic Horndeski gravity is defined by
Eq. (1) where the Lagrangian density L is given by Horndeski’s Lagrangian density LH as

SH =

∫

d4x
√
−gLH =

∫

d4x
√
−g

3
∑

n=0

Ln, (19)

where

L0 = K (X,ϕ) , (20)

L1 = −G3 (X,ϕ)!ϕ, (21)

L2 = G4,X (X,ϕ)
[

(!ϕ)2 − (∇µ∇νϕ)
2
]

+RG4 (X,ϕ) , (22)

L3 = −
1

6
G5,X (X,ϕ)

[

(!ϕ)3 − 3!ϕ (∇µ∇νϕ)
2 + 2 (∇µ∇νϕ)

3
]

+Gµν∇µ∇νϕG5 (X,ϕ) , (23)

and X = −1/2∇µϕ∇µϕ, (∇µ∇νϕ)2 = ∇µ∇νϕ∇µ∇νϕ and (∇µ∇νϕ)3 = ∇µ∇νϕ∇µ∇ρϕ∇ν∇ρϕ. The subscript , X
denotes derivative with respect to X and in the following derivative with respect to ϕ will be denoted by a subscript
,ϕ. The functions K, G3, G4, G5 of two variables, X and ϕ, define a particular (mimetic) Horndeski theory.

III. LINEAR SCALAR PERTURBATIONS

This section is devoted to the study of cosmological linear scalar perturbations in the mimetic Horndeski gravity.
Here we will assume that there is no matter in the model, i.e. Sm = 0. We expect this to be a good approximation
during the time when the effective energy density of the mimetic scalar field is much larger than the other usual
components of the total energy density like radiation or cold dark matter. In appendix C we present the equations of
motion of the mimetic Horndeski model including a matter source in the form of a fluid which may have anisotropic
stress as it would be the case for free-streaming neutrinos. Before that, in the next subsection we will present
well-known (see for instance [12, 26]) results for linear scalar perturbations in Horndeski gravity, as a warm up.
We will work in the Poisson gauge. Because we are only interested in scalar perturbations, we will neglect vector

and tensor perturbations. At linear order and in the flat FLRW background that we will assume, these different type
of perturbations are all decoupled.
The metric is perturbed as

g00 = −a2(τ) (1 + 2Φ) , g0i = 0, gij = a2(τ) (1− 2Ψ) δij , (24)

where a is the FLRW scale factor that depends on the conformal time τ , Φ denotes the generalised Newtonian
(Bardeen) potential and Ψ the curvature perturbation. The inverse metric is

g00 = −a−2(τ) (1− 2Φ) , g0i = 0, gij = a−2(τ) (1 + 2Ψ) δij . (25)

The scalar field is expanded as ϕ(τ,x) = ϕ0(τ) + δϕ(τ,x), where ϕ0 denotes the background field value and δϕ is the
field perturbation.

A. Linear scalar perturbations in Horndeski

We will study linear perturbations of Horndeski gravity only in this subsection. The theory is defined by the action
(19). The tensor Eµν introduced in the previous section will be the same for both Horndeski and mimetic Horndeski
gravity as it is clear from its definition.
Because we assume that there are no matter sources and the equation of motion for ϕ is not independent from the

metric equations of motion as it is well-known2, the equations of motion are simply

Eµν = 0. (26)

2 This well-known fact can be simply understood to be a consequence of Horndeski’s identity [10] (see also references therein), i.e.,√
−g∇µEµν = Ωϕ∇νϕ. For a general scalar-tensor theory defined by the first line of Eq. (1), which includes Horndeski’s theory as

a particular case, the equation of motion for the scalar field is Ωϕ = 0, which implies, by using the previous identity, ∇µEµν = 0.
The previous equation is the generalization of the usual equation for the conservation of the energy-momentum tensor. Eq. (26)
automatically implies that the equation of motion for the scalar field is satisfied.
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•  these	models	provide	self-accelera*ng	solu*ons	at	late	
*me	(i.e.	no	need	to	put	by	hand	a	cosmological	
constant)	

•  non-linear	deriva*ve	interac*ons:		
				-	allow	for	self-accelera*on	
				-	allow	for	so	called	screening	mechanism		
•  enjoy	stability	proper*es	(no	ghosts,	coefficients	of	the	
ac*on	protected	from	quantum	correc*ons)	

•  	compa*ble	with	data	un*l	last	week…...	
					(in	fact,	able	to	relieve	the	tension	on	Ho)	

GWs:	tes4ng	dark	energy	and	modified	gravity	
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(13) cg 6= 1

2

• GW170817 rules out the covariant Galileon, a cos-
mologically viable DE model with ⇤ = 0 (Sec. IV).
The results can be extended to quartic and quin-
tic Horndeski, most theories beyond Horndeski and
many vector theories like TeVeS (Sec. VI).

• Only simple Horndeski and some select beyond
Horndeski combinations remain as viable alterna-
tives for DE model building (Sec. V, App. C).
Fine-tuned theories can realistically avoid the con-
straints only if the cancellations have the same ten-
sor structure at the covariant level (App. B).

II. GW170817 AND ITS COUNTERPARTS

On August 17, 2017 the LIGO-VIRGO collaboration
detected the first BNS merger, GW170817 [1]. This event
was followed-up by a short gamma ray burst (sGRB),
GRB170817A, seen just 1.74 ± 0.05s later by Fermi and
the International Gamma-Ray Astrophysics Laboratory
[2]. Subsequent observations across the electromagnetic
spectrum further confirmed the discovery [3].

Each of these events provide complementary informa-
tion about the BNS merger. The GW signal serves to
weight the NS, which are in the range 0.86 � 2.26M�,
and to measure the luminosity distance, dL = 40+8

�14

Mpc.
The EM counterparts uniquely identify the host galaxy,
NGC4993. Note however that these parameters of the
binary are subject to the fiducial cosmology (chosen to
be Planck 2015 ⇤CDM [9]). Additional gravitational de-
grees of freedom modifying the GWs propagation may
a↵ect these values as we discuss in the next section and
in Appendix A.

Combining this information and given the knowledge
of the arrival time of both the GW and sGRB, a severe
bound on the speed of GWs can be placed [2]

�3 · 10�15  cg/c � 1  6 · 10�16 , (1)

which is many orders of magnitude more stringent than
the one measured on Earth with GWs detections alone
[25]. For simplicity, we will use a symmetric bound
|cg/c � 1|  4.5 · 10�16 in the rest of the paper. We
will benefit from this result to strongly constrain dark
energy models.

III. GRAVITATIONAL WAVE PROPAGATION
IN SCALAR-TENSOR GRAVITY

E↵ects on the propagation of GWs are a hallmark of
scalar-tensor theories of gravity. The evolution of lin-
ear, transverse-traceless perturbations over a cosmologi-
cal background

ḧij + (3 + ↵M )Hḣij + (1 + ↵T )k
2hij = 0 , (2)

is fully characterized by two functions of time:

t

r��))
�

}�t
gµ⌫qµq⌫ = 0

Gµ⌫kµk⌫ = 0

FIG. 1: Anomalous GW speed. Gravitational waves propa-
gate on an e↵ective metric Gµ⌫ (blue) with a di↵erent causal
structure than the physical metric gµ⌫ (red) [29] (see also

[30]). The speed is derived as cg(~k) = !(~k)/|~k| where

kµ = (!,~k) is the solution to Gµ⌫kµk⌫ = 0. Note that the
speed can depend on the propagation direction. It may also
depend on the frequency (e.g. massive gravity), but this is
not the case for scalar-tensor gravity (see Eq. (2)).

• The tensor speed excess, ↵T , modifies the propa-
gation speed of GWs c2g = 1 + ↵T and hence the
causal structure for this type of signal.

• The running of the e↵ective Planck mass, ↵M ⌘
d log(M2

⇤ )/d log(a), modulates the friction term
caused by the universe’s expansion, which can en-
hance or suppress the cosmological damping of the
signal.

The above relation is general enough to describe any
scalar-tensor theory.1 These functions depend on the
theory parameters and the cosmological dynamics of the
scalar field. The explicit expressions are given for Horn-
deski gravity in ref. [26], and beyond Horndeski for
GLPV in ref. [27] and Degenerate Higher-Order Scalar-
Tensor theories in ref. [28].
The appearance of an anomalous speed, ↵T 6= 0, can be

understood in terms of an e↵ective geometry for the ten-
sor perturbations, with a di↵erent causal structure than
the metric field gµ⌫ [29] (see Fig. 1). The metric asso-
ciated to this e↵ective geometry Gµ⌫ can be computed

1 Any interaction between the scalar and tensor perturbation re-
quires a background operator with a transverse-traceless tensor
structure, which is not compatible with the symmetries of the
FRW spacetime. A mass term m2

ghij is only possible if the theory
contains additional degrees of freedom, as is the case of massive
gravity and bigravity (recall a massive graviton has 2s + 1 = 5
helicity states, of which only one behaves as a scalar in the high
energy limit).
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(13) cg 6= 1

|c4| < ⇠ 2.8 · 10�17
(14)

|c5| < ⇠ 3.8 · 10�17
(15)
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“Cubic	Galileons”	



Exploi4ng	CMB	and	LSS	data	
But…...Cubic	Galileon	is	ruled	out	at	more	than	7σ	by	the	ISW-LSS		cross-correlaFon	
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|c4| < ⇠ 2.8 · 10�17
(14)

|c5| < ⇠ 3.8 · 10�17
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(15)

�T

T
(

ˆ

n) = �2

Z zrec

0
dz

d�(rˆn, z)

dz

Integrated	Sachs-Wolfe	effect	(ISW)	
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(15) �k2� = �4⇡Ga2⇢ �

Evolu*on	of	Large-Scale-Structures	(LSS)		

Renk	et	al.	‘17.	
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A	clear	example	of	mul4messenger	physics	



Measurements	of	H0	
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(15) �k2� = �4⇡Ga2⇢ �

(15) ↵T = c2g � 1

(15) H0 = 70.0+12.0
�8.0 km s

�1
Mpc

�1 from	GW170817	

Ø 	How	this	compares	with	the	present	direct	measurements	and		
					with	measurements	from	CMB?		
	
Ø  	Why	it	would	be	important	to	increase	the	precision	of		
						measurements	of	H0	from	GWs?	



Measurements	of	H0	
From	CMB**	(Planck15+SIMlow_HFI)	
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(15) H0 = 66.88± 0.91

(15) H0 = 73.24± 1.74
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(15) ↵T = c2g � 1

(15) H0 = 70.0+12.0
�8.0 km s

�1
Mpc

�1

(15) H0 = 66.88± 0.91

(15) H0 = 73.24± 1.74 From	local,	low	redshio	direct	
measurements	using	SNIa		
(Riess	et	al.	2016).		

	3.1σ	tension		

**N.B.:		this	is	not	a	Planck	tension,	this	is	a	tension	between	CMB	inferred	value		
				of	H0	and		late-Fme	cosmology.		
	
The	values	measured	by	Planck	and	WMAP	are	fully	consistent	
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WMAP	
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(15) H0 = 69.3± 0.7

WMAP9+BAO	(BOSSDR11+6dFGS+Lyman	α)+high-z	SNIa;	
	2.7σ	tension		(Aubourg+	2015	)	
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(15) H0 = 69.3± 0.7 WMAP9+ACT+SPT	+	BAO	(BOSSDR11+6dFGS)	
	1.9σ	tension	(Bennet+	2014)		
	



•  	this	tension	might	indicate	either	the	
presence	of	some	systema*cs	or	new	physics	

•  in	any	case,	such	a	tension	is	a	clear	indica*on	
that	we	are	living	in	a	precision	cosmology	
epoch,	and	because	of	that	we	are	moving	
towards	an	epoch	of	“accuracy”	cosmology		

Measurements	of	H0	



Direct	measurements	of	H0	

Luminosity	distance:		

Ø  	For	low	redshios	z<<1:		

Precision cosmology from gravitational waves 3

constraints on H0, the results of which are critically de-
pendent on the assumed source population’s characteris-
tics and the specific advanced detector network.

2. STANDARD SIREN BINARIES

Many key observational methods employed in mapping
out the expansion history of the universe rely on the
luminosity distance-redshift relation:

DL(z)=
c (1 + z)

H0

p
⌦K

sinh

p
⌦K

Z z

0

H0

H(z0)
dz0

�
, (1)

where the luminosity distance DL(z) is given as a red-
shift integral of the Hubble parameter H(z), and the
Hubble constant H0. For z & 1, the evolution of H(z)
and DL(z) depends on cosmological parameters like ⌦m
and w, through the Friedmann equations. However, for
low redshifts z ⌧ 1, the distance-redshift relation is well
described by DL(z) ⇡ c z/H0, independent of other cos-
mological parameters. This is why measurements of the
distances to local sources, like Cepheids or GW standard
sirens, can constrain the value of the Hubble constant.
The inspiral signal of the GWs, modeled accurately

using the post-Newtonian (PN) approximation in gen-
eral relativity, encodes geometrical and physical param-
eters of the source (see e.g., Blanchet 2006). The source
parameters include: the binary’s luminosity distance
DL, its position on the sky n, its redshifted chirp mass

Mz = (1+ z)m3/5
1 m

3/5
2 /(m1+m2)1/5 where m1 and m2

denote the mass of each compact object in the binary, its
redshifted reduced mass µz = (1 + z)m1m2/(m1 +m2),
its orientation on the sky given by its inclination angle
◆, where cos ◆ = L · n/|L| and L is the binary’s orbital
angular momentum, and tc and �c, the time and GW
phase at merger. A single detector a measures a linear
combination of the two GW polarizations:

ha,meas(✓) = F+(✓,�, )h+ + F⇥(✓,�, )h⇥ . (2)

The colatitude ✓ and longitude � describe the binary’s
position on the sky n. The polarization angle  sets the
inclination of the components of the unit vector L̂ or-
thogonal to the unit vector n̂. The components of the
vector ✓ are all the various parameters (masses, angles,
distance, etc.) upon which this measured waveform de-
pends. For the two GW polarizations h+ and h⇥, we
use the non-spinning restricted 3.5PN waveform in the
frequency domain (indicated by the h̃ notation):

h̃+(f)=

r
5

96

⇡�2/3M5/6
z

DL
[1 + (L̂ · n̂)2]f�7/6ei (f) ,(3)

h̃⇥(f)=

r
5

96

⇡�2/3M5/6
z

DL
(L̂ · n̂)f�7/6ei (f)�i⇡/2 , (4)

which relies on the “stationary phase” approximation
(Finn & Cherno↵ 1993), where the GW frequency f
varies slowly over a single wave period. The GW phase
in the frequency domain  is computed to 3.5 PN order,
where  (f) is given by:

 (f)=2⇡ftc � �c �
⇡

4
+

3

128
(⇡Mzf)

�5/3 ⇥

1 +

20

9

✓
743

336
+

11

4
⌘

◆
(⇡Mzf)

2/3

�16⇡(⇡Mzf) + 10

✓
3058673

1016064
+

5429

1008
⌘

+
617

144
⌘2
◆
(⇡Mzf)

4/3 + ⇡

✓
38645

756
� 65

9
⌘

◆

⇥

1 + (⇡Mzf)

5/3 ln

✓
f

f0

◆�

+


11583231236531

4694215680
� 640

3
⇡2 � 6848

21
�

�
(⇡Mzf)

2

✓
�15335597827

3048192
+

2255

12
⇡2 � 47324

63
� 7948

9

◆
⌘

+
76055

1728
⌘2 � 127825

1296
⌘3
�
(⇡Mzf)

2

+⇡


77096675

254016
+

378515

1512
⌘ � 74045

756
⌘2
�

(⇡Mzf)
7/3

i
, (5)

where Mz = (1 + z)(m1 +m2) is the binary’s redshifted
total mass, ⌘ = µz/Mz is defined as the binary’s sym-
metric mass parameter, � is Euler’s constant, and f0 is a
constant frequency scale (Blanchet 2006). Central to the
results of this paper and N10, key geometrical source pa-
rameters, such as DL and cos ◆, appear in the amplitude
of each GW polarization h̃⇥(f) and h̃+(f). Therefore,
measurement errors in DL and cos ◆ depend on the ex-
tent of the degeneracy between these and other param-
eters appearing only in the amplitude. We hence wish
to assess how well we can disentangle each polarization
from the measured GW strain at a detector.
Beyond the redshifting of masses (which is a sim-

ple consequence of the cosmological redshift of all
timescales), this waveform model does not encode any in-
formation about source redshift. To investigate theDL–z
relationship, in this work we require an independent mea-
sure of the source’s z by observing an EM counterpart.
Other methods of obtaining the source’s redshift include
using statistical arguments regarding the underlying NS
binary merger distribution (e.g., Taylor, Gair & Man-
del 2012), or adding information about the NSs’ (non-
redshifted) tidal deformation in the GW phase (e.g., Mes-
senger & Read 2012). Del Pozzo (2012) uses galaxy cat-
alogs to infer probabilistically sources’ redshifts. In con-
trast, an EM counterpart detected with a GW measure-
ment may also advantageously indicate the source’s sky
position. As was shown in N10, localizing the binary with
independent EM observations reduces measurement er-
rors in parameters DL and cos ◆ by breaking correlations
with other parameters, and by reducing the dimension-
ality of the parameter space. An EM counterpart may
also bring information about the time of merger for the
binary, which will increase the detection range of a co-
herent network by a factor of ⇠ 1.2 (e.g., Kelley, Mandel
& Ramirez-Ruiz 2013; Dietz et al. 2013).

3. METHOD

This section summarizes the methodology used to de-
rive H0 measurements for an ensemble of NS-NS or NS-
BH binary mergers. We first outline the schema of our
method. Based on Sections 3 and 4 of N10, we then
describe technical aspects of simulating anticipated dis-

Ø  	For	higher	redshios	z>	1:			DL(z)	depends	the	evolu*on	of	H(z)	and	hence	on		
																																																	cosmological	parameters	like	Ωm	and	the	equa*on		
																																																	state	parameters,	dark	energy	evolu*on.		

[10], and according to the first results [11] the expected noise is almost one hundred times
better than the original requirement for the instrument.

In an earlier work, Ref. [12], we have studied the capability of eLISA in probing the
acceleration of the universe by means of MBHB mergers as standard sirens, i.e. as sources of
known distance [13–15]. We have derived eLISA constraints on standard cosmological models:
⇤CDM, dynamical dark energy, non-zero spatial curvature and so on. In the present paper,
we specifically consider alternative scenarios to explain the acceleration of the universe: in
particular, we study early and interacting dark energy models, see sections 2 and 3. The
principle of standard sirens is the following. The measured GW waveform depends directly
on the luminosity distance of the source, and thus parameter estimation allows to infer the
distance to the source for every GW event detected. If subsequent electromagnetic (EM)
observations are able to identify an EM counterpart, then one is able to obtain a measure
of the source redshift and thus a point in the distance-redshift space. Once a su�cient
number of standard sirens is observed, the theoretically predicted distance-redshift relation
can be compared against the data and constraints on the cosmological parameters can be
statistically inferred. We assume spatial flatness throughout the paper, so that

d
L

(z) = c (1 + z)

Z
z

0

1

H(z0)
dz0 , (1.1)

where c is the speed of light and H(z) is the Hubble rate.
The analysis presented here is meant to complete the one performed in [12]. We con-

centrate on early (EDE) and interacting (IDE) dark energy, but use the same standard siren
catalogues that have been obtained in [12] starting from simulated rates of MBHB mergers
detectable by di↵erent eLISA configurations, and considering realistic scenarios for the ob-
servation of the EM counterparts, based on the capabilities of future EM telescopes (LSST,
SKA, ELT). Here we also consider the same three astrophysical models of MBHB formation
and evolution appearing in [12], namely a light seeds model (popIII), a heavy seeds model
with delay (Q3d) and a heavy seeds model without delay (Q3nod) (see also [9] and references
therein for more information). We present separate results for all these models. The number
of standard sirens for each MBHB formation scenario has been selected under the hypothesis
that the sky localisation of the event can be achieved using also the merger and ringdown
phases of the signal. In this procedure the telescopes can be pointed only after the merger to
look for a distinctive signature, therefore one implicitly assumes that there is a delay between
the merger and the flare, or that the electromagnetic signal is persistent and peculiar enough
that it can be confidently identified also minutes to hours after merger. This procedure was
labelled the “optimistic scenario” in [12]. Moreover, the statistical methods employed to
handle the simulated data coincide with the ones adopted in [12]: in particular we perform
a Fisher matrix analysis and obtain constraints and contour plots following the procedures
exposed in [12].

Di↵erently from [12], in what follows we consider only three eLISA configurations, letting
the arm-length to vary as one (A1), two (A2) and five (A5) million km, but fixing the number
of laser links to six (L6), the mission duration to five years (M5) and the low-frequency noise
to the LISA Pathfinder “expected” one (N2) (see [12] and [9] for details). The reasons for
this choice are the following:

• The aim of the present paper is not to carefully analyse all possible eLISA configurations
to understand the science return of each of them (as it was in [12]), but rather to
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Fig. 10.— Complete distance ladder. The simultaneous agreement of pairs of geometric and

Cepheid-based distances (lower left), Cepheid and SN Ia-based distances (middle panel) and SN

and redshift-based distances provides the measurement of the Hubble constant. For each step,

geometric or calibrated distances on the x-axis serve to calibrate a relative distance indicator on

the y-axis through the determination of M or H0. Results shown are an approximation to the

global fit as discussed in the text.
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Figure 2. Projection effects. Temperature fluctuations on a distant surface appear as
anisotropies on the sky. The angular size depends on the geometry of the universe and the
distance to this surface. At a fixed distance, a smaller physical scale is required to subtend
the same angle in a closed universe and larger in an open universe (schematically flattened
for clarity). Acoustic fluctuations from last scattering subtend a smaller angle on the sky
than the ISW effects for the same physical scale.

Projection Effect

The description of the primary signal now lacks only the relation between fluctuations at z ≃ 103 and
anisotropies today. A spatial fluctuation on this distant surface appears as an anisotropy on the sky. Two

quantities affect the projection: the curvature of the universe and the distance to the surface. The curvature
is defined as K = −H2

0ΩK/c2. Here the relative contribution of the curvature to the expansion rate is
ΩK = 1 − Ω0 −ΩΛ, with ΩΛ related to the cosmological constant as Λ = 3H2

0ΩΛ/c2.

Consider first the case of positive curvature. Photons free stream to the observer on geodesics analogous
to lines of longitude to the pole (see Fig. 2). Positive curvature (closed universe K > 0) makes the same
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3. Constraints on the parameters of the base

⇤CDM model from Planck

In this section we discuss parameter constraints from Planck
alone in the ⇤CDM model. Planck provides a precision mea-
surement of seven acoustic peaks in the CMB temperature power
spectrum. The range of scales probed by Planck is su�ciently
large that many parameters can be determined accurately with-
out using low-` polarization information to constrain the optical
depth, or indeed without using any other astrophysical data.

However, because the data are reaching the limit of as-
trophysical confusion, interpretation of the peaks at higher
multipoles requires a reliable model for unresolved fore-
grounds. We model these here parametrically, as described in
Planck Collaboration XV (2014), and marginalize over the pa-
rameters with wide priors. We give a detailed discussion of con-
sistency of the foreground model in Sect. 4, making use of other
high-` CMB observations, although as we shall see the param-
eters of the base ⇤CDM model have a weak sensitivity to fore-
grounds.

As foreground modelling is not especially critical for the
base ⇤CDM model, we have decided to present the Planck con-
straints early in this paper, ahead of the detailed descriptions of
the foreground model, supplementary high-resolution CMB data
sets, and additional astrophysical data sets. The reader can there-
fore gain a feel for some of the key Planck results before being
exposed to the lengthier discussions of Sects. 4 and 5, which are
essential for the analysis of extensions to the base ⇤CDM cos-
mology presented in Sect. 6.

In addition to the temperature power spectrum measurement,
the Planck lensing reconstruction (discussed in more detail in
Sect. 5.1 and Planck Collaboration XVII 2014) provides a dif-
ferent probe of the perturbation amplitudes and geometry at late
times. CMB lensing can break degeneracies inherent in the tem-
perature data alone, especially the geometric degeneracy in non-
flat models, providing a strong constraint on spatial curvature
using only CMB data. The lensing reconstruction constrains the
matter fluctuation amplitude, and hence the accurate measure-
ment of the temperature anisotropy power can be used together
with the lensing reconstruction to infer the relative suppression
of the temperature anisotropies due to the finite optical depth
to reionization. The large-scale polarization from nine years of
WMAP observations (Bennett et al. 2012) gives a constraint on
the optical depth consistent with the Planck temperature and
lensing spectra. Nevertheless, the WMAP polarization constraint
is somewhat tighter, so by including it we can further improve
constraints on some parameters.

We therefore also consider the combination of the Planck
temperature power spectrum with a WMAP polarization low-
multipole likelihood (Bennett et al. 2012) at `  23 (denoted
WP), as discussed in Planck Collaboration XV (2014)14. We re-
fer to this CMB data combination as Planck+WP.

Table 2 summarizes our constraints on cosmological pa-
rameters from the Planck temperature power spectrum alone
(labelled “Planck”), from Planck in combination with Planck
lensing (Planck+lensing) and with WMAP low-` polariza-
tion (Planck+WP). Figure 2 shows a selection of correspond-
ing constraints on pairs of parameters and fully marginalized
one-parameter constraints compared to the final results from
WMAP (Bennett et al. 2012).

14The WP likelihood is based on the WMAP likelihood module as
distributed at http://lambda.gsfc.nasa.gov .

3.1. Acoustic scale

The characteristic angular size of the fluctuations in the CMB is
called the acoustic scale. It is determined by the comoving size
of the sound horizon at the time of last-scattering, rs(z⇤), and the
angular diameter distance at which we are observing the fluc-
tuations, DA(z⇤). With accurate measurement of seven acoustic
peaks, Planck determines the observed angular size ✓⇤ = rs/DA
to better than 0.1% precision at 1�:

✓⇤ = (1.04148 ± 0.00066) ⇥ 10�2 = 0.596724� ± 0.00038�. (10)

Since this parameter is constrained by the positions of the peaks
but not their amplitudes, it is quite robust; the measurement is
very stable to changes in data combinations and the assumed
cosmology. Foregrounds, beam uncertainties, or any system-
atic e↵ects which only contribute a smooth component to the
observed spectrum will not substantially a↵ect the frequency
of the oscillations, and hence this determination is likely to
be Planck’s most robust precision measurement. The situation
is analogous to baryon acoustic oscillations measurements in
large-scale structure surveys (see Sect. 5.2), but the CMB acous-
tic measurement has the advantage that it is based on observa-
tions of the Universe when the fluctuations were very accurately
linear, so second and higher-order e↵ects are expected to be neg-
ligible15.

The tight constraint on ✓⇤ also implies tight constraints on
some combinations of the cosmological parameters that deter-
mine DA and rs. The sound horizon rs depends on the physical
matter density parameters, and DA depends on the late-time evo-
lution and geometry. Parameter combinations that fit the Planck
data must be constrained to be close to a surface of constant ✓⇤.
This surface depends on the model that is assumed. For the base
⇤CDM model, the main parameter dependence is approximately
described by a 0.3% constraint in the three-dimensional ⌦m–h–
⌦bh2 subspace:

⌦mh3.2(⌦bh2)�0.54 = 0.695 ± 0.002 (68%; Planck). (11)

Reducing further to a two-dimensional subspace gives a 0.6%
constraint on the combination

⌦mh3 = 0.0959 ± 0.0006 (68%; Planck). (12)

The principle component analysis direction is actually ⌦mh2.93

but this is conveniently close to ⌦mh3 and gives a similar con-
straint. The simple form is a coincidence of the ⇤CDM cos-
mology, error model, and particular parameter values of the
model (Percival et al. 2002; Howlett et al. 2012). The degener-
acy between H0 and ⌦m is illustrated in Fig. 3: parameters are
constrained to lie in a narrow strip where ⌦mh3 is nearly con-
stant, but the orthogonal direction is much more poorly con-
strained. The degeneracy direction involves consistent changes
in the H0,⌦m, and⌦bh2 parameters, so that the ratio of the sound
horizon and angular diameter distance remains nearly constant.
Changes in the density parameters, however, also have other
e↵ects on the power spectrum and the spectral index ns also

15Note, however, that Planck’s measurement of ✓⇤ is now so accu-
rate that O(10�3) e↵ects from aberration due to the relative motion be-
tween our frame and the CMB rest-frame are becoming non-negligible;
see Planck Collaboration XXVII (2014). The statistical anisotropy in-
duced would lead to dipolar variations at the 10�3 level in ✓⇤ determined
locally on small regions of the sky. For Planck, we average over many
such regions and we expect that the residual e↵ect (due to asymmetry
in the Galactic mask) on the marginalised values of other parameters is
negligible.
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Fig. 3. Constraints in the ⌦m–H0 plane. Points show samples
from the Planck-only posterior, coloured by the corresponding
value of the spectral index ns. The contours (68% and 95%)
show the improved constraint from Planck+lensing+WP. The
degeneracy direction is significantly shortened by including WP,
but the well-constrained direction of constant ⌦mh3 (set by the
acoustic scale), is determined almost equally accurately from
Planck alone.

3.3. Matter densities

Planck can measure the matter densities in baryons and dark
matter from the relative heights of the acoustic peaks. However,
as discussed above, there is a partial degeneracy with the spec-
tral index and other parameters that limits the precision of the
determination. With Planck there are now enough well measured
peaks that the extent of the degeneracy is limited, giving ⌦bh2 to
an accuracy of 1.5% without any additional data:

⌦bh2 = 0.02207 ± 0.00033 (68%; Planck). (17)

Adding WMAP polarization information shrinks the errors by
only 10%.

The dark matter density is slightly less accurately measured
at around 3%:

⌦ch2 = 0.1196 ± 0.0031 (68%; Planck). (18)

3.4. Optical depth

Small-scale fluctuations in the CMB are damped by Thomson
scattering from free electrons produced at reionization. This
scattering suppresses the amplitude of the acoustic peaks by e�2⌧

on scales that correspond to perturbation modes with wavelength
smaller than the Hubble radius at reionization. Planck measures
the small-scale power spectrum with high precision, and hence
accurately constrains the damped amplitude e�2⌧As. With only
unlensed temperature power spectrum data, there is a large de-
generacy between ⌧ and As, which is weakly broken only by the
power in large-scale modes that were still super-Hubble scale
at reionization. However, lensing depends on the actual ampli-
tude of the matter fluctuations along the line of sight. Planck
accurately measures many acoustic peaks in the lensed tempera-
ture power spectrum, where the amount of lensing smoothing de-
pends on the fluctuation amplitude. Furthermore Planck’s lens-
ing potential reconstruction provides a more direct measurement

of the amplitude, independently of the optical depth. The combi-
nation of the temperature data and Planck’s lensing reconstruc-
tion can therefore determine the optical depth ⌧ relatively well.
The combination gives

⌧ = 0.089 ± 0.032 (68%; Planck+lensing). (19)

As shown in Fig. 4 this provides marginal confirmation (just un-
der 2�) that the total optical depth is significantly higher than
would be obtained from sudden reionization at z ⇠ 6, and is con-
sistent with the WMAP-9 constraint, ⌧ = 0.089 ± 0.014, from
large-scale polarization (Bennett et al. 2012). The large-scale E-
mode polarization measurement is very challenging because it
is a small signal relative to polarized Galactic emission on large
scales, so this Planck polarization-free result is a valuable cross-
check. The posterior for the Planck temperature power spectrum
measurement alone also consistently peaks at ⌧ ⇠ 0.1, where the
constraint on the optical depth is coming from the amplitude of
the lensing smoothing e↵ect and (to a lesser extent) the relative
power between small and large scales.

Since lensing constrains the underlying fluctuation ampli-
tude, the matter density perturbation power is also well deter-
mined:

�8 = 0.823 ± 0.018 (68%; Planck+lensing). (20)

Much of the residual uncertainty is caused by the degeneracy
with the optical depth. Since the small-scale temperature power
spectrum more directly fixes �8e�⌧, this combination is tightly
constrained:

�8e�⌧ = 0.753 ± 0.011 (68%; Planck+lensing). (21)

The estimate of �8 is significantly improved to �8 = 0.829 ±
0.012 by using the WMAP polarization data to constrain the op-
tical depth, and is not strongly degenerate with ⌦m. (We shall
see in Sect. 5.5 that the Planck results are discrepant with re-
cent estimates of combinations of �8 and ⌦m from cosmic shear
measurements and counts of rich clusters of galaxies.)

3.5. Spectral index

The scalar spectral index defined in Eq. (2) is measured by
Planck data alone to 1% accuracy:

ns = 0.9616 ± 0.0094 (68%; Planck). (22)

Since the optical depth ⌧ a↵ects the relative power between large
scales (that are una↵ected by scattering at reionization) and in-
termediate and small scales (that have their power suppressed
by e�2⌧), there is a partial degeneracy with ns. Breaking the de-
generacy between ⌧ and ns using WMAP polarization leads to a
small improvement in the constraint:

ns = 0.9603 ± 0.0073 (68%; Planck+WP). (23)

Comparing Eqs. (22) and (23), it is evident that the Planck tem-
perature spectrum spans a wide enough range of multipoles to
give a highly significant detection of a deviation of the scalar
spectral index from exact scale invariance (at least in the base
⇤CDM cosmology) independent of WMAP polarization infor-
mation.

One might worry that the spectral index parameter is degen-
erate with foreground parameters, since these act to increase
smoothly the amplitudes of the temperature power spectra at
high multipoles. The spectral index is therefore liable to po-
tential systematic errors if the foreground model is poorly con-
strained. Figure 4 shows the marginalized constraints on the
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3. Constraints on the parameters of the base

⇤CDM model from Planck

In this section we discuss parameter constraints from Planck
alone in the ⇤CDM model. Planck provides a precision mea-
surement of seven acoustic peaks in the CMB temperature power
spectrum. The range of scales probed by Planck is su�ciently
large that many parameters can be determined accurately with-
out using low-` polarization information to constrain the optical
depth, or indeed without using any other astrophysical data.

However, because the data are reaching the limit of as-
trophysical confusion, interpretation of the peaks at higher
multipoles requires a reliable model for unresolved fore-
grounds. We model these here parametrically, as described in
Planck Collaboration XV (2014), and marginalize over the pa-
rameters with wide priors. We give a detailed discussion of con-
sistency of the foreground model in Sect. 4, making use of other
high-` CMB observations, although as we shall see the param-
eters of the base ⇤CDM model have a weak sensitivity to fore-
grounds.

As foreground modelling is not especially critical for the
base ⇤CDM model, we have decided to present the Planck con-
straints early in this paper, ahead of the detailed descriptions of
the foreground model, supplementary high-resolution CMB data
sets, and additional astrophysical data sets. The reader can there-
fore gain a feel for some of the key Planck results before being
exposed to the lengthier discussions of Sects. 4 and 5, which are
essential for the analysis of extensions to the base ⇤CDM cos-
mology presented in Sect. 6.

In addition to the temperature power spectrum measurement,
the Planck lensing reconstruction (discussed in more detail in
Sect. 5.1 and Planck Collaboration XVII 2014) provides a dif-
ferent probe of the perturbation amplitudes and geometry at late
times. CMB lensing can break degeneracies inherent in the tem-
perature data alone, especially the geometric degeneracy in non-
flat models, providing a strong constraint on spatial curvature
using only CMB data. The lensing reconstruction constrains the
matter fluctuation amplitude, and hence the accurate measure-
ment of the temperature anisotropy power can be used together
with the lensing reconstruction to infer the relative suppression
of the temperature anisotropies due to the finite optical depth
to reionization. The large-scale polarization from nine years of
WMAP observations (Bennett et al. 2012) gives a constraint on
the optical depth consistent with the Planck temperature and
lensing spectra. Nevertheless, the WMAP polarization constraint
is somewhat tighter, so by including it we can further improve
constraints on some parameters.

We therefore also consider the combination of the Planck
temperature power spectrum with a WMAP polarization low-
multipole likelihood (Bennett et al. 2012) at `  23 (denoted
WP), as discussed in Planck Collaboration XV (2014)14. We re-
fer to this CMB data combination as Planck+WP.

Table 2 summarizes our constraints on cosmological pa-
rameters from the Planck temperature power spectrum alone
(labelled “Planck”), from Planck in combination with Planck
lensing (Planck+lensing) and with WMAP low-` polariza-
tion (Planck+WP). Figure 2 shows a selection of correspond-
ing constraints on pairs of parameters and fully marginalized
one-parameter constraints compared to the final results from
WMAP (Bennett et al. 2012).

14The WP likelihood is based on the WMAP likelihood module as
distributed at http://lambda.gsfc.nasa.gov .

3.1. Acoustic scale

The characteristic angular size of the fluctuations in the CMB is
called the acoustic scale. It is determined by the comoving size
of the sound horizon at the time of last-scattering, rs(z⇤), and the
angular diameter distance at which we are observing the fluc-
tuations, DA(z⇤). With accurate measurement of seven acoustic
peaks, Planck determines the observed angular size ✓⇤ = rs/DA
to better than 0.1% precision at 1�:

✓⇤ = (1.04148 ± 0.00066) ⇥ 10�2 = 0.596724� ± 0.00038�. (10)

Since this parameter is constrained by the positions of the peaks
but not their amplitudes, it is quite robust; the measurement is
very stable to changes in data combinations and the assumed
cosmology. Foregrounds, beam uncertainties, or any system-
atic e↵ects which only contribute a smooth component to the
observed spectrum will not substantially a↵ect the frequency
of the oscillations, and hence this determination is likely to
be Planck’s most robust precision measurement. The situation
is analogous to baryon acoustic oscillations measurements in
large-scale structure surveys (see Sect. 5.2), but the CMB acous-
tic measurement has the advantage that it is based on observa-
tions of the Universe when the fluctuations were very accurately
linear, so second and higher-order e↵ects are expected to be neg-
ligible15.

The tight constraint on ✓⇤ also implies tight constraints on
some combinations of the cosmological parameters that deter-
mine DA and rs. The sound horizon rs depends on the physical
matter density parameters, and DA depends on the late-time evo-
lution and geometry. Parameter combinations that fit the Planck
data must be constrained to be close to a surface of constant ✓⇤.
This surface depends on the model that is assumed. For the base
⇤CDM model, the main parameter dependence is approximately
described by a 0.3% constraint in the three-dimensional ⌦m–h–
⌦bh2 subspace:

⌦mh3.2(⌦bh2)�0.54 = 0.695 ± 0.002 (68%; Planck). (11)

Reducing further to a two-dimensional subspace gives a 0.6%
constraint on the combination

⌦mh3 = 0.0959 ± 0.0006 (68%; Planck). (12)

The principle component analysis direction is actually ⌦mh2.93

but this is conveniently close to ⌦mh3 and gives a similar con-
straint. The simple form is a coincidence of the ⇤CDM cos-
mology, error model, and particular parameter values of the
model (Percival et al. 2002; Howlett et al. 2012). The degener-
acy between H0 and ⌦m is illustrated in Fig. 3: parameters are
constrained to lie in a narrow strip where ⌦mh3 is nearly con-
stant, but the orthogonal direction is much more poorly con-
strained. The degeneracy direction involves consistent changes
in the H0,⌦m, and⌦bh2 parameters, so that the ratio of the sound
horizon and angular diameter distance remains nearly constant.
Changes in the density parameters, however, also have other
e↵ects on the power spectrum and the spectral index ns also

15Note, however, that Planck’s measurement of ✓⇤ is now so accu-
rate that O(10�3) e↵ects from aberration due to the relative motion be-
tween our frame and the CMB rest-frame are becoming non-negligible;
see Planck Collaboration XXVII (2014). The statistical anisotropy in-
duced would lead to dipolar variations at the 10�3 level in ✓⇤ determined
locally on small regions of the sky. For Planck, we average over many
such regions and we expect that the residual e↵ect (due to asymmetry
in the Galactic mask) on the marginalised values of other parameters is
negligible.
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Table 2. Cosmological parameter values for the six-parameter base ⇤CDM model. Columns 2 and 3 give results for the Planck
temperature power spectrum data alone. Columns 4 and 5 combine the Planck temperature data with Planck lensing, and columns
6 and 7 include WMAP polarization at low multipoles. We give best fit parameters (i.e. the parameters that maximise the overall
likelihood for each data combination) as well as 68% confidence limits for constrained parameters. The first six parameters have
flat priors. The remainder are derived parameters as discussed in Sect. 2. Beam, calibration parameters, and foreground parameters
(see Sect. 4) are not listed for brevity. Constraints on foreground parameters for Planck+WP are given later in Table 5.

Planck Planck+lensing Planck+WP

Parameter Best fit 68% limits Best fit 68% limits Best fit 68% limits

⌦bh2 . . . . . . . . . . . . . . 0.022068 0.02207 ± 0.00033 0.022242 0.02217 ± 0.00033 0.022032 0.02205 ± 0.00028
⌦ch2 . . . . . . . . . . . . . . 0.12029 0.1196 ± 0.0031 0.11805 0.1186 ± 0.0031 0.12038 0.1199 ± 0.0027
100✓MC . . . . . . . . . . . . 1.04122 1.04132 ± 0.00068 1.04150 1.04141 ± 0.00067 1.04119 1.04131 ± 0.00063
⌧ . . . . . . . . . . . . . . . . . 0.0925 0.097 ± 0.038 0.0949 0.089 ± 0.032 0.0925 0.089+0.012

�0.014

ns . . . . . . . . . . . . . . . . 0.9624 0.9616 ± 0.0094 0.9675 0.9635 ± 0.0094 0.9619 0.9603 ± 0.0073
ln(1010As) . . . . . . . . . . 3.098 3.103 ± 0.072 3.098 3.085 ± 0.057 3.0980 3.089+0.024

�0.027

⌦⇤ . . . . . . . . . . . . . . . 0.6825 0.686 ± 0.020 0.6964 0.693 ± 0.019 0.6817 0.685+0.018
�0.016

⌦m . . . . . . . . . . . . . . . 0.3175 0.314 ± 0.020 0.3036 0.307 ± 0.019 0.3183 0.315+0.016
�0.018

�8 . . . . . . . . . . . . . . . . 0.8344 0.834 ± 0.027 0.8285 0.823 ± 0.018 0.8347 0.829 ± 0.012
zre . . . . . . . . . . . . . . . . 11.35 11.4+4.0

�2.8 11.45 10.8+3.1
�2.5 11.37 11.1 ± 1.1

H0 . . . . . . . . . . . . . . . 67.11 67.4 ± 1.4 68.14 67.9 ± 1.5 67.04 67.3 ± 1.2
109As . . . . . . . . . . . . . 2.215 2.23 ± 0.16 2.215 2.19+0.12

�0.14 2.215 2.196+0.051
�0.060

⌦mh2 . . . . . . . . . . . . . . 0.14300 0.1423 ± 0.0029 0.14094 0.1414 ± 0.0029 0.14305 0.1426 ± 0.0025
⌦mh3 . . . . . . . . . . . . . . 0.09597 0.09590 ± 0.00059 0.09603 0.09593 ± 0.00058 0.09591 0.09589 ± 0.00057
YP . . . . . . . . . . . . . . . . 0.247710 0.24771 ± 0.00014 0.247785 0.24775 ± 0.00014 0.247695 0.24770 ± 0.00012
Age/Gyr . . . . . . . . . . . 13.819 13.813 ± 0.058 13.784 13.796 ± 0.058 13.8242 13.817 ± 0.048
z⇤ . . . . . . . . . . . . . . . . 1090.43 1090.37 ± 0.65 1090.01 1090.16 ± 0.65 1090.48 1090.43 ± 0.54
r⇤ . . . . . . . . . . . . . . . . 144.58 144.75 ± 0.66 145.02 144.96 ± 0.66 144.58 144.71 ± 0.60
100✓⇤ . . . . . . . . . . . . . 1.04139 1.04148 ± 0.00066 1.04164 1.04156 ± 0.00066 1.04136 1.04147 ± 0.00062
zdrag . . . . . . . . . . . . . . . 1059.32 1059.29 ± 0.65 1059.59 1059.43 ± 0.64 1059.25 1059.25 ± 0.58
rdrag . . . . . . . . . . . . . . . 147.34 147.53 ± 0.64 147.74 147.70 ± 0.63 147.36 147.49 ± 0.59
kD . . . . . . . . . . . . . . . . 0.14026 0.14007 ± 0.00064 0.13998 0.13996 ± 0.00062 0.14022 0.14009 ± 0.00063
100✓D . . . . . . . . . . . . . 0.161332 0.16137 ± 0.00037 0.161196 0.16129 ± 0.00036 0.161375 0.16140 ± 0.00034
zeq . . . . . . . . . . . . . . . . 3402 3386 ± 69 3352 3362 ± 69 3403 3391 ± 60
100✓eq . . . . . . . . . . . . . 0.8128 0.816 ± 0.013 0.8224 0.821 ± 0.013 0.8125 0.815 ± 0.011
rdrag/DV(0.57) . . . . . . . 0.07130 0.0716 ± 0.0011 0.07207 0.0719 ± 0.0011 0.07126 0.07147 ± 0.00091

changes to compensate. The degeneracy is not exact; its extent
is much more sensitive to other details of the power spectrum
shape. Additional data can help further to restrict the degeneracy.
Figure 3 shows that adding WMAP polarization has almost no ef-
fect on the⌦mh3 measurement, but shrinks the orthogonal direc-
tion slightly from ⌦mh�3 = 1.03 ± 0.13 to ⌦mh�3 = 1.04 ± 0.11.

3.2. Hubble parameter and dark energy density

The Hubble constant, H0, and matter density parameter, ⌦m,
are only tightly constrained in the combination ⌦mh3 discussed
above, but the extent of the degeneracy is limited by the e↵ect
of ⌦mh2 on the relative heights of the acoustic peaks. The pro-
jection of the constraint ellipse shown in Fig. 3 onto the axes
therefore yields useful marginalized constraints on H0 and ⌦m
(or equivalently ⌦⇤) separately. We find the 2% constraint on
H0:

H0 = (67.4 ± 1.4) km s�1 Mpc�1 (68%; Planck). (13)

The corresponding constraint on the dark energy density param-
eter is

⌦⇤ = 0.686 ± 0.020 (68%; Planck), (14)

and for the physical matter density we find

⌦mh2 = 0.1423 ± 0.0029 (68%; Planck). (15)

Note that these indirect constraints are highly model depen-
dent. The data only measure accurately the acoustic scale, and
the relation to underlying expansion parameters (e.g., via the
angular-diameter distance) depends on the assumed cosmology,
including the shape of the primordial fluctuation spectrum. Even
small changes in model assumptions can change H0 noticeably;
for example, if we neglect the 0.06 eV neutrino mass expected
in the minimal hierarchy, and instead take

P
m⌫ = 0, the Hubble

parameter constraint shifts to

H0 = (68.0 ± 1.4) km s�1 Mpc�1 (68%; Planck,
P

m⌫ = 0). (16)
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[10], and according to the first results [11] the expected noise is almost one hundred times
better than the original requirement for the instrument.

In an earlier work, Ref. [12], we have studied the capability of eLISA in probing the
acceleration of the universe by means of MBHB mergers as standard sirens, i.e. as sources of
known distance [13–15]. We have derived eLISA constraints on standard cosmological models:
⇤CDM, dynamical dark energy, non-zero spatial curvature and so on. In the present paper,
we specifically consider alternative scenarios to explain the acceleration of the universe: in
particular, we study early and interacting dark energy models, see sections 2 and 3. The
principle of standard sirens is the following. The measured GW waveform depends directly
on the luminosity distance of the source, and thus parameter estimation allows to infer the
distance to the source for every GW event detected. If subsequent electromagnetic (EM)
observations are able to identify an EM counterpart, then one is able to obtain a measure
of the source redshift and thus a point in the distance-redshift space. Once a su�cient
number of standard sirens is observed, the theoretically predicted distance-redshift relation
can be compared against the data and constraints on the cosmological parameters can be
statistically inferred. We assume spatial flatness throughout the paper, so that

d
L

(z) = c (1 + z)

Z
z

0

1

H(z0)
dz0 , (1.1)

where c is the speed of light and H(z) is the Hubble rate.
The analysis presented here is meant to complete the one performed in [12]. We con-

centrate on early (EDE) and interacting (IDE) dark energy, but use the same standard siren
catalogues that have been obtained in [12] starting from simulated rates of MBHB mergers
detectable by di↵erent eLISA configurations, and considering realistic scenarios for the ob-
servation of the EM counterparts, based on the capabilities of future EM telescopes (LSST,
SKA, ELT). Here we also consider the same three astrophysical models of MBHB formation
and evolution appearing in [12], namely a light seeds model (popIII), a heavy seeds model
with delay (Q3d) and a heavy seeds model without delay (Q3nod) (see also [9] and references
therein for more information). We present separate results for all these models. The number
of standard sirens for each MBHB formation scenario has been selected under the hypothesis
that the sky localisation of the event can be achieved using also the merger and ringdown
phases of the signal. In this procedure the telescopes can be pointed only after the merger to
look for a distinctive signature, therefore one implicitly assumes that there is a delay between
the merger and the flare, or that the electromagnetic signal is persistent and peculiar enough
that it can be confidently identified also minutes to hours after merger. This procedure was
labelled the “optimistic scenario” in [12]. Moreover, the statistical methods employed to
handle the simulated data coincide with the ones adopted in [12]: in particular we perform
a Fisher matrix analysis and obtain constraints and contour plots following the procedures
exposed in [12].

Di↵erently from [12], in what follows we consider only three eLISA configurations, letting
the arm-length to vary as one (A1), two (A2) and five (A5) million km, but fixing the number
of laser links to six (L6), the mission duration to five years (M5) and the low-frequency noise
to the LISA Pathfinder “expected” one (N2) (see [12] and [9] for details). The reasons for
this choice are the following:

• The aim of the present paper is not to carefully analyse all possible eLISA configurations
to understand the science return of each of them (as it was in [12]), but rather to

– 2 –

•  The	measured	GW	waveform	
			depends	directly	on	the	luminosity		
			distance	of	the	source	
•  If	subsequent	electromagne*c		
			observa*ons	are	able	to	iden*fy		
			an	EM		counterpart,	then	one	is		
			able	to	obtain	a	measure	of	the	
			source		redshio	and	thus	a	point	in	
			the	distance-redshio	space.		
•  One	can	map	out	the	universe		
			expansion		history	(H0,	dark	energy		
			equa*on	of	state,	ΩCDM,	ΩDE).		
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[10], and according to the first results [11] the expected noise is almost one hundred times
better than the original requirement for the instrument.

In an earlier work, Ref. [12], we have studied the capability of eLISA in probing the
acceleration of the universe by means of MBHB mergers as standard sirens, i.e. as sources of
known distance [13–15]. We have derived eLISA constraints on standard cosmological models:
⇤CDM, dynamical dark energy, non-zero spatial curvature and so on. In the present paper,
we specifically consider alternative scenarios to explain the acceleration of the universe: in
particular, we study early and interacting dark energy models, see sections 2 and 3. The
principle of standard sirens is the following. The measured GW waveform depends directly
on the luminosity distance of the source, and thus parameter estimation allows to infer the
distance to the source for every GW event detected. If subsequent electromagnetic (EM)
observations are able to identify an EM counterpart, then one is able to obtain a measure
of the source redshift and thus a point in the distance-redshift space. Once a su�cient
number of standard sirens is observed, the theoretically predicted distance-redshift relation
can be compared against the data and constraints on the cosmological parameters can be
statistically inferred. We assume spatial flatness throughout the paper, so that
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where c is the speed of light and H(z) is the Hubble rate.
The analysis presented here is meant to complete the one performed in [12]. We con-

centrate on early (EDE) and interacting (IDE) dark energy, but use the same standard siren
catalogues that have been obtained in [12] starting from simulated rates of MBHB mergers
detectable by di↵erent eLISA configurations, and considering realistic scenarios for the ob-
servation of the EM counterparts, based on the capabilities of future EM telescopes (LSST,
SKA, ELT). Here we also consider the same three astrophysical models of MBHB formation
and evolution appearing in [12], namely a light seeds model (popIII), a heavy seeds model
with delay (Q3d) and a heavy seeds model without delay (Q3nod) (see also [9] and references
therein for more information). We present separate results for all these models. The number
of standard sirens for each MBHB formation scenario has been selected under the hypothesis
that the sky localisation of the event can be achieved using also the merger and ringdown
phases of the signal. In this procedure the telescopes can be pointed only after the merger to
look for a distinctive signature, therefore one implicitly assumes that there is a delay between
the merger and the flare, or that the electromagnetic signal is persistent and peculiar enough
that it can be confidently identified also minutes to hours after merger. This procedure was
labelled the “optimistic scenario” in [12]. Moreover, the statistical methods employed to
handle the simulated data coincide with the ones adopted in [12]: in particular we perform
a Fisher matrix analysis and obtain constraints and contour plots following the procedures
exposed in [12].

Di↵erently from [12], in what follows we consider only three eLISA configurations, letting
the arm-length to vary as one (A1), two (A2) and five (A5) million km, but fixing the number
of laser links to six (L6), the mission duration to five years (M5) and the low-frequency noise
to the LISA Pathfinder “expected” one (N2) (see [12] and [9] for details). The reasons for
this choice are the following:

• The aim of the present paper is not to carefully analyse all possible eLISA configurations
to understand the science return of each of them (as it was in [12]), but rather to

– 2 –

Ø  	no	calibra*on	needed		
						(the	only	calibra*on	needed	is	
						the	assump*on	that	general	rela*vity		
						describes	the	binary	system)		
						à		no	need	to	construct	a	distance		
													ladder!		
Ø  	different	systemaFcs	w.r.t	to	
						CMB	and	local	direct	
						measurements		(e.g.	SNIa)	
Ø  	A	%	precision	is	needed	to	help	
						in	fixing	the	tension		
						(almost	~50	events	of	neutron		
						star	binaries	to	have	a	2.5%	precision,	
						Guidorzi	et	al.	’17)	
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TABLE 1
Measurement errors in H0 for a sample of GW-EM events. Results are presented for unbeamed and beamed
sources, for both NS-NS and NS-BH mergers, and for a range of detector networks. The % values are the
68% c.l. fractional errors, and the number of binaries detected by each network is given in parentheses.

Network LIGO+Virgo (LLV) LLV+LIGO India LLV+KAGRA LLV+LIGO India+KAGRA

NS-NS Isotropic 5.0% (15) 3.3% (20) 3.2% (20) 2.1% (30)

NS-NS Beamed 1.1% (19) 1.0% (26) 1.0% (25) 0.9% (30)

NS-BH Isotropic 4.9% (16) 3.5% (21) 3.6% (19) 2.0% (30)

NS-BH Beamed 1.2% (18) 1.0% (25) 1.1% (24) 0.9% (30)
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Fig. 2.— H0 measurement error as a function of the number of
multi-messenger (GW+EM) NS-NS merger events observed by a
LIGO-Virgo network. The solid bars indicate the 68% c.l. mea-
surement error in H0 for the joint PDF of the independent binary
mergers; the dashed line shows the 68% c.l. measurement error
in H0 derived assuming Gaussian errors for each GW-EM merger.
When specifying the particular order of events shown, we choose
the GW-EM merger in the remaining ensemble with the mean mea-
surement error in H0.

of uncertainty in binary merger rates. Current estimates
suggest that the median timescale to achieve this number
of events is likely about one year, but could be as short
as a few months, or as long as a decade.

5. IMPLICATIONS FOR COSMOLOGY

Assuming GR accurately describes the inspiral dynam-
ics and GW emission, GW standard sirens should pro-
vide a measure of H0 based on absolutely-calibrated GW
distances that are independent of the cosmological dis-
tance ladder. Given that we anticipate a network of ad-
vanced GW interferometers reaching their design sensi-
tivity within the next decade, this physics-based tech-
nique could play a large role in precision determination of
the Hubble constant, especially in conjuction with other
approaches (see Suyu et al. 2012 and references therein).
In this work, by envisioning a range of scenarios using

di↵erent networks of GW detectors and di↵erent popula-
tions of NS binary progenitors, we show that ensembles of
GW standard sirens have the power to constrainH0 to an
accuracy of ⇠ 1%. We have assumed joint GW and EM
observations of the NS binary merger; other works, for
instance Taylor, Gair & Mandel (2012), Del Pozzo (2012)
and Messenger & Read (2012), examine H0 constraints
using solely GW observations, and are based on statisti-
cal arguments or galaxy catalogs to infer the mergers’
redshifts. We emphasize that an individual standard
siren may only constrain H0 to a precision ranging from
5 to 50%. We have shown that the error in H0 depends
critically on the number of GW-EM mergers observed,
which in turn depends on the NS binary progenitor, on
whether the NS binary is face-on (due to GRB beaming),

and on the number and sensitivy of GW interferometers
in a network. We find that the critical limitation when
projecting the timescale for this measurement (once the
GW detectors are operational) is the few orders of magni-
tude uncertainty in NS binary merger rates, independent
of GW detections. Using mean NS merger rates derived
from population synthesis or the observed Galactic bi-
nary pulsar distribution, we estimate that percent-level
measurements of H0 are possible within ⇠ 1 year of ob-
servation, or may take as long as a decade for pessimistic
event rates.
For flat cosmologies, a measurement of H0 at the per-

cent level, when combined with precision CMB measure-
ments of the absolute distance to the last scattering sur-
face, would constrain the dark energy equation of state
parameter w to ⇠ 10% (D06). The power of such a result
(e.g., to falsify the cosmological constant model for dark
energy) depends critically on understanding the system-
atic errors associated with the measurement of H0. It
is for this reason that GW standard sirens may have an
important role to play in constraining cosmology in the
near future.
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Prospects	for	the	(near?)	future…....	

Nissanke	et	al.	2013	

-	Of	course	the	error	on	H0	depends	cri*cally	on	number	of	events	and	hence,	among		
		various	factors,	merging-rate,	sensi*vity	and	number	of	GW	interferometers	in	network.		
	
-	The	*mescale	to	reach	%	precision	on	H0	depends	cri*cally	on	the	precise		
		merging	rate	
	
		in	the	op*mis*c	case	a	~4.2	%	precision	with	third	run??		
		(e.g.,	Seto	&	Kyutoku	’17)		
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ABSTRACT

Following the detection of the GW170817 signal and its associated electromagnetic emis-
sions, we discuss the prospects of the local Hubble parameter measurement using double
neutron stars (DNSs). The kilonova emissions of GW170817 are genuinely unique in terms
of the rapid evolution of color and magnitude and we expect that, for a good fraction ! 50%
of the DNS events within ∼ 200Mpc, we could identify their host galaxies, using their kilo-
novae. At present, the estimated DNS merger rate (1.5+3.2

−1.2) × 10−6Mpc−3yr−1 has a large
uncertainty. But, if it is at the high end, we could measure the local Hubble parameter HL

with the level of ∆HL/HL ∼ 0.042 (1σ level), after the third observational run (O3). This
accuracy is four times better than that obtained from GW170817 alone, and we will be able
to examine the Hubble tension at 2.1σ level.

Key words:

1 INTRODUCTION

The gravitational wave (GW) signal GW170817 was detected at the

signal-to-noise ratio (SNR) of 32.4 that is the largest value among

the GW signals detected so far (Abbott et al. 2017a). From the es-

timated masses, the signal is considered to be generated by a DNS

inspiral. After the GW detection, the associated electromagnetic

(EM) emissions were discovered worldwide at various wavelengths

(Abbott et al. 2017b). These sequential events brought profound

impacts broadly on astronomical and physical communities. Here,

in the face of the current torrent of research papers, we do not men-

tion general aspects of GW170817, but rather concentrate on our

main topic, observational cosmology.

It has been long known that, using GWs from binary inspirals

(often called the standard sirens), we can estimate the distance to

the source, solely based on the first principle of physics (Schutz

1986, Krolak & Schutz 1987). This shows a remarkable contrast to

the traditional distance ladder that relies heavily on various empir-

ical relations. Meanwhile, because of the simple scaling property

of general relativity, it is not straightforward to estimate the red-

shift of the binary only from GWs (see also Chernoff & Finn 1993,

MacLeod & Hogan 2008, Messenger & Read 2012). Therefore, in

order to utilize the standard sirens efficiently, it would be crucially

advantageous, if we can identify the transient EM signals associ-

ated with the GW events (see e.g. Holz & Hughes 2005, Nissanke

et al. 2010). But, we had been far from confident whether such

multi-messenger observations actually work.

Now, this concern is largely untangled by the followup obser-

vations of GW170817 and the resulting identification of its host

galaxy NGC4993 at z = 0.010 (after the peculiar velocity cor-

rection, Abbott et al. 2017c, see also Hjorth et al. 2017). In fact,

its kilonova (also called the macronova) emission turned out to be

genuinely unique in terms of the rapid evolution of color and mag-

nitude, also showing a characteristic time profile. It is true that we

only have the single DNS event and additional ones are essential to

understand the basic properties of the EM counterparts. But, now,

we can expect long-term development of observational cosmology,

by using DNSs as a powerful probe.

In the near future, around the entrance of this new av-

enue, our primary target would be the Hubble parameter, as al-

ready discussed in the pioneering work by Schutz (1986) more

than 30 years ago. Indeed, using the distance ∼ 40Mpc esti-

mated from the GW170817 signal and the redshift of its host

galaxy, the LIGO-Virgo team reported the Hubble parameter H0 =
70+12

−8 km sec−1Mpc−1 (Abbott et al. 2017c). Here the error bar

represents 68.3% probability range.

The Hubble parameter is one of the most fundamental cos-

mological parameters, since the discovery of the cosmic expan-

sion in 1929. But this parameter has attracted much attention quite

recently. We have a 9% mismatch between the locally estimated

value 73.24 ± 1.74 km sec−1Mpc−1 and that determined from

the cosmic microwave background 66.93±0.62 km sec−1Mpc−1

(Riess et al. 2016, Planck Collaboration 2016). This tension might

be caused by an unidentified systematic error in the two types of

measurements or might, in fact, imply a challenge to the standard

cosmological model. In any case, the newly established method

c⃝ 0000 RAS



Prospects	for	the	future	
The	future	is	bright!	Many	new	ideas	and	observa*onal	constraints	on	
many	diverse	cosmological	issues.		
Here	I	just	men*on	a	list,	focusing	on	some	details	for	a	couple	of	
examples	
	
•  Precision	cosmology	on	standard	cosmological	parameters	(e.g.,	H0,	

Ωm,	the	equa*on	state	parameter,	dark	energy	evolu*on,	…)	
•  Tests	on	GR	and	modified	gravity	models		
•  Tests	of	fundamental	physics	(equivalence	principle,		tests	of	parity	

viola*on,…..)	
•  Impact	of	cosmological	Large-Scale	Structures	on	GW	sources		
					à	inference	of	lensing	convergence	and	growth	of	structures	from			
						GW	standard	sirens	
•  Primordial	non-Gaussianity	from	infla*on	
•  Black	holes	as	dark	ma|er	
•  Gravita*onal	waves	from	infla*on		
	



Binaries	as	standard	sirens	
And	futuris*c	prospects…....ultra-high	precision	cosmology!	

e.g.:	with	BBO	(Big-Bang	Observer)	a	0.1%	accurate	determina*on	of	H0		

8

noise for each individual binary are those shown in Fig. 4.
Because BBO does such an exquisite measurement of dis-
tance, the errors on the true distance to a given binary will
be dominated by the effects of gravitational lensing magnifi-
cation [37, 38]. We incorporate the lensing errors following
the approach of [39], which is entirely appropriate given the
very high-number statistics we are considering. For each in-
dividual binary we take the dispersion in flux due to lensing
to be given by �lensing = 0.088z (see Eq. 9 of [39]). We have
explicitly checked that this approach is equivalent to draw-
ing magnification values from the full, non-Gaussian lensing
probability distribution functions derived in [38]. We assume
that the sky localization is sufficient for the identification of
a unique host galaxy (and hence redshift) for each binary (as
in Fig. 4). The redshift determination will need to be done
independently of BBO, in the electromagnetic band. While
in practice there will be some host galaxy misidentifications,
for simplicity in this study we assume that perfect redshifts
have been obtained for all of our sources. (This simplification
is partly based on our belief that a robust cosmological pa-
rameter estimation method will substantially mitigate the ef-
fects of a fractionally small set of misidentifications—enough
so that in estimating BBO’s performance, to a first approx-
imation it is reasonable to neglect them.) We Monte Carlo
generate populations of observed binaries, and then for each
population we determine the best-fit cosmological parameters
(varying the number of free parameters of interest). We re-
peat this procedure for a large (> 105) number of runs, and
plot the resulting error contours. In what follows, the 1� con-
tours contain 68.3% of the best-fit values, and the 2� contours
contain 95.5% of the models.

We follow the common convention of parameterizing the

FIG. 7: Distance versus redshift for a sample BBO binary popu-
lation. Distance is shown as distance modulus, and includes both
BBO errors and gravitational lensing. The red curve is the true lumi-
nosity distance–redshift relation. Notice that lensing causes a small
number of binaries to become tremendously magnified (to lower
distance modulus), but there is a lower limit to the amount of de-
magnification.

dark-energy equation of state in the two-parameter form [40]

w(z) = w0 + wa
z

(1 + z)
. (16)

We fit each data set to five cosmological parameters: the Hub-
ble constant H0 = h⇥100 km/s/Mpc, the dark-matter density
⌦m, the dark-energy density ⌦x, and the dark-energy phe-
nomenological parameters w0 and wa. As is standard in as-
sessing the power of proposed cosmology missions, we in-
clude a forecasted Planck CMB prior, which constrains the
angular diameter distance at z = 1080 to 0.01%, and con-
strains ⌦mh2 to 1% [41, 42].

Fig. 8 shows the resulting constraints on h and ⌦m, assum-
ing our fiducial population of binaries, and a 5-parameter fit to
the data. We find that BBO will measure the Hubble constant
to ⇠ 0.1%, even when marginalizing over two dark-energy
parameters. For comparison, the Hubble Key Project (one of
the major goals of the Hubble Space Telescope) arrived at a
value of 72 ± 8 km/sec/Mpc (> 10% error) for H0 [43]. It
is to be noted that, if we fit the data to a ⇤CDM model (e.g.,
setting w0 = �1 and wa = 0), we determine the Hubble con-
stant to ⇠ 0.025%. As recently emphasized in [44], precision
measurements of the Hubble constant can be a key component
of dark-energy studies; BBO would provide the most precise
measurement of H0 that has ever been contemplated.

In addition to the Hubble constant, BBO will directly con-
strain the dark-energy equation of state. Figure 8 shows the
BBO constraint on w0 and wa, for our fiducial binary sam-
ple, with the inclusion of Planck CMB priors. We find a
⇠ 0.01 constraint on w0 and a ⇠ 0.1 constraint on wa. We
note that we have not assumed a flat Universe in these fits,
nor do we incorporate any other cosmological measurements
(beyond Planck). For comparison, we consider the stage IV
dark-energy missions (supernovae, baryon acoustic oscilla-
tions, and weak lensing), as listed by the dark-energy task
force [45], representing the state of the art in future dark-
energy missions. The combination of all stage IV missions
improves the task-force figure of merit by a factor 8 to 15
with respect to stage II missions (see pp. 18–20 and pp. 77–
78 of [45]). For comparison, BBO finds an equivalent figure
of merit enhancement of ⇠ 100, roughly an order of magni-
tude better than all of the stage IV missions, combined. It is
also to be emphasized that there are still fundamental concerns
regarding possible systematic errors in all of the stage IV mis-
sions, and thus their combined figure of merit is undoubtedly
optimistic. As discussed above, we expect the systematic er-
rors associated with BBO measurements to be negligible, as
it should be possible to build BBO such that calibration errors
are much smaller than ⇠ 10�4.

B. Weak Gravitational Lensing and Growth of Structure

In addition to providing precision measurements of the fun-
damental cosmological parameters (H0, ⌦m, ⌦k, w0, and
wa), BBO will also directly measure the effects of gravita-
tional lensing, and thus place strong constraints on the pri-
mordial dark matter power spectrum, P (k), and the growth
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FIG. 8: Top: Measurement accuracy of the Hubble constant, h, and
the dark-matter density, ⌦m. The solid and dashed curves map the
1� and 2� contours, respectively. The red star denotes the true un-
derlying model. Bottom: Measurement accuracy of the dark-energy
equation-of-state parameters w0 and wa.

of structure. The growth of inhomogeneities is particularly
sensitive to gravity, and thus is a powerful way to constrain
theories that modify gravity as an alternative to assuming a
dark-energy component.

One of the most powerful ways to measure the growth of
density perturbations is through gravitational lensing shear
maps. This is done by observing the shapes of large numbers
(⇠ 109) of background galaxies, and measuring the subtle cor-
relations in the shapes of these galaxies due to the shear from
gravitational lensing. The shear power spectrum at any red-
shift is sensitive not only to the distances between observer,
lens, and source (and thus, to the dark energy component), but
also to the distribution of lenses. This lens distribution is a di-
rect measure of the dark matter power spectrum as a function
of redshift, which is in turn sensitive to the growth function of
perturbations, and thus the gravitational force.

BBO would provide definitive measurements of the gravi-
tational lensing convergence power spectrum, comparable to
state-of-the-art proposed measurements of the lensing shear
power spectrum. BBO measures an absolute luminosity dis-
tance to each of the ⇠ 105 binaries. The error on this mea-
surement is almost entirely dominated by the effects of grav-
itational lensing magnification. Once the average luminosity

distance–redshift relation is determined (as discussed in the
previous section), it is possible to measure the deviations from
the background relation. Because the intrinsic uncertainty
in the distance measured by BBO is negligible when com-
pared with lensing (see Fig. 5), each individual binary thus
becomes a direct measure of the gravitational lensing magni-
fication along the given line of sight. The population of bina-
ries thus provides a few times 105 individual measurements of
the magnification out to z ⇠ 3. By evaluating the two-point
correlation function of these magnification measurements, it
is possible to directly measure the convergence power spec-
trum (which is equivalent to the shear power spectrum; con-
vergence, , is related to magnification, µ, by µ = 1 + 2 in
the weak lensing limit). This approach has been discussed, for
the case of Type Ia supernova distance measurements, in [46].
Here we follow an identical approach, using binary standard
sirens instead of supernova standard candles. In our case each
individual distance measurement is at least an order of magni-
tude better, and we have an order of magnitude more sources,
even compared to the very ambitious supernova sample con-
sidered in [46]. We note that in what follows we focus on
the weak lensing power spectrum, and for simplicity neglect
strong lensing. The latter will be discussed in more detail in
Section IV C.

In the Introduction we provided a rough estimate that BBO
could measure weak lensing (WL) with SNR of ⇠ 2 ⇥ 103

for its NS-NS dataset and also ⇠ 2 ⇥ 103 for its BH-BH
dataset, for a total SNR of ⇠ 3 ⇥ 103. The JDEM design
has not yet been determined, and the WL capability of the
mission varies quite significantly over the range of possibili-
ties. The designs that are best-suited for WL measurements
contain ⇠ 5–6⇥ 108 pixels in the focal plane and would have
a goal of measuring galaxy ellipticities to ⇠ 0.1%, and thus
would require ellipticity correlation measurements on ⇠ 100
galaxies to measure the WL effect to SNR of order 1. (This is
because galaxies typically have intrinsic ellipticites ✏ ⇠ 0.3,
while the correlated ellipticity due to WL is a factor ⇠ 10
smaller, and SNR builds up as the square root of the number
of galaxies observed.) Ideally, JDEM would measure shear
for ⇠ 109 galaxies, covering ⇠ 104 deg2 on the sky, lead-
ing to a total SNR of ⇢SNe ⇠ 3000. We note that LSST is
expected to measure weak lensing for ⇠ 2 ⇥ 109 galaxies,
out to z = 3, over ⇠ 2 ⇥ 104 deg2, and is thus comparable
to the most optimistic space-based lensing missions. These
estimates of the power of weak lensing shear measurements
assume that systematic errors (including telescope distortion,
shear calibration, point-spread-function correction, and red-
shift calibration) can be beaten down to the ⇠ 0.1%, which is
quite optimistic (and far better than is currently possible) [47].

The two methods of measuring WL are rather different—
individual magnification measurements versus correlated el-
lipticity measurements—and a proper Fisher-matrix calcula-
tion is required to accurately compare the science yield from
either method. Such a calculation for BBO is now underway
and will be published in a follow-up paper. But, crudely, we
expect the ratio of cosmological parameter estimation errors
to be comparable to the ratio of SNRs for the two methods,
which is of order one, when BBO is compared to JDEM mis-
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FIG. 8: Top: Measurement accuracy of the Hubble constant, h, and
the dark-matter density, ⌦m. The solid and dashed curves map the
1� and 2� contours, respectively. The red star denotes the true un-
derlying model. Bottom: Measurement accuracy of the dark-energy
equation-of-state parameters w0 and wa.

of structure. The growth of inhomogeneities is particularly
sensitive to gravity, and thus is a powerful way to constrain
theories that modify gravity as an alternative to assuming a
dark-energy component.

One of the most powerful ways to measure the growth of
density perturbations is through gravitational lensing shear
maps. This is done by observing the shapes of large numbers
(⇠ 109) of background galaxies, and measuring the subtle cor-
relations in the shapes of these galaxies due to the shear from
gravitational lensing. The shear power spectrum at any red-
shift is sensitive not only to the distances between observer,
lens, and source (and thus, to the dark energy component), but
also to the distribution of lenses. This lens distribution is a di-
rect measure of the dark matter power spectrum as a function
of redshift, which is in turn sensitive to the growth function of
perturbations, and thus the gravitational force.

BBO would provide definitive measurements of the gravi-
tational lensing convergence power spectrum, comparable to
state-of-the-art proposed measurements of the lensing shear
power spectrum. BBO measures an absolute luminosity dis-
tance to each of the ⇠ 105 binaries. The error on this mea-
surement is almost entirely dominated by the effects of grav-
itational lensing magnification. Once the average luminosity

distance–redshift relation is determined (as discussed in the
previous section), it is possible to measure the deviations from
the background relation. Because the intrinsic uncertainty
in the distance measured by BBO is negligible when com-
pared with lensing (see Fig. 5), each individual binary thus
becomes a direct measure of the gravitational lensing magni-
fication along the given line of sight. The population of bina-
ries thus provides a few times 105 individual measurements of
the magnification out to z ⇠ 3. By evaluating the two-point
correlation function of these magnification measurements, it
is possible to directly measure the convergence power spec-
trum (which is equivalent to the shear power spectrum; con-
vergence, , is related to magnification, µ, by µ = 1 + 2 in
the weak lensing limit). This approach has been discussed, for
the case of Type Ia supernova distance measurements, in [46].
Here we follow an identical approach, using binary standard
sirens instead of supernova standard candles. In our case each
individual distance measurement is at least an order of magni-
tude better, and we have an order of magnitude more sources,
even compared to the very ambitious supernova sample con-
sidered in [46]. We note that in what follows we focus on
the weak lensing power spectrum, and for simplicity neglect
strong lensing. The latter will be discussed in more detail in
Section IV C.

In the Introduction we provided a rough estimate that BBO
could measure weak lensing (WL) with SNR of ⇠ 2 ⇥ 103

for its NS-NS dataset and also ⇠ 2 ⇥ 103 for its BH-BH
dataset, for a total SNR of ⇠ 3 ⇥ 103. The JDEM design
has not yet been determined, and the WL capability of the
mission varies quite significantly over the range of possibili-
ties. The designs that are best-suited for WL measurements
contain ⇠ 5–6⇥ 108 pixels in the focal plane and would have
a goal of measuring galaxy ellipticities to ⇠ 0.1%, and thus
would require ellipticity correlation measurements on ⇠ 100
galaxies to measure the WL effect to SNR of order 1. (This is
because galaxies typically have intrinsic ellipticites ✏ ⇠ 0.3,
while the correlated ellipticity due to WL is a factor ⇠ 10
smaller, and SNR builds up as the square root of the number
of galaxies observed.) Ideally, JDEM would measure shear
for ⇠ 109 galaxies, covering ⇠ 104 deg2 on the sky, lead-
ing to a total SNR of ⇢SNe ⇠ 3000. We note that LSST is
expected to measure weak lensing for ⇠ 2 ⇥ 109 galaxies,
out to z = 3, over ⇠ 2 ⇥ 104 deg2, and is thus comparable
to the most optimistic space-based lensing missions. These
estimates of the power of weak lensing shear measurements
assume that systematic errors (including telescope distortion,
shear calibration, point-spread-function correction, and red-
shift calibration) can be beaten down to the ⇠ 0.1%, which is
quite optimistic (and far better than is currently possible) [47].

The two methods of measuring WL are rather different—
individual magnification measurements versus correlated el-
lipticity measurements—and a proper Fisher-matrix calcula-
tion is required to accurately compare the science yield from
either method. Such a calculation for BBO is now underway
and will be published in a follow-up paper. But, crudely, we
expect the ratio of cosmological parameter estimation errors
to be comparable to the ratio of SNRs for the two methods,
which is of order one, when BBO is compared to JDEM mis-

1%	precision	on	w0	and	10%	on	wa		

Cutler	and	Holz	09	

wDE(a)=w0+wa(1-a)	
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may move to the harmonic space, and define the an-
gular power spectrum, bCsisj
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c.c.)/[2(2` + 1)], where bsi,`m is the spherical harmonic
coe�cient of the signal. Taking the ensemble average of
this, the power spectrum is theoretically expressed as
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Here, C��
` , C�

` , and C
` are the auto and cross angu-

lar power spectra of the number density fluctuations and
lensing convergence, given by hX`m(D
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`0m0(D

2

)i =
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` , with X and Y being either � or . The
information on the cosmic expansion and the growth of
structure is encapsulated in these power spectra. In
computing the above quantities theoretically, we need
to know the unlensed binary distribution n(D), which
is not the actual observable. At first order in � and ,
however, it can be estimated by averaging the observed
distribution over the entire sky.

Signal-to-noise ratio.— Feasibility to measure the
power spectrum largely depends on the noise properties
of bsi. One important noise is the measurement error of
the luminosity distance coming from the limited sensitiv-
ity of the GW detector. Let us denote this measurement
error for each source by ✏ = �D/D. For simplicity, we
assume that ✏ is the random Gaussian field with zero
mean, independently of the angular position, and it does
not correlate between di↵erent GW sources. The magni-
tude of the error ✏ does actually depend not only on the
detector sensitivity but also on how far each GW source
is. To estimate the expected size of ✏, we consider the
ET, and adopt the sky-averaged sensitivity in Ref. [24].
For each binary source, we assume the restricted 1.5 post-
Newtonian waveform, setting the spin parameter to zero.
Then, the size of the error ✏ is estimated as a function of
luminosity distance based on the Fisher matrix analysis
presented in Ref. [19].

Once we obtained the error ✏, we propagate it to the
noise of LSS-induced anisotropies as follows. Ignoring the
LSS e↵ects, the measured luminosity distance is given by
D = D(1 + ✏). This produces an error in the luminosity
distance of Eq. (2), as

� bdi(⌦) =
Z Dmax

i

Dmin
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dD {n(D)� n[D/(1 + ✏)]}

'
Z Dmax

i

Dmin

i

dDn0(D)D ✏+O(✏2) . (11)

On the other hand, the noise in the mean distance bdi,
obtained by further averaging bdi(⌦) over the entire sky,

FIG. 1: Angular auto-power spectra with expected 1� statis-
tical errors (top) and the cumulative SNR of the LSS-induced
anisotropies (bottom) with �` = 1. Assuming the three-year
observation with the ET, we divide measured luminosity dis-
tances into five contiguous bins with equal number of binary
sources. The angular power spectrum and SNR is then com-
puted, and plotted as a function of the maximum multipole,
`
max

. The dashed lines show the lensing contributions. The
vertical axis at ` = 100 corresponds to the angular resolution
of the ET while the resolution of DECIGO is approximately
` = 1000.

would be of the second order of ✏, and it can be ignored.
Thus, from Eq. (3), the noise in bs is estimated to be

�bsi(⌦) ' � bdi(⌦)/di. This produces a shot noiselike con-
tribution, and leads to a systematic o↵set in the power
spectrum, i.e., h bCsisj
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with �(D) being the rms of ✏ estimated based on the
Fisher matrix. The Ni is the mean number density of
GW sources per steradian at ith bin.
Note that the uncertainty coming from the above con-

tribution still remains nonvanishing even if we subtract
the mean value from the measured power spectrum, and
thus needs to be properly taken into account in the statis-
tical analysis. Hence, including further the uncertainty
coming from the cosmic variance, the cumulative signal-
to-noise ratio (SNR) for the LSS-induced anisotropies at
the ith bin bsi is defined by
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Note that the key inputs to determine SNR are �(D) and
p(D).

•  	exploit	clustering	of	NS	binaries	due		
	to	the	underlying	cosmological		
gravita*onal	poten*al		fluctua*ons	
	
•  LSS	also	induces	gravitaFonal	lensing	
à  Luminosity	distance	is	modified	

•  	This	would	be		a	method	that	does		
							not	require	redshiZ	informaFon	
							(i.e.	an	EM	counterpat)!		
	
	

Cosmological	applicaFons:	
-  e.g.,	primordial	non-Gaussianity,	can	reach	fNL=0.5!!	(now	Planck	error	is	5.7)	
-  Cross-correla*on	with	other	cosmological	probes	(CMB	lensing	and	weak	lensing		
						of	LSS	galaxy	surveys)	

Namikawa+,	2016	(see	also:	Bertacca,	Raccanelli,	N.B.,	Matarrese	‘17,	Laguna	et	al.	09;	Contaldi	‘16;	
																																			Dai	et	al.	‘16;	Bonvin	et	al.		‘16	for	related	issues).		



Ø  Data	from	interferometers	have	already	provided	useful	constraints.		
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FIG. 3. Two-dimensional posterior distributions for r and nt: the contours in the left (right) panel are obtained without (with) the
inclusion of NGW

e↵ . In both panels the red contour is the result for the “vanilla” ⇤CDM+ r+nt model, using the Planck + BKP dataset.
The corresponding 95%CL results for r and nt are reported in Tab. III.

FIG. 4. Two-dimensional posterior distributions for r and nt, using BK14 polarization data: the contours in the left (right) panel are
obtained without (with) the inclusion of NGW

e↵ . The corresponding 95%CL results for r and nt are reported in Tab. IV.

by the lost sensitivity of the angular spectra to variations
in nt.

Similarly to the previous case, the best bounds on
tensor parameters (r < 0.067, nt = 0.00+0.68

�0.91, both
at 95%CL) are obtained by the combination of CMB
anisotropies and direct detection experiments.

When we add the contribution NGW
e↵ to the e↵ective

number of degrees of freedom Ne↵ , Tab. III shows that
we obtain more stringent constraints on r and nt, while
we see from the right panel of Fig. 3 that the steep slope
of the posterior in the nt direction is reproduced (recall
Eqs. (12)). In particular we see that in this case, even
if we are using “just CMB information” (i.e. the e↵ect
of Ne↵ on CMB anisotropies only), we reach a constrain-
ing power comparable to or even better than CMB com-

bined with GW direct detection experiments. Of course,
by adding external astrophysical datasets (as BAO and
primordial Deuterium abundance) we obtain even tighter
bounds. Our best limits, obtained using Planck + BKP
+ EXT, are r < 0.080 and nt = �0.05+0.57

�0.80, both at
95%CL.

Also in this case, adding the BK14 dataset leads to
better constraints on r: we see from Tab. IV that con-
sidering the Planck + BK14 + EXT dataset we reach
r < 0.061 (95%CL).

G.	Cabass,	L.	Pagano	et	al.	2015	
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Primordial	GWs	from	infla4on		
Ø  Infla*on	predicts	a	stochas*c	background	of	gravita*onal	waves,	a	smoking-gun	
						of	infla*on:	they	are	the	result	of	quantum	mechanical	fluctua*ons	of	the	metric			
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SYNERGY	BETWEEN	CMB	AND	INTERFEROMETERS	
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From	M.C.	GuzzeF,	N.B.,	M.	Liguori,	S.	Matarrese,	``Gravita,onal	waves	from	Infla,on’’,	arXiv:1605.01615		
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6 Summary

In the following table we provide an overview of the main mechanisms of GW production which have
been investigated in the previous sections, that can take place during inflation and the preheating
period. In the first three columns we put in evidence the different physical origin of such mechanisms.
As illustrated up to here, the two ways for generating inflationary GW are vacuum oscillations of the
gravitational field and the presence of a source term in the GW equation of motion that leads to a
classical mechanism of GW production. In the first case the assumption that leads to different predic-
tions for the features of the GW power spectrum is the theory of gravity underlying the inflationary
model. In the second case, the form and the efficiency of the source terms are the discriminants for
the generated tensor modes. In the last two columns, following such a scheme, we organize the main
models we have investigated in the previous sections.

GW PRODUCTION Discriminant Specific discriminant Examples of specific models Produced GW

Vacuum oscillations

quantum fluctuations
of the gravitational

field stretched by the
accelerated expansion

theory of gravity

General Relativity
single-field slow-roll broad spectrum

all other models in GR broad spectrum

MG/EFT approach

G-Inflation broad spectrum

Potential-driven G-Inflation broad spectrum

EFT approach broad spectrum

Classical production

second-order GW
generated by the

presence of a source
term in GW equation

of motion

source term

vacuum inflaton fluctuations all models broad spectrum

fluctuations of extra scalar
fields

inflaton+spectator fields broad spectrum

curvaton broad spectrum

gauge particle production
pseudoscalar inflaton+gauge field broad spectrum

scalar infl.+pseudoscalar+gauge broad spectrum

scalar particle production scalar inflaton+ scalar field peaked

particle production during
preheating

chaotic inflation peaked

hybrid inflation peaked

Table 2: Summary of the main mechanisms of GW production during inflation and the preheating phase. In the
fourth column, the scenarios mainly investigated in the present work are reported as examples for each mentioned
case. They are discussed in the following sections respectively: “single-field slow-roll” section 2.3, “G-Inflation” sec-
tion 5.4.1, “Potential-driven G-Inflation” section 5.4.2, “EFT approach” section 2.4.2, “all models” section 3.1.1,
“spectator fields” section 3.2.2, “curvaton” section 3.2.1, “pseudoscalar inflaton+gauge field” section 3.3.2, “scalar
infl.+pseudoscalar+gauge” section 3.3.3, “scalar inflaton+scalar field” section 3.3.1, “chaotic inflation” section 4.1.1,
“hybrid inflation” section 4.1.2. To clarify the notation: “EFT approach” refers to all models encoded in the generic
action used in the EFT approach to inflation. “Broad spectrum” means that a power spectrum, broad on a large range
of scales is expected, while “peaked” indicates a signal peaked on a narrow range of frequencies.

7 The issue of the quantum to classical transition for infla-

tionary perturbations

According to the inflationary model, the seeds of perturbations present at last scattering are quantum
fluctuations of the scalar field that has driven the accelerated expansion and of the gravitational field.
Up to now, this is the only physical model where theoretical predictions coming from a simultaneous
use of General Relativity and quantum mechanics, are testable, in principle, by observations. There-
fore inflationary physics reveals itself as a framework where fundamental questions about quantum
mechanics and cosmology arise too. In facing such basic issues, inflationary GW play a significant

52

ü  	A	detec*on	of	GW	would	not	by	itself	determine	the	precise	mechanism	genera*ng	the	the	tensor	modes	
	
ü  In	addi*on	to	the	standard	quantum	vacuum	amplifica*on	of	tensor	perturba*ons		on	cosmological	scales	

various	mechanisms	exist	that	produce	during	infla*on	(or	immediately	aoer	infla*on)	a	classical	background	
of	gravitaFonal	waves.	

		
ü  Case	studies	have	been	proposed	in	``Science	with	the	space-based	interferometer	LISA.	IV:		Probing	inflaFon	

with	gravitaFonal	waves’’	,	N.B.,	C.	Caprini,	V.	Domcke,	D.	Figueroa,		J.	Garcia-Bellido,	M.	C.	Guzze�.	et	al.	
(including		M.Liguori	&	S.	Matarrese)	

			
																				

From		
M.C	GuzzeF,	N.B.,	M.	Liguori,		
S.	Matarrese,		
``Gravita,onal	waves	from	
	Infla,on’’,	arXiv:1605.01615		



Conclusions	
•  A	new	era		of	gravita*onal	wave	astronomy	(and	mul*messenger	physics)	

has	just	started!		
	
•  The	consequences	of	GW170817	for	cosmology	are	(up	to	now)	

impressive:	different	classes	of	modified	gravity	models	(proposed	as	dark	
energy)	have	been	ruled	out	in	just	one	day!		

	
•  Improving	the	precision	on	H0	using	standard	sirens	can	be	very	

interes*ng	to	be|er	understand	the	present	(slight)	tension	on	H0	
measurements.		

	
•  The	future	is	bright:	a	new	branch	of	high-precision	cosmology		might	

start,	with	very	exci*ng	new	ideas	and	new,	alterna*ve	observables	to	
inves*gate	the	universe,	from	low-redshio	up	the	very	first	moments	of	
the	universe	(infla*on).		



H0	and	Number	of	rela4vis4c	species		
•  Combining	Planck	TT	with	a	gaussian	prior	73	±	1.8	Km/s/Mpc	

as	from	Riess+	16,	in	LCDM+Neff	model	H0	prior	pushes	Neff	
high,	but		

-  Planck	χ2	worsens	when	combining	with	Riess	both	in	LCDM	
and	LCDM+Neff	model,	high	Neff		

-  This	is	because	for	Planck	alone,	even	in	LCDM+Neff	
H0=68+-2.8,	i.e.	the	tension	is	s*ll	at	the	2.4σ	level	

•  A	modifica*on	of	the	early-*me	physics	to	include	a	
component	of	dark	radia*on	with	an	effec*ve	number	of	
species	Neff~	0.4	would	reconcile	the	CMB-inferred	
constraints,	and	the	local	H0	and	standard	ruler	
determina*ons.	The	inclusion	of	the	“preliminary”	high-l	
Planck	CMB	polarisa*on	data	disfavours	this	solu*on.		

	


