
Latest	  DarkSide	  
Results	  	  
Marco	  Rescigno	  INFN/Roma1	  
For	  the	  DarkSide	  collabora;on	  



Outline	  
•  DarkSide-‐50	  (DS50)	  detector	  concept	  	  
•  Recent	  results:	  
•  Blind	  analysis	  of	  532	  live	  days	  of	  Underground	  Argon	  data	  (S1+S2),	  
target	  high	  mass	  WIMP	  

•  Low	  mass	  DM	  searches	  interac;ve	  through	  electron	  or	  nuclear	  
recoils	  with	  a	  ioniza;on	  only	  measurement	  (S2-‐only)	  

•  Future	  DarkSide	  program:	  
•  DS-‐proto	  
•  DarkSide-‐20k	  	  

•  Conclusions	  
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DarkSide-‐50	  	  
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1,000	  tonnes	  of	  ultrapure	  water	  
instrumented	  with	  80	  photomul;plier	  
tubes	  as	  Cherenkov	  veto	  for	  cosmic	  rays.	  
	  4-‐m	  diameter	  liquid	  scin;llator	  	  sphere	  
equipped	  with	  120	  photomul;plier	  
tubes	  as	  a	  high-‐efficiency	  neutron	  veto.	  

35.6	  height	  diameter	  x	  35.6	  cm	  height	  TPC	  
46.4	  Kg	  of	  Ac;ve	  Liquid	  Argon	  
	  
Filled	  with	  Low	  Radioac;vity	  Argon	  (150	  Kg	  
total)	  tapped	  from	  underground	  C02	  wells	  
in	  Cortez,	  CO	  (UAr)	  
	  
Viewed	  by	  38	  Hamamatsu	  R11065	  PMT	  
	  



Two	  Phase	  (LAr)	  TPC	  

THE TIME-PROJECTION CHAMBER (TPC)

THE PAST, PRESENT, AND FUTURE OF DARK MATTER
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Two	  Phase-‐TPC	  >iducialization	  
method	  	  
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Dual	  phase	  TPC	  
allow	  	  precision	  
fiducializa;on	  
in	  Z	  (mm	  
resolu;on)	  if	  
both	  S1	  and	  S2	  
is	  measured	  

Only	  x-‐y	  
fiducializa;on	  
possible	  for	  
analysis	  relying	  
only	  on	  S2	  
signal	  



ER	  rejection	  using	  PSD	  in	  LAr	  
•  Bkg	  rejec;on	  in	  LAr	  based	  
on	  S1	  pulse	  shape	  

•  Light	  emieed	  from	  Ar2+	  
dimers	  triplet	  103	  ;mes	  
slower	  than	  singlet.	  	  

•  Triplet	  vs	  singlet	  
excita;on	  depends	  on	  
par;cle	  type	  

•  Bkg	  rejec;on	  >107	  
reached	  in	  DS50	  with	  
atmospheric	  argon	  target	  

•  DEAP-‐3600	  projects	  >1010	  
rejec;on	  

•  Xenon	  bkg	  rejec;on	  
based	  on	  S2/S1	  ra;o,	  
limited	  to	  few	  103	  
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Figure 4: Distribution of the events in the scatter plot of S1 vs. f90 after all quality and physics cuts.
Shaded blue with solid blue outline: dark matter search box in the f90 vs. S1 plane. Percentages
label the f90 acceptance contours for nuclear recoils drawn connecting points (shown with error
bars) determined from the corresponding SCENE measurements.

systematic uncertainty of each. The final cuts, on minimum and maximum S1
and f90, define the WIMP search region and are discussed below.

10. WIMP Search

The total exposure (fiducial volume ⇥ livetime ⇥ acceptance) remaining
after all cuts prior to the WIMP search box is (1422 ± 67) kg d. The distribu-
tion of the remaining events in the scatter plot of f90 vs. S1 after all quality
and physics cuts is shown in Fig. 4. There are 1.5 ⇥ 107 events in this plot,
dominated by 39Ar decays.

This distribution was studied by dividing the events into 5 PE-wide slices
in S1 and fitting the resulting distributions with an approximate, analytical
statistical model of f90 introduced in Ref. [44] and used in Ref. [45] to char-
acterize the f90 distribution in LAr of a large statistics (1.7 ⇥ 107) sample of
g-ray-scatters. The important parts of the model are the contributions to the
variances of the prompt and late charges (in PE) that determine f90. The
largest contributions are from the photoelectron Poisson statistics, given by
the mean charges themselves. The variance of the SPE charge distribution
itself is also known – it is determined as part of the SPE calibration. The
remaining variance is parametrized empirically by two terms: a term propor-
tional to the charge that applies to both the prompt and late charges and, for
the late charge, a constant term to represent contributions including electronic
noise. (The variance of the prompt charge due to electronic noise is found to
be negligible.) With the measured variance of the f90 distribution in each slice
used to constrain the constant term in terms of the other contributions, the

20
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Fig. 33. Leakage probability for simulated electromagnetic interactions. Prompt and 
late PE are drawn from distributions mimicking the analytic model discussed, in- 
cluding all sources of noise, with parameter values from the underground dataset 
(grey). In the second simulation (green), PMT counts are additionally drawn from a 
spectrum of high F prompt Čerenkov events, which was generated with a full Geant4 
simulation of the detector. This results in an increased leakage probability above 
a certain F prompt , as observed in the data. Simulated curves have the statistics 
of ∼ 1 at 10 −12 . Based on the simulated spectrum we expect 1.9 events above 
Fprompt = 0.65, while no events are observed (excluding the outlier at F prompt ! 0.78, 
which is most likely unrelated to 1.27 MeV γ ’s, as explained in Section 4.4 ). The 
probability of such an occurence is 15%. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this ar- 
ticle.) 

Fig. 34. Systematic uncertainties on the model P leak distribution from Fig. 32 , for 
V1720 data taken at SNOLAB (grey bold line). Drawn in orange dash-dot and in- 
distinguishable from the former is the model using the measured energy spectrum 
in the convolution. The blue dotted lines show uncertainty due to 10% shift in the 
spe charge calibration when keeping all other model parameters the same. The pur- 
ple dash-dot line is drawn using the same parameter values as the nominal model 
(grey line) but no prompt or late offset, and a running mean F prompt value, behaving 
as shown Fig. 24 top, instead. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

At 0.65 F prompt these systematic effects change the leakage 
probability by about an order of magnitude in either direction. 
6. Dark matter sensitivity of a tonne-scale detector 

In the previous section we demonstrated that the analytic 
model based on Eq. (14) adequately describes the data from the 
DEAP-1 detector in the region of F prompt relevant for leakage of 
electromagnetic events into the nuclear recoil region, after adding 
source-induced pileup effects by Monte Carlo simulation. 

Using the model but not the source-induced pileup contribu- 
tion, we next estimate the expected discrimination power in liq- 
uid argon versus energy threshold assuming a large target mass 
detector. We have designed DEAP-3600, a large spherical detec- 

Fig. 35. Leakage estimation at 120 to 240 PE for a detector with 255 PMTs and 
8 PE/keV ee light yield (15–30 keV ee energy window). The underlying energy spec- 
trum is that of the 39 Ar beta decay, PE counting is assumed to be accurate, and the 
energy dependence of the mean of the F prompt distribution is taken from [38] . The 
solid line shows the analytic model without SPE or electronics noise, and the dot- 
ted line has the same SPE noise as the DEAP-1 measurement, but electronics noise 
per PMT is reduced to account for better read-out electronics and then scaled up 
to 255 PMTs. The dashed line was generated with a toy simulation following the 
logic of the analytic model and also assuming anticorrelation from binomial parti- 
tion between prompt and late scintillation photons at a fixed energy. The window 
noise is taken from the DEAP-1 measurement. Nuclear recoil acceptance median is 
taken from the SCENE measurement [14] and corrected for differences in integra- 
tion window definitions. 
tor consisting of 255 PMTs surrounding a spherical target with a 
mass of 3600 kg of liquid argon [39] . Geant4 simulations bench- 
marked against the light yield in the DEAP-1 detector predict that 
in this geometry a light yield of approximately 8 PE/keV ee could 
be achieved. Assuming the detector is constructed of clean ma- 
terials and appropriately shielded so that genuine nuclear recoil 
backgrounds have been mitigated, the dominant detector back- 
ground in argon will be from β decays of 39 Ar. Argon that is con- 
densed from the atmosphere is known to contain cosmogenically- 
produced 39 Ar, with a rate of decays of approximately 1 Bq per kg 
[9] . 

Since the model developed does not describe the data per- 
fectly, and several of the input parameters will be different in the 
large detector, we calculate model predictions for the large de- 
tector using conservative estimates. The P leak distribution given by 
Eq. (20) is shown in Fig. 35 with the binomial probability cen- 
tred at p̄ = 8 / 40 , corresponding to 8 PE/keV ee light yield, for the 
energy region of 15–30 keV ee . We use the 39 Ar energy spectrum 
in the energy convolution, and assume correct PE counting, i.e. 
the prompt and late-PE offsets are zero. To conservatively include 
a possible upturn in the true mean of the F prompt distribution at 
lower energies, we implemented the energy dependence of mean 
F prompt as observed in [38] . The leakage is calculated for the fol- 
lowing cases: (a) assuming that SPE identification and counting 
analysis will make the electronics and SPE noise negligible, (b) 
using a simple DEAP-1 style charge division method for SPE cal- 
ibration, i.e. the same SPE noise, with the electronics noise val- 
ues from the DEAP-1 V1720 underground dataset scaled up to 255 
PMTs (summed in quadrature), and late noise reduced by a fac- 
tor of 6 to account for low-noise electronics and, additionally, (c) 
as an extreme case meaningful for a high light yield detector, a 
toy simulation discussed earlier in Section 5.1.4 was extended to 
include Fano fluctuations in the total number of scintillation pho- 
tons as well as a binomial fluctuation between the initial number 
of prompt and late scintillation photons, effectively adding max- 
imal anticorrelation between both populations at a fixed energy 
(see A.4 for details). The window noise σw was in each case taken 
from the DEAP-1 model. 



DS50	  UAr	  data	  set	  (>800	  life	  days)	  	  

DS-50	–	UAr	Summary	of	data	taking	
Overall	accounted	Data:	

LifeTime≈	840	days	

High	Trigger	Efficiency	

LT	vs	Start	Time	of	Data	Taking	

Reduction	 in	 trigger	 efficiency	 are	 due	 to	
system	maintenace,	DAQ	crashes,	
PMTs	shut	downs,	and	problems	to	be	fixed…	
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Analyzed	  S2	  only	  data-‐set	  

100	  d	  

70	  live	  	  
days	  

532	  live	  days	  

Analyzed	  S1+S2	  data-‐set	  

500	  d	  

PRD	  93,	  081101(R)	  (2016)	
 arxiv:1802.07198	  arxiv:1802.06998	  arxiv:1802.06994	  



S1+S2	  ANALYSIS	  	  
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First	  blind	  analysis	  of	  UAr	  data	  
	  

8

1

10

210

310

410

510

0 100 200 300 400 500 600
S1 [PE]

0

0.2

0.4

0.6

0.8

1

90f

FIG. 3. f
90

vs. S1 showing the blinding box (red) applied
to the Ref. [15] data set.

2 ✓ 10�5.

The blinding box is shown in Fig. 3, superimposed
on the (open, published) data set from Ref. [15] be-
fore any analysis cuts. The blinding box is designed
to be larger than any expected final WIMP-search
box and to be just outside the main ER band. It
is applied to all events, even those that fail major
analysis cuts (single-pulse events, events with mul-
tiple S2’s, etc.). The factor of 2 ✓ 10�5 was chosen
to have enough fluctuations to obscure the count-
ing of possible candidate events in the final analysis
stages, where it was anticipated that the number of
candidates might be small or zero as successive test
regions were opened.

Later in the analysis, when successive opening of
test regions were being performed, a fully unblinded
SLAD was produced and kept in a locked directory.
The Blinding Module operated on this unblinded
SLAD and produced a blinded SLAD for analyzers
to study. This allowed rapid production of new open
regions without the need for full darkart reprocess-
ing of the raw data.

Blinded events appear in the output files, but with
all TPC data except the event ID, timestamps, and
the livetime associated with the event set to �1.

Besides the events outside the blinding box, open
data available to analyzers included the large AAr
data set [4], the initial 70.9 live-days UAr data set
[15], laser calibration data, and all data from cam-
paigns with calibration sources present.

We anticipated that we would open sections of the
blinded data outside of the WIMP search region as
the analysis developed. This was initially to pro-
vide samples enriched in particular backgrounds for
study, and later, when the background predictions
were mature, to test the predictions. Several such
openings, described below, were performed before
the final box opening.

V. BACKGROUND ESTIMATION AND
REJECTION

The goal of the blind analysis is to design a set of
criteria that rejects background to acceptable lev-
els without inspection of potential WIMP-candidate
events, that is, events in the final search region
(the “box”, which has to be designed as part of
the analysis procedure). We choose 0.1 event of ex-
pected background as our “acceptable level,” giving
a < 10% Poisson probability of seeing one or more
background events in the search box.

The major parts of the blind analysis are 1) de-
veloping the ability to make reliable predictions for
surviving background in the box, and 2) designing
analysis cuts that reduce this predicted background
to the chosen level. As in earlier DarkSide-50 anal-
yses, the initially-dominant ER background and the
power of LAr PSD suggest an analysis structured
around the f

90

vs. S1 distribution. We thus choose
the design of the f

90

vs. S1 box as the final analysis
step, after all other cuts are defined. It was clear
from early in the analysis that this box would be
determined by the mixed scintillation+Cherenkov
background described in Sec. III C, hints of which
had already appeared in Ref. [15].

We began with the set of analysis cuts developed
for earlier analyses [4, 15]. Some of these cuts were
modified for this analysis, and some new ones were
developed. We introduce the cuts here, following the
order of Tab. V. The motivations for some of the new
cuts will be elaborated on in the sections describing
the relevant background studies.

We applied event quality selection criteria requir-
ing: all TPC channels are present in the event,
baselines for the digitized waveforms are successfully
found in all TPC channels, the event occurs at least
400 µs after the end of the inhibit window of the
previous trigger (that is, at least 1.35ms after the
previous trigger), and the event has a valid GPS-
timestamp-matched veto event.

Neutrons are vetoed by signals in the LSV and
WCV in five categories. A WCV signal of >400 PE
or an LSV signal of > 2000 PE, integrated over
the full 200 µs acquisition window, vetos cosmogenic
muons. The LSV-prompt cut, targeting the ther-
malization of neutrons, rejects events with >1PE
in the interval [-50,250] ns relative to the LAr TPC
trigger time. The LSV-delayed cut, targeting neu-
tron captures, rejects events with > 6 PE in a 500-
ns sliding window covering [0,189.5] µs after a TPC
interaction. This interval can be compared to the
capture lifetime of 22 µs in the boron-loaded liq-
uid scintillator. The LSV-pre-prompt cut, target-
ing early signals associated with neutrons, rejects
events with >3 PE in a 500 ns sliding window cover-

•  Design	  of	  an	  analysis	  delivering	  a	  signal	  region	  with	  
less	  than	  0.1	  bkg	  events	  expected	  
•  Use	  data	  driven	  measurement	  and	  methods	  to	  iden;fy	  and	  
reduce	  background	  sources	  

•  First	  use	  of	  radial	  fiducializa;on	  in	  addi;on	  to	  the	  usual	  in	  Z	  
•  Extensive	  external	  sources	  campaign	  to	  calibrate	  detector	  
response	  and	  efficiencies	  	  
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arxiv:1802.07198	  

Ini;al	  blind	  region	  
shown	  with	  data	  
from	  the	  first	  UAr	  
publica;on:	  
PRD	  93,	  
081101(R)	  (2016)	

	  



DS50	  Background	  modeling	  

zero-field TPC photoelectron yield with UAr at the 83mKr
peak energy is ð8.1" 0.2Þ PE=keV, 2% higher than that
quoted in Ref. [6], due to small changes in the baseline
finding and pulse identification algorithms.
Figure 1 compares the UAr and AAr data of the S1 pulse

integral spectrum. A z cut (residual mass of ∼34 kg) has
been applied to remove γ-ray events from the anode and
cathode windows. Events identified as multiple scatters or
coincident with a prompt signal in the LSV have also been
removed. To compare the ER background from UAr with
that from AAr, a GEANT4 [18,19] MC simulation of the
DarkSide-50 LAr TPC, LSV, and WCV detectors was
developed. The simulation accounts for material properties,
optics, and readout noise and also includes a model for LAr
scintillation and recombination. The MC is tuned to agree
with the high statistics 39Ar data taken with AAr [6]. A
simultaneous MC fit to the S1 spectrum taken with field off
(see Fig. 6 in Appendix A), S1 spectrum with field on, and
the z-position distribution of events, determines the 39Ar
and 85Kr activities in the UAr to be ð0.73" 0.11Þ mBq=kg
and ð2.05" 0.13Þ mBq=kg, respectively. The fitted 39Ar
and 85Kr activities are also shown in Fig. 1. The uncer-
tainties in the fitted activities are dominated by systematic
uncertainties from varying fit conditions. The 39Ar
activity of the UAr corresponds to a reduction by a factor
of ð1.4" 0.2Þ × 103 relative to AAr. This is significantly
beyond the upper limit of 150 established in [12].
An independent estimate of the 85Kr decay rate in UAr is

obtained by identifying β-γ coincidences from the 0.43%
decay branch to metastable 85mRb with mean lifetime
1.46 μs. This method gives a decay rate of 85Kr via
85mRb of ð33.1" 0.9Þ events=d in agreement with the
value ð35.3" 2.2Þ events=d obtained from the known
branching ratio and the spectral fit result. The presence

of 85Kr in UAr is unexpected. We have not attempted to
remove krypton from the UAr, although cryogenic distil-
lation would likely do this very effectively. The 85Kr in UAr
could come from atmospheric leaks or from natural fission
underground, which produces 85Kr in deep underground
water reservoirs at specific activities similar to those of
39Ar [20].
As in Ref. [6], we determine the nuclear recoil energy

scale from the S1 signal using the photoelectron yield of
NRs relative to 83mKr measured in the SCENE experiment
[21,22], and the zero-field photoelectron yield for 83mKr
measured in DarkSide-50. An in situ calibration with an
AmBe source was also performed, allowing a check of the
f90 medians obtained for NRs in DarkSide-50 with those
scaled from SCENE, as shown in Fig. 2. Contamination
from inelastic or coincident electromagnetic scattering
cannot easily be removed from AmBe calibrations, so
we still derive our NR acceptance from SCENE data where
available.
High-performance neutron vetoes are necessary to

exclude NR events due to radiogenic or cosmic-ray-
produced neutrons from the WIMP search. In the AAr
exposure [6], the vetoing efficiency of the LSV was limited
to 98.5" 0.5% by dead-time considerations given the
∼150 kBq of 14C in the scintillator, resulting from the
unintended use of trimethylborate (TMB). For the UAr
data set, the LSV contains a scintillator mixture of low-
radioactivity TMB from a different supplier at 5% con-
centration by mass. As a result, the 14C activity in the LSV
scintillator is now only ∼0.3 kBq.
Neutron capture on 10B in the scintillator occurs with a

22 μs lifetime through two channels [13,23]:

FIG. 1. Live-time normalized S1 pulse integral spectra from
single-scatter events in AAr (black) and UAr (blue) taken with
200 V=cm drift field. Also shown are the 85Kr (green) and 39Ar
(orange) levels as inferred from a MC fit. Note the peak in the
lowest bin of the UAr spectrum, which is due to 37Ar from
cosmic-ray activation. The peak at ∼600 PE is due to γ-ray
Compton backscatters.

FIG. 2. f90 NR median vs S1 from a high-rate in situ AmBe
calibration (blue) and scaled from SCENE measurements (red
points). Grey points indicate the upper NR band from the AmBe
calibration and lower ER band from β-γ backgrounds. Events in
the region between the NR and ER bands are due to inelastic
scattering of high-energy neutrons, accidentals, and correlated
neutron and γ-ray emission by the AmBe source.

RESULTS FROM THE FIRST USE OF LOW … PHYSICAL REVIEW D 93, 081101(R) (2016)

081101-3
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the PMTs installed in DarkSide-50, but rather only
a single measurement of three R11065s from early
production batches.

For this reason, activities in the PMTs are esti-
mated by fitting a reconstructed TPC energy spec-
trum [16, 17] against spectra generated by Monte
Carlo from activities in various detector locations.
Since the actual construction materials used for the
cryostat components (stainless steel body, flanges,
nuts, bolts, pipes/feedthroughs, Viton o-ring, multi-
layer insulation) were assayed, their respective activ-
ities in the fitting process were fixed to the measured
values. The 39Ar and 85Kr in the LAr were fixed to
their values as reported in [15], with the 85Kr cor-
rected for its decay since that measurement.

The PMT activities considered are 60Co, 40K,
232Th, 235U, 238U (allowing secular equilibrium to
be broken, with 226Ra as the top of the lower chain).
The main sources of radioactivity in the PMTs are
the borosilicate glass stem at the back of the PMT,
the ceramic insulators supporting the dynodes, and
the Kovar casing. Comparing the results of assays of
the ceramic insulators, a Kovar casing, and various
models of whole R11065 PMTs, the fraction of each
activity in each PMT component was inferred, and
we fit the summed PMT activities assuming these
fractions.

The fit was done iteratively, estimating the PMT
activities by taking advantage of certain high energy
�-rays unique to some of the various decay chains.
232Th activity in the PMT is estimated first, by fit-
ting around the 2.6 MeV 208Tl peak, where the con-
tribution from the other decay chains is low. 232Th
activity is then fixed at the fitted rate, and 238U
lower chain (238U

lower

) activity is estimated by fit-
ting around its 1.76 MeV 214Bi peak, and so on.
The 235U and the 238U upper chain (238U

upper

) ac-
tivities are fitted with one free parameter to pre-
serve their natural abundance ratio. The activity
estimates from this fitting are presented in Tab. I;
the resulting energy spectrum is shown Fig. 2. We
note that leaving 85Kr and 39Ar free in the fitting
along with 235U and 238U

upper

returns significantly
di↵erent rate estimates for these four decay chains;
however, switching between the rates so-obtained
and those presented in Tab. I has no impact on the
predicted background in the WIMP search region.
Note as well that while the WIMP-search region is
far to the left in Fig. 2, Cherenkov radiation comes
from the high energy �-rays, and neutrons from the
high energy ↵’s, from the thorium and lower ura-
nium chains, fitted to the right side of the plot.

Uncertainties on the PMT background activities
are estimated by considering the uncertainty on
their corresponding measured cryostat activities. In
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FIG. 2. Measured �-ray spectrum in TPC (dark green)
with total from fit (dark blue) including cryostat activ-
ity (light blue) fixed to assayed values and fitted PMT
activities (see legend). The energy scale is the combined
S1-S2 ER energy scale (see text).

TABLE I. TPC component activities, estimated by fit-
ting 232Th

PMT

, 238Ulower

PMT

, 40K
PMT

, and 60Co
PMT

in se-
quence, followed by 235U

PMT

, 238U
upper

PMT

while 85Kr and
39Ar are fixed at their measured rates as reported in [15].
Cryostat activities (

c

) are summed across all cryostat lo-
cations, and fixed at their respective measured rates from
assays. PMT activities (

p

) are summed across all PMT
locations, and across all 38 tubes.

Source Activity [Bq] Source Activity [Bq]
232Th

p

0.277±0.005 232Th
c

0.19±0.04
40K

p

2.74±0.06 40K
c

0.16+0.02�0.05
60Co

p

0.15±0.02 60Co
c

1.4±0.1
238Ulow

p

0.84±0.03 238Ulow

c

0.378+0.04�0.1
238Uup

p

4.2±0.6 238Uup

c

1.3+0.2�0.6
235U

p

0.19±0.02 235U
c

0.045+0.007�0.02
85Kr 1.9±0.1 mBq/kg 39Ar 0.7±0.1 mBq/kg

particular, the uncertainties on 60Co, 40K, 232Th,
and 238U

lower

—the main contributors to Cherenkov
background due to their high energy �’s—are esti-
mated to be <13%.

IV. BLINDING SCHEME

We performed a blind analysis on the 532.4-
live-day data set. This means that candidate se-
lection/background rejection was designed without
knowledge of the number or properties of events in
the final search region. Blindness was imposed by
a “Blinding Module,” initially installed in darkart,
which is the only code in regular use for reading
raw TPC data. In the initial blindness scheme, used
through most of the analysis, details of two cate-
gories of events were hidden from users. The first
category consists of events with S1 and f

90

falling
within the “blinding box” defined in f

90

vs. S1,
described below, and the second category consists
of events randomly chosen with a probability of
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the PMTs installed in DarkSide-50, but rather only
a single measurement of three R11065s from early
production batches.

For this reason, activities in the PMTs are esti-
mated by fitting a reconstructed TPC energy spec-
trum [16, 17] against spectra generated by Monte
Carlo from activities in various detector locations.
Since the actual construction materials used for the
cryostat components (stainless steel body, flanges,
nuts, bolts, pipes/feedthroughs, Viton o-ring, multi-
layer insulation) were assayed, their respective activ-
ities in the fitting process were fixed to the measured
values. The 39Ar and 85Kr in the LAr were fixed to
their values as reported in [15], with the 85Kr cor-
rected for its decay since that measurement.

The PMT activities considered are 60Co, 40K,
232Th, 235U, 238U (allowing secular equilibrium to
be broken, with 226Ra as the top of the lower chain).
The main sources of radioactivity in the PMTs are
the borosilicate glass stem at the back of the PMT,
the ceramic insulators supporting the dynodes, and
the Kovar casing. Comparing the results of assays of
the ceramic insulators, a Kovar casing, and various
models of whole R11065 PMTs, the fraction of each
activity in each PMT component was inferred, and
we fit the summed PMT activities assuming these
fractions.

The fit was done iteratively, estimating the PMT
activities by taking advantage of certain high energy
�-rays unique to some of the various decay chains.
232Th activity in the PMT is estimated first, by fit-
ting around the 2.6 MeV 208Tl peak, where the con-
tribution from the other decay chains is low. 232Th
activity is then fixed at the fitted rate, and 238U
lower chain (238U

lower

) activity is estimated by fit-
ting around its 1.76 MeV 214Bi peak, and so on.
The 235U and the 238U upper chain (238U

upper

) ac-
tivities are fitted with one free parameter to pre-
serve their natural abundance ratio. The activity
estimates from this fitting are presented in Tab. I;
the resulting energy spectrum is shown Fig. 2. We
note that leaving 85Kr and 39Ar free in the fitting
along with 235U and 238U

upper

returns significantly
di↵erent rate estimates for these four decay chains;
however, switching between the rates so-obtained
and those presented in Tab. I has no impact on the
predicted background in the WIMP search region.
Note as well that while the WIMP-search region is
far to the left in Fig. 2, Cherenkov radiation comes
from the high energy �-rays, and neutrons from the
high energy ↵’s, from the thorium and lower ura-
nium chains, fitted to the right side of the plot.

Uncertainties on the PMT background activities
are estimated by considering the uncertainty on
their corresponding measured cryostat activities. In
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FIG. 2. Measured �-ray spectrum in TPC (dark green)
with total from fit (dark blue) including cryostat activ-
ity (light blue) fixed to assayed values and fitted PMT
activities (see legend). The energy scale is the combined
S1-S2 ER energy scale (see text).

TABLE I. TPC component activities, estimated by fit-
ting 232Th

PMT

, 238Ulower

PMT

, 40K
PMT

, and 60Co
PMT

in se-
quence, followed by 235U

PMT

, 238U
upper

PMT

while 85Kr and
39Ar are fixed at their measured rates as reported in [15].
Cryostat activities (

c

) are summed across all cryostat lo-
cations, and fixed at their respective measured rates from
assays. PMT activities (

p

) are summed across all PMT
locations, and across all 38 tubes.

Source Activity [Bq] Source Activity [Bq]
232Th

p

0.277±0.005 232Th
c

0.19±0.04
40K

p

2.74±0.06 40K
c

0.16+0.02�0.05
60Co

p

0.15±0.02 60Co
c

1.4±0.1
238Ulow

p

0.84±0.03 238Ulow

c

0.378+0.04�0.1
238Uup

p

4.2±0.6 238Uup

c

1.3+0.2�0.6
235U

p

0.19±0.02 235U
c

0.045+0.007�0.02
85Kr 1.9±0.1 mBq/kg 39Ar 0.7±0.1 mBq/kg

particular, the uncertainties on 60Co, 40K, 232Th,
and 238U

lower

—the main contributors to Cherenkov
background due to their high energy �’s—are esti-
mated to be <13%.

IV. BLINDING SCHEME

We performed a blind analysis on the 532.4-
live-day data set. This means that candidate se-
lection/background rejection was designed without
knowledge of the number or properties of events in
the final search region. Blindness was imposed by
a “Blinding Module,” initially installed in darkart,
which is the only code in regular use for reading
raw TPC data. In the initial blindness scheme, used
through most of the analysis, details of two cate-
gories of events were hidden from users. The first
category consists of events with S1 and f

90

falling
within the “blinding box” defined in f

90

vs. S1,
described below, and the second category consists
of events randomly chosen with a probability of

39Ar	  emits	  β-	  	  
Ac;vity	  in	  atmospheric	  Argon	  
~1	  Bq/Kg	  	  
Reduced	  by	  	  a	  factor	  1400	  	  
using	  Argon	  from	  
underground	  sources	  	  
85Kr	  also	  found	  in	  the	  tapped	  
source	  

X	  1/1400	  
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FIG. 5. Neutron candidates in the Veto Prompt Tag
sample.

the prompt signal required for the VPT. The modi-
fied LSV-delayed cut used LSV cluster-finding [6] to
identify veto hits. To count as a likely neutron cap-
ture signal, the cluster was required to be >200 ns
after the veto prompt interval, to have a relation
between number of PMTs contributing and integral
di↵erent from that observed in afterpulses, and to
have an integral >100 PE. The neutron e�ciency
for this restricted capture signal was calculated from
241Am13C data to be ⇥0.79, with most of the inef-
ficiency coming from loss of the signal from the 10B
↵-only capture, escape into the cryostat of the �-ray
from the 10B ↵+ � capture, and from the minimum
capture time (to be compared to the mean capture
time of 22 µs [6]). Note that none of these complica-
tions or e�ciency losses apply to the actual neutron
vetoing in the WIMP search, which is done with
simple integrals over regions-of-interest. The accep-
tances of the WIMP search veto cuts are presented
in Tab. V.

The selected neutron candidate events are shown
in Fig. 5, where we label as “Cosmogenic” those
neutron candidates from events failing the WCV
cut (see Sec. VC), and as “Fission” a spectacular
event with three neutron capture signals. There
is thus one observed radiogenic (↵,n) neutron in
the VPT sample in the prospective WIMP-search
box. With an acceptance for the modified-LSV-
based neutron selection of ⇥0.79 and a VPT neu-
tron e�ciency greater than the 241Am13C measured
✏

data
AmC = 0.9964 ± 0.0004, this neutron rate allows us
to predict a background from radiogenic neutrons
in the WIMP search data of < 0.005 events, with a
100% statistical error from the neutron counting.

C. Cosmogenic Neutrons

The rate of cosmogenic neutron background is
estimated via simulation using FLUKA (version
2011.2c). The simulation is carried out in multiple
steps. In the first and most time-consuming step,

events are propagated through 7 meters of LNGS
rock and stopped and stored when they reach the
ceiling of Hall C [32]. The stored events are restarted
and propagated onto the WCV and are only further
processed if there are no muons entering the water
tank that would have a path length of >2 meters and
have an energy >4 GeV, since these would be easily
rejected by the WCV. We find that for a generated
livetime of 48.7 years, the FLUKA simulation pre-
dicts 1388 such events in which any particle reaches
the TPC. In only one of these events is the only
particle a neutron. In 6 more events, a neutron is
accompanied by one other particle that is not an
easily rejected muon. None of these 7 events have
TPC energy deposits in our WIMP-search region,
and none of them pass the LSV or WCV cuts.

If we take an upper limit of 2.3 of 1388 events
reaching the TPC passing the veto cuts and take
the 7 (neutron+1 particle) events as a conservative
upper limit on the number of neutron events pass-
ing TPC cuts in 48.7 years, we predict <3.5 ✓ 10�4

cosmogenic neutron events passing all cuts in the
present WIMP search.

When we remove the restriction on muons enter-
ing the WCV, the rate of simulated single-scatter
neutron events depositing energy in or near the
WIMP search region rises to ⇥2 per year, in agree-
ment with our count of 3 cosmogenic neutrons, 2 of
which are in the S1 range shown in Fig. 5.

D. Electron Recoil Backgrounds

To estimate ER background surviving cuts (par-
ticularly the mixed scintillation+Cherenkov events),
a data/MC hybrid model was developed, which in-
corporates our GEANT4 simulation [33] to model
the �-ray kinematics and Cherenkov radiation, while
drawing f

90

from the AAr data.
A very large sample of Monte Carlo simulated

events, equivalent to about 90 live-years of data, was
generated. Statistics this large were needed to en-
sure that 0.05 events of ER background in our expo-
sure would be represented by at least 3 Monte Carlo
events. This was chosen so that, based on the 68%
C.L. interval constructed in [34, Table II] the statis-
tical uncertainty on the background prediction from
poor MC statistics would be no more than a factor of
two. Events were generated representing the decay
chains and TPC components listed in Tab. I. These
were later normalized to the activities in that Table
and the accumulated livetime of the WIMP-search
data.

The model starts by generating events from each
of the decay chains in the detector locations de-
scribed in Sec. IIID. To save on computational time,

10

coated surface. The high signal to noise ratio of the
cryogenically-amplified PMT signals allows individ-
ual photoelectron counting in the region between S1
and S2. A cut is set to accept 99% of 241AmBe
NR events based on this count. Applying the cut
to a sample of surface decays obtained in Ref. [25]
results in a further rejection factor of about 2000
for such surface events. Applying the above reduc-
tion factors to the rate of S1-only events observed in
the previous 70.9 live-days campaign [15], we expect
0.0006 ± 0.0001 Type 1 surface background events
in the current data set to survive the above cuts.
Additional rejection is expected from the radial cut
and the cut on minimum uncorrected S2 which we
do not include in the background estimates.

Type 2: Apparent S2-only events are present in
the form of ordinary events near the top of the de-
tector where S1 and S2 are so close in time that
they are not resolved by our reconstruction. These
events and S1-only surface events are independent
and of constant rate, allowing the use of Poisson
statistics to predict the expected number of S1+S2
pileup background events.

We mitigate this pileup background by imposing
three additional requirements on the S2 signal. The
first is a maximum S2/S1 cut (Max corr S2/S1), re-
moving events with S2/S1 above 99% of NR events
of the same S1, as measured in 241AmBe data. This
cut targets pulses with an accidental S2 either aug-
mented by an unresolved S1 or simply uncorrelated
with S1. The second (S2 LE shape) targets unre-
solved S1 and S2 by requiring that the apparent S2
pulse have the ⇥2 µs risetime of a true S2 pulse rather
than the few-ns risetime of S1. This S2 shape cut is
applied via the ratio of the integrals of the first 90 ns
and first 1µs of the S2 pulse. The third (S1TBA) tar-
gets discrepancies in position expected when the S1
and S2 pulses come from uncorrelated events. We
require that the z position inferred from S1 via the
top-bottom asymmetry in the detected light di↵er
from that inferred from S2 via tdrift by no more than

3� from the mean for uniform 39Ar events from AAr.
These last two cuts were designed to each have >99%
acceptance for nuclear recoils. After application of
these additional cuts we expect 0.00092 ± 0.00004
surviving Type 2 surface background events in the
current data set.

B. Radiogenic neutrons

The estimate of background from radiogenic neu-
trons starts with a direct measurement of the LSV
e�ciency for detecting neutrons that leave WIMP-
like signatures in the TPC. We do this with the
241Am13C source (see Sec. II B) deployed just out-

TABLE II. Neutron veto e�ciencies for 241Am13C source
data. Errors are statistical. The prompt cut targets
neutron thermalization; the delayed cut neutron capture.

Prompt cut only Delayed cut only Combined
0.9927 ± 0.0005 0.9958 ± 0.0004 0.9964 ± 0.0004

side the TPC cryostat. Data with the 241Am13C
source is taken in the same trigger configuration as
normal WIMP-search data, triggering the TPC and
both vetoes on interactions in the TPC. The stan-
dard WIMP analysis with standard cuts is run, find-
ing NR candidates in the f

90

vs. S1 WIMP-search
box. The neutron veto e�ciency for the 241Am13C
run is simply the fraction of TPC NR candidates
that fail the standard WIMP-search LSV cuts, de-
scribed above. From a sample of about 25 000 events
passing TPC NR cuts, we find the veto e�cien-
cies shown in Tab. II. The radiogenic-neutron back-
ground events would di↵er from 241Am13C-neutron
events in origin point and spectrum, but Monte-
Carlo simulations indicate a higher veto e�ciency
for radiogenic events. We do not apply that correc-
tion here.

One of the test regions opened prior to the final
unblinding was the “Veto Prompt Tag” (VPT) sam-
ple. This opening added any event that failed the
LSV-prompt cut (described above) to the open sam-
ple. This sample allowed radiogenic neutron events
to be directly counted, for use in developing back-
ground estimates. Both neutron- and �-induced
events give prompt LSV signals, and this sample was
initially opened to give a sample for the studies of
Cherenkov background discussed in Sec. VD. How-
ever, the high neutron e�ciency of the prompt cut in
Tab. II allows a count of neutrons producing WIMP-
like signals in the TPC to be made from the VPT
sample. MC studies suggest only a handful of such
events, and even an ine�ciency an order of magni-
tude higher than observed with the 241Am13C would
not greatly a↵ect the count.

The narrow integration window of the LSV-
prompt cut means that the rate of accidentally tag-
ging non-neutron events, even with its 1PE thresh-
old, is <1% (see Tab. V). Thus the VPT tag is
highly e↵ective at selecting neutrons and would acci-
dentally eliminate practically no real WIMP events.
The �-induced events in the VPT sample are the
major background to a neutron count using VPT.

To get a sample of confirmed neutron events from
the VPT sample, we used a modified version of the
LSV-delayed cut. The modification was needed for
two reasons: the sliding window used for the LSV-
delayed cut overlaps the LSV-prompt window (al-
beit with a higher threshold), and the LSV has a
high rate of PMT afterpulses, so the delayed re-
gion would be heavily populated by afterpulses from

Neutron	  veto	  cuts:	  
•  Prompt:	  1PE	  in	  [-‐50,250]	  ns	  of	  the	  TPC	  

S1	  trigger	  
•  Delayed:	  6PE	  in	  500	  ns	  sliding	  window	  

in	  [0,185]	  µs	  of	  the	  TPC	  trigger	  

•  VETO	  PROMPT	  TAG	  (pass	  all	  cuts	  
but	  fail	  veto	  prompt	  selec;on)	  
sample	  with	  neutrons	  iden;fied	  
by	  the	  late	  coincidence	  

•  Only	  1	  neutron	  consistent	  with	  
radiogenic	  origin	  

•  Scale	  1	  event	  with	  data	  driven	  
efficiency	  to	  es;mate	  final	  
neutron	  background	  	  
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S1 photons for individual LAr scatters are typically
generated but not tracked. However, for events with
Cherenkov radiation, all photons—including those
from LAr scintillation, if there is an accompanying
scatter in the LAr—are generated and tracked using
optical parameters tuned on data [33].

The model constructs the f

90

of multiple-scatter
events from the f

90

of its component scatters. A
clustering along the vertical axis, with a range of z =
4.65 mm (motivated by studies using our electron-
ics simulation), is done to model our S2 resolution.
Fig. 6 shows that f

90

for unresolved multiple-scatter
events is higher than that of single-scatters with
the same S1, since mean ER f

90

increases with de-
creasing S1. We estimate that unresolved multiple-
scatters are 3% of ER events with 100 < S1 < 180
PE (the region where this is estimated to have the
most impact).

Cherenkov light can be generated in the fused sil-
ica PMT windows, the fused silica TPC windows,
and the Teflon reflectors surrounding the active
LAr volume. The optical parameters a↵ecting the
Cherenkov radiation and collection were adjusted
to match the observed “pure Cherenkov” events
in data, which are easily identified as single-pulse
events with f

90

⌅ 1.0 (all prompt light). A high-
statistics sample of pure Cherenkov events, enriched
in events with Cherenkov light generated in the
Teflon side reflector, was obtained using a 11.2 kBq
22Na source deployed next to the TPC cryostat. The
modeling of the generation of Cherenkov photons
and their collection by the PMTs was subsequently
validated against pure Cherenkov events from the
open UAr data set and from the 241Am-Be neutron
calibration data.

With a targeted background level of < 0.1 event
in 532.4 live-days of data, we will be operating far
out in the tail of the ER f

90

distribution. For this
analysis, instead of extrapolating from an analytic
model fit to the data, we draw single-scatter ER f

90

directly from our high-statistics AAr data set [4],
which is dominated by 39Ar beta decays, a uniformly
distributed source of single-sited ERs. In particu-
lar, modeled single-scatter events in the LAr (single
Compton scatters of �-rays, and 39Ar and 85Kr �-
decays) draw directly from the AAr f

90

vs. S1 distri-
bution, unresolved multiple Compton scatter events
draw multiple times, and scintillation+Cherenkov
events have their scintillation S1 and f

90

augmented
with the Cherenkov light predicted by the G4DS
model, treating the Cherenkov radiation as entirely
prompt. The available AAr statistics, which rep-
resent about 15 yrs worth of single-scatter events in
UAr running, are su�cient, given the randomization
that occurs when the scintillation f

90

’s are combined
with Cherenkov light in the events that are the worst
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FIG. 6. Modeled f
90

profiles of single-scatter, unre-
solved multiple-scatter, scintillation+fused silica (FS)
Cherenkov, and scintillation+Teflon Cherenkov 2-pulse
events with 100 < S1 < 180 events. Decay chains and
activities in the various detector locations described in
Sec. IIID are used. Since the S1 prompt maximum frac-
tion cut is very e↵ective on events with a FS Cherenkov
component, the most problematic background comes
from Teflon Cherenkov.

background threat (see Fig. 6).
ER background with Cherenkov light radiated in

the fused silica PMT and TPC windows results in
abnormally large amounts of light concentrated in
individual PMTs. The S1 prompt maximum frac-
tion cut, “S1

p

max frac”, is very e↵ective against
the fused-silica Cherenkov, leaving Cherenkov in the
Teflon, primarily the cylindrical side wall of the
TPC, as the crucial ER background.

Attempts to find cuts e↵ective against scintilla-
tion+Teflon Cherenkov events were only modestly
e↵ective. The scintillation+Teflon Cherenkov events
have S1 light coming from multiple sites, so a cut
was developed using a negative-log-likelihood com-
parison of the S1 light distribution over the PMTs
to that of AAr and 241AmBe data (the “NLL” cut).
This cut is also sensitive to abnormal light concen-
tration, and thus augments the S1

p

max frac cut.
A major motivation for introducing a radial fiducial
cut was its observed impact on high-f

90

events in the
open data, as discussed below. The presence of pure
Cherenkov events in the data suggested that having
a search box extending all the way to f

90

= 1 was un-
necessarily risky, so we chose to put the upper edge
of the box at f

90

= 0.84, which is approximately the
contour that excludes 1% of NR.

Some cuts were di�cult or impossible to apply to
modeled events, so their impact in the search region
was hard to estimate. These included cuts based
on S2, which was too costly in computation time
to fully simulate in the large Monte Carlo sample,
and cuts based on detector foibles like the surface
background cuts discussed in Sec. VA. Nevertheless
in this analysis we apply an S2/S1 cut for the first
time as further protection against anomalous events,
including various types of surface background. We

90f
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Making	  an	  hybrid	  model	  using	  Ar39	  data	  (model	  pure	  ER)	  +	  Cherenkov	  light	  in	  
PTFE	  and	  Fused	  Silica	  (simula;on)	  
Check	  rate	  and	  shape	  with	  a	  background	  enhanced	  sample	  from	  Na22	  source	  
Final	  check/normaliza;on	  in	  VETO	  PROMPT	  TAG	  sample	  	  	  
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FIG. 9. Observed events in the f
90

vs. S1 plane surviving
all cuts in the energy region of interest. The solid blue
outline indicates the DM search region. The 1%, 50%,
and 99% f

90

acceptance contours for nuclear recoils, as
derived from fits to our 241AmBe calibration data, are
shown as the dashed lines.

target, using cuts with understood acceptance, we
proceeded to unblinding.

VI. UNBLINDING

Unblinding consisted of changing the access per-
missions of the open SLAD (see Sec. IV), the blinded
versions of which had been used for the background
predictions. We followed this with checks of the in-
tegrity of the sample, comparing event-by-event with
the most recent still-blinded samples. Then f

90

vs.
S1 plots were made with various cuts, culminating
with Fig. 9.

VII. WIMP SENSITIVITY AND LIMIT

When the data were fully unblinded, and with
the analysis cuts applied, no events were observed
in the defined DM search region (see Fig. 9). A
limit on spin-independent DM-nucleon scattering
was derived assuming the standard isothermal
WIMP halo model, with v

escape

= 544 km/ sec,
v

0

= 220 km/ sec, v

Earth

= 232 km/ sec, and
⇢

DM

= 0.3GeV/(c2 cm3) [35]. The background- and
signal-free result is consistent with up to 2.3 ex-
pected DM-nucleon scatters (90% C.L.), which sets
an upper limit on the spin-independent scattering
cross-section at 1.14 ✓ 10�44 cm2 (3.79 ✓ 10�44 cm2,
1.10 ✓ 10�44 cm2) for 100GeV/c2 (1TeV/c2,
126GeV/c2) DM particles. Fig. 10 compares this
limit to those obtained by other experiments.

Fig. 11 demonstrates available improvements in
background rejection, which we do not utilize in this
analysis. When adding an S2/S1 cut (requiring that
S2/S1 be lower than the median value for nuclear
recoils) and also xy fiducialization (requiring the re-
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FIG. 10. Spin-independent DM-nucleon cross section
90% C.L. exclusion limits from the analysis detailed in
this paper (in black), compared with selected results and
projections.

0

10

20

30

40

50

60

70

0 50 100 150 200 250 300 350 400 450
S1 [PE]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

90f

50%

99%

1%

0 20 40 60 80 100 120 140 160 180 200
]nrEnergy [keV

FIG. 11. Distribution of events in the f
90

vs S1 plane
which survive all quality and physics cuts and which in
addition survive a radial cut and a S2/S1 cut, see text
for details.

constructed radius to be less than 10 cm), we obtain
an even greater separation between the events sur-
viving the selection and the previously defined DM
search region. Should a signal appear in the region of
interest, the S2/S1 parameter would provide a pow-
erful additional handle in understanding its origin.
In a multi-tonne detector [36], the combined appli-
cation of the same radial cut and of the S2/S1 would
provide exceptional background rejection at the cost
of an a↵ordable loss in detection e�ciency.
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FIG. 7: Electron drift time distribution under
di↵erent drift field. The maximum drift time under
each field is defined as the half maximum position
to the right of each plateau. Precise values are got
from sigmoidal fit utilizing complementary error

function (curves).

in LAr above the grid are also considered. Field
non-uniformity contributes uncertainty to the field
strength and therefore the mobility, as we can only
measure the voltage on electrodes. The values shown
in Tab. III agree with [? ] and [6].

D. Results

There are 8.95⇥ 104 events that pass our selection
cuts. We fit the S2 pulse shape to each one. Fig. 8
shows examples of some of the fits. 94.5% of the
events have a reduced �

2 smaller than 1.5, as shown
in Fig. 9. To study the di↵usion of the ionization
electron cloud, we extract the smearing parameter �
for each event. First, we convert the smearing pa-
rameter from a time to a length scale, ignoring the
drift-time-independent smearing (attributable to the
initial ionization electron cloud size, the additional
smearing of the S2 pulse shape in the electrolumines-
cence region, and smearing during electron extrac-
tion from the liquid surface). The physical length �L

of the electron cloud just below the grid is related
to the fit parameter � via Eqn. 8. From Eqn. 2 we
expect that �2

L should be linear to td. The di↵usion
constant is then easily evaluated by fitting a line to
the profile of the �

2
L vs. td distribution:

�

2
L = �

2
0 + 2DLtd (15)

where the �0 term accounts for any systematic
smearing independent of drift time. In DarkSide-50,
�0 is small relative to �L.

However, as evident in Fig. 10, di↵usion (�L) is
nonlinear with respect to drift time, particularly in
the region with td < 150 µs. The results of a COM-
SOL electric field simulation have shown that the
nonuniform field around our grid contributes to the
observed nonlinearity. The grid mesh used in the
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FIG. 8: Examples of S2 pulse shape fits for the
electron di↵usion measurement. Left: Event with a
22 µs drift time. Right: Event with a 331 µs drift
time. The waveforms have been re-binned to 32 ns
sampling, and the x-axes redefined such that t = 0

is at the S2 start.
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FIG. 9: Reduced �

2 of S2 pulse shape fits to
8.95⇥ 104 events in the di↵usion analysis.

DarkSide-50 TPC has 2mm pitch honeycomb cells.
As electrons travel past the grid, the cloud su↵ers
a distortion that adds to the longitudinal spread of
the cloud. This e↵ect contributes to the observed
nonlinearity, as smaller electron clouds su↵er less
distortion than larger clouds spread across multiple
mesh cells. The distortion e↵ect saturates for clouds
larger than �T = 0.4mm. Performing a linear fit in
the drift time range of 150 µs to 350µs avoids the
nonuniform field e↵ect, as it restricts us to the re-
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Electrons	  extracted	  from	  the	  liquid	  and	  
accelerated	  through	  a	  ~6	  mm	  gas	  volume.	  
Propor;onal	  emission	  of	  VUV	  photons	  
amplify	  signal.	  
Rise-‐;me	  is	  influenced	  by	  diffusion	  of	  the	  
charge	  cloud	  in	  the	  liquid	  and	  transit	  ;me	  
through	  the	  gas	  
Decay	  constant	  of	  light	  in	  gaseous	  Argon	  
different	  then	  in	  liquid	  (τslow~3.2	  us)	  	  

à	  Slow	  signal	  !	  
We	  are	  looking	  for	  very	  small	  excita;ons!	  
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Fig. 4.4 S3 spectra obtained with S2 triggers and applying the cuts described in section 4.2.1
in two detector regions (CENTER and INNER RING).

4.2 S3 search 69

s]µt [
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Fig. 4.1 Waveform representing an example of a trigger on S2 in which a pulse is present in
the region where S3 is expected. Moreover, the green areas represent roi[3] as described in
section 4.2. S2 value is 523 PE while S3 given by roi[3] is 9 PE and it is located at 380 µs
after the first pulse.

4.2.1 Analysis

The following analysis is done as a critical review of what was done by R. Saldanha in [182].
The strategy consists of finding S3 by searching events triggered on S2 and looking in the
temporal region where S3 is expected. Figure 4.1 shows an example of this type of events.
The event is composed by an S2 responsible for the trigger followed by its echo, an S3 after
⇠ 380 µs.

A typical S3 is on the order of a few tens of PE which are not enough to provide a reliable
position reconstruction. In such cases, a rough way to get the position of the event is to look
for the top PMT which sees more light. Assuming cylindrical symmetry of the TPC and
referring to figure 4.2, events can be categorized conventionally as CENTER, if the PMT
which detects more light is the number 30, INNER RING if the PMT is one among 24, 25,
26, 29, 31 and 35, SIDE if it is among 20, 22, 27, 32, 34 and 36 and then CORNER if it is
one of the remaining. Moreover, it is necessary to keep the single electron regime avoiding
events with more than one electron because the latter will appear diffuse and it will be hard
to trust this kind of position information. An energy cut then should be applied to select first
pulse as electroluminescence and the echo as due to single electron.
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380	  us	  =	  max	  drir	  length	  

Single	  electron	  extracted	  from	  	  the	  
cathode	  	  by	  S2	  VUV	  photon	  (S2	  echoes):	  

74 Single-electron signals as a tool to estimate e2
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Fig. 4.5 Comparison of e

1e
2 values in the different region of the detectors with respect the S2

xy-correction factor k . Red points represent e

1e
2 normalized with respect to the center, the

black line is the profile of k obtained using 83mKr data and the blu lines show the average
correction corresponding to the various categories in which the detector is divided.

Table 4.1 e

1e
2 results obtained with S2 triggers and applying the cuts described in section 4.2.1.

Det. zone e

1e
2 [PE/e] hki e

1e
2 (corr) [PE/e]

CENTER 22.76±0.15 0.94 24.2±0.2
INNER RING 15.58±0.07 0.70 25.2±0.1

SIDE 10.24±0.14 0.40 26.3±0.3
CORNER 5.79±0.50 0.34 16.6±0.4
average 25.3±1.0
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Fig. 4.6 Cartoons sketching the capture and release processes of an electron carried out by an
impurity. At t = t0 a normal interaction takes place producing both primary scintillation, S1,
and charge. The electrons cloud drifts upward and during the motion at t = t1 an impurity
captures an electron. At t = t2 the electron cloud reaches the gas phase and produces
electroluminescence light, S2. S1 and S2 constitutes what is called the “parent event”.
Sometime later in time, at t = t3, the impurity releases the electron which drifts to the gas
phase producing a single-electron S2 signal on which the detector triggers.

•  Electronega;ve	  molecules	  
(e.g.	  O2,	  H20),	  might	  be	  
present	  at	  the	  ppb	  levels	  in	  
LAr	  

•  Ioniza;on	  electrons	  might	  
aeach	  to	  impuri;es	  during	  
drir	  and	  later	  be	  released	  
with	  ;me	  scales	  of	  O(10	  ms)	  

•  Signals	  are	  ;me/spa;ally	  
correlated	  with	  preceding	  
ioniza;on	  events	  

•  Rate	  increased	  significantly	  
during	  the	  several	  days	  where	  
filter	  (geeer)	  was	  excluded	  
from	  the	  Argon	  circula;on	  
due	  to	  servicing	  
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23±1	  PE/e-‐	  

Width	  well	  predicted	  	  
by	  simula;on	  

Overall	  rate	  from	  single	  electron	  events	  in	  normal	  
condi;on:	  0.5	  x	  10-‐5	  e-‐/e-‐	  	  	  	  	  (x	  10	  with	  geeer	  off)	  
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FIG. 1. Acceptance of the basic cuts described in the
text as a function of the number of PE in the pulses.

above the adopted threshold. This is confirmed by
the study of single-electron events discussed below.

The acceptance of the cuts defined above is esti-
mated using a dedicated MC simulation that repro-
duces the spatial and temporal distribution of S2
light predicted by G4DS [31] and as measured in a
study of di↵usion during electron drift [36]. Fig. 1
shows the e↵ect of the above cuts on a sample of
simulated low-energy S2-only events that are uni-
formly distributed throughout the detector. The
figure shows the fraction of events surviving in se-
quence the fiducial volume cut, the simulated trig-
ger condition, and the S2 identification cut. The
hardware trigger e�ciency is 100% for S2 pulses
above 30PE and decreases below this point due to
the slow timescale of S2 pulses. The detector accep-
tance is 0.43 ± 0.01 above 30PE with the dominant
acceptance loss due to the restricted fiducial region.
This matches the acceptance of (0.42 ± 0.01) found
with the same cuts applied to 39Ar events from the
DarkSide-50 campaign with an AAr target [19].

The S2 photoelectron yield per extracted ioniza-
tion electron, ⌘, is determined by studying single
electron events obtained during a short period of
time in which the inline argon purification getter was
turned o↵ for maintenance purposes (Fig. 2). These
runs have a significantly enhanced single-electron
event rate. The observation of strong time and space
correlations between single-electron events and pre-
ceding large ionization events leads us to believe that
these events are from electrons captured by and sub-
sequently released from trace impurities in the ar-
gon [37]. We obtain ⌘c = (23 ± 1)PE/e� for events
localized beneath the central PMT, where the error
combines statistical variation throughout the entire
campaign as well as systematics.

The rates at which ionization electrons are
trapped and subsequently released are found to be(3.5 ± 0.3) ✓ 10�5 e�/e� when the getter is o↵ and
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FIG. 2. Filled symbols show DarkSide-50 experimen-
tal Ne� spectra obtained during regular data taking and
(open symbols) during the short period where the getter
was o↵ for maintenance. Both the single- and double-
electron peaks are seen to be strongly enhanced in the
absence of argon purification. Smooth curves show a
weighted sum of the G4DS one- and two-electron re-
sponses.

(0.5 ± 0.1) ✓ 10�5 e�/e� when the getter is active
normalized to the total yield of ionization electrons.
We ignore data taken where the getter is o↵ and to
reduce spurious events from these delayed electrons
in standard running, we reject events which occur
less than 2.5ms after a preceding trigger. The re-
sulting loss of exposure is about 1%.

Because of an observed radial variation in the
electroluminescence yield, a correction is applied to
the S2 photoelectron yield for events that originate
under the six PMTs surrounding the central one.
This correction to the number of extracted electrons,
Ne� , was determined using calibrations performed
with a mono-energetic (41.5 keV) 83mKr source to
be Ne� = S2/ (0.76 � ⌘c).

The Ne� distributions expected for di↵erent num-
bers of extracted electrons are modeled with G4DS
and are well described by Gaussians. The simu-
lated responses for one and two electrons are in good
agreement with the getter-o↵ data. Fig. 2 shows the
comparison of the G4DS one- and two-electron dis-
tributions with the event distribution in data.

A direct Ne� energy calibration for very low en-
ergy electron recoils is available from 37Ar (t1⁄2 =
35.04 d, EC 100%) produced in the UAr by cos-
mic rays during refining and transport [20]. Fig. 3
shows normalized Ne� spectra for the first 100 days
after the UAr fill and the last 500 days of running,
which starts after about 80 days from the end of
the 100 days. The 100-day sample shows two fea-
tures at Ne� around 10 and 50, which are shown
more clearly in the inset, where the suitably nor-
malized 500-day spectrum has been subtracted. We
attribute these features to the 0.27 keV L-shell and
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21	  Trigger	  on	  two	  PMT	  hits	  (60%	  efficiency	  for	  
single	  Photo-‐Electrons)	  in	  100	  ns	  :	  	  
reach	  100%	  at	  ~30	  PE	  	  	  	  (50%	  	  	  ~15	  PE)	  
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Extrac;on	  efficiency	  for	  ioniza;on	  
electrons	  >99.9	  %	  	  
Sorware	  pulse	  finding	  efficiency	  
100%	  for	  S2>30	  PE	  

Sensi;ve	  to	  1	  e-‐	  	  !	  

Fid.	  	  Vol.	  43%	  
~20	  Kg	  

events	  within	  
the	  inner	  circle	  
of	  PMT	  
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37Ar	  from	  cosmic	  ray	  ac;va;on	  during	  UAr	  transport:	  35	  d	  τ1/2	  to	  37Cl	  via	  electron	  capture	  	  
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•  In	  situ	  calibra;on	  with	  241Am13C	  
source	  

•  Low	  rate	  source	  with	  liele	  
gamma	  ac;vity	  	  

•  Find	  NR	  scale	  by	  fitng	  
simulated	  spectrum	  to	  data	  
+bkg	  distribu;on	  

•  Allow	  measure	  down	  to	  4	  Ne	  
threshold	  

•  In	  situ	  calibra;on	  with	  241AmBe	  
source	  

•  High	  rate	  source:	  neutrons	  
produced	  with	  associated	  gamma	  

•  Find	  NR	  scale	  by	  fitng	  simulated	  
spectrum	  to	  data	  with	  4.4	  MeV	  γ	  in	  
LSV	  detector	  

•  Deep	  at	  low	  Ne	  due	  to	  LSV	  data	  
available	  only	  for	  S1	  triggers.	  Joint	  
fit	  with	  AmC	  data	  for	  Ne>50	  

arxiv:1802.06994	  
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FIG. 14. Leff dependence on NR energy as measured by this work and compared with other data sets [14–16] and
models [18, 19].

NR energy [keV] 7.1 13.7 17.8 21.7 40.5 65.4 98.1 117.8
Leff 0.243 0.258 0.253 0.269 0.286 0.304 0.332 0.349
Light-yield 0.002 0.002 0.002 0.002 0.002 0.002 0.003 0.003
Beam kinematic 0.001 0.002

o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3)
A0–A7 position 0.006 0.005 0.014 0.005 0.004 0.004 0.003 0.003
TPC position o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3)
A0–A7 TOF o(10�3) o(10�3) 0.001 0.001

o(10�3) 0.002 0.001 0.001
TPC TOF 0.002 0.001 0.001 0.001 0.002 0.002 0.002 0.002
Trigger e�ciency o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3) o(10�3)
Total Syst. 0.007 0.006 0.014 0.006 0.005 0.005 0.005 0.005
Stat. 0.005 0.004 0.003 0.002 0.003 0.006 0.004 0.002
Combined 0.009 0.007 0.015 0.006 0.006 0.008 0.006 0.005
Combined relative [%] 3.8 2.7 5.8 2.3 2.1 2.6 1.8 1.5

TABLE II. Measured Leff for NR events coincident with each ND with the di↵erent sources of systematic uncertainties
and the statistical uncertainty from the fit quoted.

as in the extended version of the Birks’ formula for
organic scintillators [20], is compatible with the data
with a p-value of 0.79 using the best fit param-
eters of k

B

= (5.2±0.6)⇥10�4 MeV�1 g cm�2 and
k

⇤
B

= (-2.0±0.7)⇥10�7 MeV�2 g2 cm�4. This re-
sult is in agreement with the best fit of the modified
Mei model to DarkSide-50 data which yields a value
of k

B

= (4.66+0.86
�0.94)⇥10�4 MeV�1 g cm�2 [21]. The

three fitted models are shown with the ARIS data
in figure 15.

VIII. S1 RESPONSE VERSUS ELECTRIC
FIELD

In addition to the null field data set, data were
acquired at 50, 100, 200, and 500 V/cm drift fields
in triple coincidence mode. The presence of an elec-
tric field in the active volume increases the probabil-
ity that ionization electrons escape the electron-ion
cloud, reducing the recombination e↵ect.

Any energy deposit in LAr produces an aver-
age number of quanta (N

q

), either excitons or ion-
electron pairs, corresponding to

N

q

= N

i

+N

ex

= L
eff

⇥ E

dep

W

. (4)

where W=19.5 eV [22] is the e↵ective work func-
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FIG. 16. Best fit S2 yield as a function of recoil energy at
four different drift fields (96.4, 193, 293 and 486 V/cm),
with a fixed extraction field of 3.0 kV/cm and multipli-
cation field of 4.5 kV/cm. To quote S2 yield in [e�/keV],
an additional 10% systematic uncertainty must be com-
bined with each error bar shown, to take into account
the uncertainty in the single-electron calibration.

treated as free parameters. This procedure im-
proved the goodness of the fit between data and
Monte Carlo, particularly on the left (low PE) side
of the peaks, as Qy depends more strongly on
recoil energy than Leff, 83mKr does (in our S1 fits,
we assumed Leff, 83mKr is constant in the fit re-
gion). Also similar to what was done before for
the S1 study, the resolution in S2 was taken as
a free parameter in the fit. The resolution in S2

was parametrized as s2 =
q
(1 + a2) S2 + R2

2S22,
where the ratio of the width of the SER to its mean,
a, was fixed to 0.3.

By varying R2 and the coefficients of Eq. 4, the
fit procedure minimizes the c

2 defined as:

c

2(Ed) =
m

Â
j=1

nj

Â
i=1

�
Oj,i � Sj,i

�2

Sj,i
, (5)

where m is the number of recoil spectra acquired
with the same Ed, nj is the total number of bins in
the chosen fit region for the j-th spectrum, Oj,i is
the number of events observed in bin i for the j-th
spectrum, and Sj,i is the number of events in bin i
of the j-th spectrum generated by the Monte Carlo
simulations. Each Monte Carlo-generated spec-
trum was normalized so that within the fit range
the total number of events was equal to that in the
corresponding experimental spectrum.

The fit results for all five drift fields investigated -
ranging from 96.4 to 486 V/cm - and all four recoil
energies under consideration - ranging from 16.9
to 57.3 keV - are shown in Figs. 31, 32, 33, and 34.
In each of the figures, the panels show the experi-

Recoil energy [keV] 16.9 25.4 36.1 57.3
Qy [PE/keV] 11.4 9.3 7.6 5.7
Statistical error 0.2 0.2 0.1 0.1
Systematic errors

Fit model 0.2 0.2 0.2 0.1
Fit method 0.1 0.2 0.0 0.2
Fit range 0.1 0.1 0.1 0.0
TPC tof 0.1 0.1 0.1 0.1
N tof 0.2 0.2 0.1 0.0
f90 0.2 0.2 0.1 0.0
Kr LY 0.2 0.2 0.2 0.1
Recoil energy

TPC pos 0.1 0.0 0.0 0.0
EJ pos 0.2 0.3 0.2 0.1

Combined error 0.6 0.5 0.4 0.3

TABLE VI. Summary of error contributions to individual
Qy measurements at Ed = 193 V/cm. Only minor varia-
tions in the magnitude of systematic errors are observed
across the range of drift field explored. The combined
error for each measurement is shown Fig. 16.

S2 mean [PE]
210 310

Si
gm

a 
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210

310

96.4 V/cm
193 V/cm
293 V/cm
486 V/cm

Kr during:m83

16.9 keV
25.4/57.3 keV
36.1 keV

FIG. 17. Resolution vs. S2 in PE at each recoil energy
and drift field. The resolution is determined through
the Monte Carlo fit. The resolutions of 83mKr are shown
in the same plot. The best overall fits of R2 (indicated
by the fit curves) are 0.19 ± 0.01 for nuclear recoils and
0.26 ± 0.02 for 83mKr.

mental data at a given recoil energy fit with Monte
Carlo data. The c

2 and the total number of degrees
of freedom (ndf) are shown in the last (57.3 keV)
panel of each figure. The agreement between the
data and the MC is adequate, although the data is
systematically lower than MC on the left tail below
the fit bound. This deficit is likely due to decreased
trigger efficiency for small signals (see Sec. III A).
Because we chose not to fit the S2 spectra below
the fit bounds listed in Table III, we did not resolve
nuclear recoil peaks for the 25.4 and 36.1 keV data
taken at 96.4 V/cm and did not resolve any nuclear
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FIG. 5. Data and MC fit of the Ne� spectrum from the
241Am13C run in DarkSide-50. The dashed line shows
the lower edge of fit range.

al. [53] at 6.7 keVnr. The measurements of scintilla-
tion yield by the ARIS [50] experiment are converted
to ionization yield using the DarkSide-50 calibration
data, where events both scintillation and ionization
signals are present, and using optical models of both
detectors. The ionization yield from the model fit to
the 241AmBe and 241Am13C data is shown in Fig. 6
as the solid red curve. The shaded region below
the curve represents the -1 � uncertainty from the
fit. The upper boundary of the shaded region is
drawn to represent the ionization predicted using the
same model but fitting to the neutron-beam scatter-
ing measurements. The di↵erence between the curve
and the upper boundary is taken as our systematic
uncertainty and is included in the profile likelihood
analysis described later. The ionization yield mea-
sured with 241AmBe and 241Am13C neutron sources
in DarkSide-50 is systematically lower than the ion-
ization yield from SCENE and ARIS. The choice of
Qy extracted from 241AmBe and 241Am13C in this
analysis leads to a conservative estimate of the ex-
clusion limits.

Fig. 7 shows the Ne� spectrum for the last
500 days (same as blue histogram in Fig. 3) together
with the contributions from the individual radiation
sources from the simulation, normalized using the
detector construction materials radioassay data and
radioactivity estimation obtained by fitting gamma
lines at high energy, 39Ar, and 85Kr spectra. The
Ne� distribution from the 500 day sample obtained
with the present analysis is consistent within uncer-
tainties with the G4DS MC simulation [20, 31] for
Ne� & 7 e� (⇠ 1 keVnr). There is an excess of data
in the region of Ne� of 4 e� to 7 e�, the origin of
which is left for future study.

The observed DarkSide-50 rate as a function of
keVee is flat at ⇠1.5 events/(keVee kg d) in the range
from 0.1 keVee to 10 keVee. The large (102) increase
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FIG. 7. The DarkSide-50 Ne� spectra at low recoil en-
ergy from the analysis of the last 500 days of exposure
compared with a G4DS simulation of the background
components from known radioactive contaminants. Also
shown are the spectra expected for recoils induced by
dark matter particles of masses 2.5, 5, and 10GeV/c2

with a cross section per nucleon of 10�40 cm2 convolved
with the binomial fluctuation model and detector reso-
lution. The y-axis scales at right hand side are approxi-
mate event rates normalized at Ne� = 10 e�.

below 0.1 keVee is believed to be from electrons
trapped and slowly released by impurities. Also
shown in Fig. 7 are the Ne� spectra expected for re-
coils induced by dark matter particles of masses 2.5,
5, and 10GeV/c

2 with a cross section of 10�40 cm2

and standard isothermal halo parameters (vescape =
544 km/ sec, v0 = 220 km/ sec, vEarth = 232 km/ sec,
and ⇢DM = 0.3GeV/(c2 cm3) [54]).

Uncertainties in the expected signal yield above
the analysis threshold are dominated by the average
ionization yield as extracted from the 241AmBe and
241Am13C data and its intrinsic fluctuations. We
have no a priori knowledge of the width of the ion-
ization distribution of nuclear recoils and are not
aware of measurements in liquid argon in the en-
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Single	  electron	  
peak	   Analysis	  Threshold:	  	  4e-‐	  ~	  	  100	  eVee	  /	  7e-‐	  ~	  	  170	  eVee	  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  600	  eVnr/	  	  	  	  	  	  	  	  	  	  	  	  	  1.1	  keVnr	  
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FIG. 1. Calibration curve used to convert electron re-
coil spectra to ionization spectra. Below 8 Ne� , we as-
sume there is no recombination and use a straight line
that intersects Ne� = 1 with a slope determined by the
ratio of number of excitations to ionization measured
in [34]. Above this point, the e↵ects of recombination
are included by fitting the Thomas-Imel model [38] to
the mean Ne� measured for the 2.82 keV K-shell and
0.27 keV L-shell lines from the electron capture of 37Ar.
In order to get good agreement between the model and
data, we multiply the model by a scaling factor. The
uncertainty of the fit is shown by the green band.

then smeared assuming the ionization yield and re-
combination processes follow a binomial distribution
and convolved with the detector response, measured
from single-electron events [1]. This procedure cor-
rectly reconstructs the measured width of the 37Ar
K-shell (2.82 keV) and L-shell (0.27 keV) peaks. The
expected DM-electron scattering ionization spectra
in the case of a heavy mediator, F

DM

= 1, and in
the case of a light mediator, F

DM

/ 1/q2, are shown
in Fig. 2.

We use a 500 day dataset collected between
April 30, 2015, and April 25, 2017, corresponding to
a 6786.0 kg d exposure, to place limits on DM with
masses below 1 GeV/c2. Details on data selection,
cut e�ciencies, and electron recoil energy calibration
can be found in [1]. The 500 day ionization spectrum
used for the search is shown in Fig. 2. Limits are
calculated using a binned profile likelihood method
implemented in RooStats [40–42]. We use an analy-
sis threshold of Ne� = 3, approximately equivalent
to 0.05 keVee, lower than the threshold used in [1].
This increases the signal acceptance at the expense
of a larger background rate from coincident single-
electron events, which are not included in the back-
ground model. In this energy region, the hardware
trigger e�ciency is 100%. The background model
used in the analysis is determined by a detailed
Monte Carlo simulation of the DarkSide-50 appara-
tus. Spectral features at high energy are used to con-
strain the simulated radiological activity within de-
tector components to predict the background spec-
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FIG. 2. The 500 day DarkSide-50 ionization spectrum
compared with predicted spectra from the G4DS back-
ground simulation [39]. These are the same data and
background spectra shown in Ref. [1]. Also shown are
calculated DM-electron scattering spectra for DM par-
ticles with masses m� of 10, 100, and 1000MeV/c2,
reference cross section �e = 10�36 cm2 (top) and
�e = 10�33 cm2 (bottom), and FDM(q)= 1 (top) and
FDM(q)/ 1/q2 (bottom). The vertical dashed line indi-
cates the Ne� = 3 analysis threshold.

trum in the region of interest. The predicted spec-
trum is plotted alongside the data in Fig. 2 and de-
scribed in greater detail in [1]. During the anal-
ysis, the overall normalization of the background
model is constrained near its predicted value by a
Gaussian nuisance term in the likelihood function.
Additional gaussian constraints on the background
and signal spectral shape are included based on the
uncertainty of the fit in Fig. 1 and the uncertainty
in the S2 to Ne� conversion factor, extracted from
single-electron data.

The resulting 90% C.L. limits are shown in Fig. 3
for two assumptions of DM form-factors, F

DM

(q) =
1 and F

DM

(q) / 1/q2. In the case of a light media-
tor, F

DM

(q) / 1/q2, the constraints from DS-50 are
not as stringent as the XENON10 experiment due
to the higher (Ne� = 3) analysis threshold adopted
in this work but better than the XENON100 limit
due the lower background rate. For a heavy me-
diator, F

DM

(q) = 1, we improve the existing lim-
its from XENON10 and XENON100 [33] for dark

•  Interpreta;on	  of	  the	  same	  
spectrum	  in	  the	  context	  of	  DM	  
coupled	  to	  light	  mediators.	  
Masses	  below	  1	  GeV	  of	  interest	  
•  Generally	  have	  couplings	  to	  
electrons	  à	  easier	  to	  detect	  
•  Require	  evalua;on	  of	  atomic	  
physics	  effects	  for	  the	  exact	  
orbitals	  of	  the	  target	  material.	  
First	  calcula;on	  for	  Argon	  in	  this	  
paper	  (M.Lisan;	  et	  al.)	  
•  Two	  kinds	  of	  form	  factors	  
generally	  employed:	  
•  Constant	  (high	  mass	  mediator	  -‐	  top)	  
•  αme/q2	  (low	  mass	  mediator	  -‐	  
boeom)	  
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FIG. 3. 90% C.L. limits on the DM-electron scatter-
ing cross section for FDM = 1 (top) and FDM / 1/q2

(bottom) for DarkSide-50 (red) alongside limits calcu-
lated in [33] using data from XENON10 (black) and
XENON100 (blue).

matter masses between 30MeV/c2 to 100MeV/c2,
seeing a factor of 3 improvement at 50 MeV/c2.
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DS50	  +	  ReD	  and	  future	  LAr	  DM	  
program	  
•  Main	  thrust	  on	  improved	  calibra;on	  for	  low	  energy	  nuclear	  recoil	  
•  A	  significant	  reduc;on	  in	  Qy	  uncertainty	  and	  “some”	  indica;on	  of	  the	  
underlying	  distribu;on	  of	  the	  number	  of	  ioniza;on	  electrons	  at	  very	  low	  
recoil	  would	  allow	  significant	  improvement	  in	  the	  sensi;vity	  at	  lower	  
masses	  (1-‐2	  GeV/c2)	  

•  DS50	  will	  be	  extremely	  valuable	  to	  perform	  a	  number	  of	  op;miza;on	  
studies	  for	  low	  energy	  ioniza;on	  search:	  op;mize	  fields,	  recircula;on,	  
trigger	  
•  Reduc;on	  and/or	  modeling	  of	  the	  single-‐electron	  background	  would	  
allow	  to	  move	  the	  analysis	  threshold	  down	  to	  1-‐2	  e-‐	  corresponding	  to	  
2-‐300	  eVnr	  and	  possibly	  extend	  the	  sensi;vity	  well	  below	  1	  GeV/c2	  

•  Darkside-‐Proto	  is	  around	  the	  corner	  in	  the	  path	  towards	  the	  
construc;on	  of	  Darkside-‐20k	  (20	  Ton	  Fiducial	  Mass	  dual	  phase	  TPC)	  
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S2-‐ONLY	  PROSPECTS	  
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ReD	  experiment	  

•  ReD	  experiment	  has	  first	  beam	  in	  June	  @	  LNS	  TANDEM	  

•  Original	  goal	  is	  the	  direc;onality	  measurement	  (high	  
energy	  nuclear	  recoils),	  now	  aiming	  also	  at	  a	  direct	  
measurement	  of	  low	  energy	  nuclear	  recoil	  with	  same	  TPC	  
by	  tuning	  appropriately	  the	  beam	  and	  geometry	  setups	  	  

52

to record data for di↵erent recoil kinematics simulta-
neously. Detectors are deployed in a lightweight me-
chanical structure, where they can be placed at dif-
ferent angles on support guides held at constant ra-
dius from the LAr TPC center, as shown in Fig. 37.
This would allow the simultaneous detection of scat-
tering neutrons corresponding to a given recoil en-
ergy but with the argon recoil emitted at di↵erent
angle with respect to the electric field direction. An
additional mounting position at small-angle is fore-
seen, to be used for the measurement of low-energy
nuclear recoils.

FIG. 37. A 3D rendering of the integrated setup, includ-
ing: the cylindrical scattering chamber with the beam
pipe, the carriage holding the LAr TPC and the cryo-
genic system, the neutron spectrometer with its support
structure.

XIII. DARKSIDE-PROTO

G.Fiorillo

XIV. STATUS OF ARGON
PROCUREMENT, PURIFICATION,
TRANSPORTATION AND TESTING

A. Overview

The UAr extraction and purification chain is one
of the key points of the DS-20k project, as well as for
the long term objectives of the Global Argon Dark
Matter Collaboration. The Urania project makes up
the e↵ort to design and build a plant for extracting
argon from the CO

2

rich gas coming from the Kinder
Morgan Doe Canyon Facility in Cortez, CO, USA,
install and commission that plant on location in Col-
orado, and then actually do the extraction of the 50 t
of argon required for DS-20k. It will be necessary to
make a final chemical purification of the UAr before
deployment into the LAr TPC (driven by the filtra-
tion capacity of the getter purification unit), bring-
ing the chemical impurity levels to those shown in

TABLE V. Urania/Aria: Inlet purity required by the
getter of DarkSide-20k.

Element Inlet Purity Requirements (ppm)
CH4 <0.25
CO <0.1
CO2 <0.1
H2 <1
H2O <1
N2 <1
O2 <1

Table V. Additionally, it would be beneficial to fur-
ther deplete the UAr of 39Ar, giving extended sen-
sitivity to DarkSide-20k and a level of 39Ar that is
acceptable to be used in an experiment that is at
the multi-hundred tonne scale. The Aria project
will serve to chemically purify the UAr to better
than the levels shown in Table V using a cryogenic
distillation column called Seruci-I. Aria could also
potentially further deplete the UAr of 39Ar by a sec-
ond, and larger cryogenic distillation column called
Seruci-II. The ultimate goal of the Aria project is
to process about 150 kg/d of argon through Seruci-II
to achieve an additional depletion factor between 10
and 100 (in addition to the reduction of 39Ar al-
ready seen in the UAr). However, the first objective
of the Aria project is to chemically purify the UAr
using Seruci-I. Therefore, the procurement of the
UAr for DarkSide-20k is broken into two main op-
erations, extraction of the UAr by Urania and then
chemical purification by Aria using Seruci-I. The
requirements for the UAr procurement and purifica-
tion stated in [9] are:

Argon-i Extract 50 t of UAr from the same gas
source as for DS-50, ensuring that the gas will have
at least the same reduction factor of 39Ar as mea-
sured in DS-50;

Argon-ii Extract UAr at a rate of 250 kg/d to
maintain the overall project schedule and start of
DS-20k data taking within 2021;

Argon-iii Urania must produce UAr with a pu-
rity of 99.9%;

Argon-iv Aria must purify the UAr to detector
grade, with compositions matching Table V;

Argon-v Deliver UAr to LNGS in time for de-
tector operations.

B. Argon Procurement: Urania

The Urania project will extract at least 50 t of
low-radioactivity UAr, providing the required 47 t
of UAr to fill DarkSide-20k. The goal of the Urania
project is to build a plant capable of extracting
and purifying UAr at a rate up to 250 kg/d, from
the same source of UAr that was used for the
DarkSide-50 detector. This rate of extraction is
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FIG. 35. Schematic drawing of the ReD experimental setup.

for the LAr TPC. The baseline configuration fore-
sees 7Li beam energies between 17 and 25 MeV. The
detection of 7Be particles at 4-5 deg will tag neu-
trons emitted at about 20-30 deg with energy of a
few MeV, which is appropriate to produce Ar re-
coils within the energy range of interest (i.e. be-
tween 20 and 100 keV). The geometrical arrange-
ment of the detector components is designed to al-
low to span the entire range of recoil energies be-
tween 20 and 100 keV by only changing the energy
of the primary 7Li beam, namely without the need of
physical movements along the beamline. In order to
have the possibility of producing and detecting nu-
clear recoils that are parallel to the electric field (i.e.
in the upwards/downward direction), the LAr TPC
and the Si telescope must be displaced such to tag
p(7Li,n)7Be reactions happening in a non-horizontal
plane. In the baseline configuration, the LAr TPC
and the Si telescope are deployed such that the inter-
action plane forms an angle of approximately 20 deg
with respect to the vertical. The distance between
the target and the LAr TPC is 150 cm. The array of
liquid scintillator neutron detectors is designed to se-
lect neutrons scattered from the LAr TPC at about
35 deg and 80 cm distance. Such a configuration
meets the key requirement of tagging nuclear recoil
between 20 and 100 keV and having momentum par-
allel and perpendicular with respect to the electric
field. As mentioned above, one or more liquid scintil-
lator neutron detectors is deployed at much smaller
angle (3-5 deg), in order to tag low-energy NRs in
the LAr TPC.

The associated-particle detector, which for the
identification of the accompayining 7Be, is a con-
ventional �E/E telescope of Silicon detectors. The
envisaged detectors are B-016-050-500 by ORTEC

for the E stage, having active area of 50 mm2 and
thickness of 500 µm, and D-035-050-15 by ORTEC
for the �E stage, having active area of 50 mm2 and
thickness of 15 µm. The Si telescope will be placed a
minimum angle of 4-5 deg with respect to the beam,
to avoid damage from the direct beam irradiation
and from elastically-scattered particles. The small
angle of the Si telescope limits the beam intensity
which can be used for the measurement. Under
the reasonable assumptions of 2 pnA beam inten-
sity, limited by the counting rate of the Si telescope,
and of a 0.2 mg/cm2 CH

2

target, a few 105 n/s are
produced. The anticipated counting rate for gen-
uine neutron scattering in the LAr TPC is a few Hz
and approximately 0.25-0.5 counts/minute of gold-
plated triple-coincidence nuclear recoils, parallel and
perpendicular to the electric field.

C. The ReD LAr TPC

The ReD experimental setup is designed to mini-
mize all neutron interactions other than single scat-
ters in the liquid argon. This is achieved in two
ways: by reducing as much as possible the material
between the neutron beam and the LAr, and with
an innovative structure for the LAr detector which
minimizes the presence of inactive volumes.

The LAr TPC used for this measurement is a
custom-made TPC which is a miniaturized version
of the LAr TPC for DarkSide-20k. It is conceived to
achieve a very high light (> 8PE/keVee), an excep-
tional single photon resolution of 5% to 10%, and
spatial resolution of 5mm in each of the two direc-
tions in the x� y plane, which will considerably im-
prove the multi-hit events rejection. The TPC (see
Fig. 36) will be a cube with size of about 50mm.



A	  physics-‐case	  for	  a	  ton	  size	  LAr	  
TPC	  (DS-‐proto)	  

M
.R
es
ci
gn
o	  
-‐	  7

th
	  W

or
ks
ho

p	  
l	  w

or
ks
ho

p	  
on

	  T
he

or
y,
	  

Ph
en

om
en

ol
og
y	  
an
d	  
Ex
pe

rim
en

ts
	  in
	  F
la
vo
ur
	  P
hy
sic

s	  

33	  44%	  

7%	  

40%	  

9%	  

49%	  

Bkg	  [0-‐50	  Ne]	  composi2on	  

PMT	  gamma	  

Cryo	  gamma	  

Kr85	  

Ar39	  

	  	  
Test	  bed	  for	  DS-‐20k	  technology	  
370	  SiPM	  ;le	  photo-‐sensors	  
Low	  backround	  SS	  cryostat	  
Possible	  installa;on	  in	  LNGS	  in	  
late	  2019.	  
Run	  in	  2020?	  

Background	  limited	  in	  DS50	  S2-‐only	  
analysis.	  
Poten;al	  breakthroughs:	  	  
•  Urania/Aria	  program	  	  
•  Use	  of	  SiPM	  	  
•  Larger	  mass	  in	  Ds-‐Proto	  
Inves;ga;ng	  the	  possibility	  to	  use	  DS-‐
proto	  for	  a	  physics	  run	  
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39Ar	  depletion	  in	  Urania+Aria	  
•  Urania	  plant	  is	  able	  to	  remove	  85Kr	  	  
•  By	  design	  more	  air	  leak	  ;ght	  wrt	  to	  
DS50	  plant	  (also	  possible	  a	  reduced	  39Ar	  
content)	  

•  Rela;ve	  vola;lity	  b/w	  39Ar	  and	  40Ar	  is	  
1.0015±0.0001*	  	  

•  Thousands	  of	  dis;lla;on	  stages	  in	  a	  350	  
m	  tall	  column	  (Seruci	  I)	  under	  
construc;on	  in	  Nuraxi-‐Figus	  mine	  
(Sulcis	  Iglesiente)	  

•  Would	  allow	  reduc;on	  of	  39Ar	  content	  
by	  a	  factor	  10	  per	  pass	  

•  Seruci	  I	  produc;on	  rate	  is	  calculated	  at	  
10	  kg/day,	  perfectly	  matching	  the	  
capacity	  needed	  to	  feed	  Ds-‐Proto	  (800	  
Kg	  total	  LAr)	  

	  	  
*from	  calcula;ons	  	  
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Construction of Seruci-I started in September 20151450

at Polaris in Italy.1451

Measurements of the relative volatility of argon1452

isotopes [84–86] and their theoretical interpreta-1453

tion [87–89] marked the birth of the Italian school of1454

condensed matter in Genoa and Milan. The study of1455

the relative volatility of argon isotopes was recently1456

revisited [90, 91], and shows a promising path for1457

the separation of 39Ar from 40Ar.1458

Algorithms developed by members of the1459

DarkSide Collaboration to calculate the relative1460

volatility of argon isotopes, based on the extensive1461

and detailed models available in the literature, pre-1462

dict that the volatility of 39Ar relative to 40Ar is1463

1.0015± 0.0001, and that it stays constant within1464

theoretical uncertainties in the range of tempera-1465

tures practical for the distillation of argon (84K to1466

100K). The small volatility di↵erence can be used1467

to achieve active isotopic separation by using a cryo-1468

genic distillation system with thousands of equilib-1469

rium stages.1470

Design of the Aria plant was optimized on the1471

basis of high-precision numerical methods for esti-1472

mating the isotopic separation of 39Ar from 40Ar.1473

DarkSide Collaborators developed two indepen-1474

dent numerical codes, one based on the McCabe-1475

Thiele method [92], and a second based on the1476

Fenske-Underwood-Gilliland (FUG) method and its1477

derivative, the Wynn-Underwood-Gilliland (WUG)1478

method [93–95]. Calculations for the isotopic sepa-1479

ration power of 39Ar from 40Ar and of the processing1480

rate were performed with the custom codes as well1481

as with software routines supported by commercial1482

chemical engineering CAD programs, such as As-1483

pen [96].1484

Fig. 6 illustrates the core of the process for iso-1485

topically separating 39Ar from 40Ar in the UAr.1486

The process consists mainly of two loops: the pro-1487

cess loop, where the argon is distilled and the 39Ar1488

is separated from the 40Ar and the refrigeration loop1489

where nitrogen gas and liquid is used to evaporate1490

and to condense the argon. Most of the heat is re-1491

covered, thanks to the compressor that pumps the1492

nitrogen gas evaporated in the condenser to the re-1493

boiler, and thanks to the pumps that move the liquid1494

nitrogen produced in the reboiler to the condenser.1495

In Fig. 7 all the sub-parts of the plant are repre-1496

sented:1497

• Feed station, to filter and regulate the feed to the1498

column;1499

• Compressor station, to bottle the distillate at the1500

bottom;1501

• Vacuum system, to keep a good vacuum in the1502

cold-box, in order to minimize the heat losses;1503

• LN
2

storage;1504

• Nitrogen condenser system, consisting of 4 Stir-1505

FIG. 6. Schematic drawing of the UAr isotopic separa-
tion process.

ling cryo-refrigerators needed to re-condense the1506

nitrogen, used in a close loop.1507

The two Aria columns, Seruci-I and Seruci-II, will1508

consist of 28 modules of 12m height, plus a top1509

module (condenser) and a bottom module (reboiler).1510

Seruci-I is being constructed as a working proto-1511

type for the main column, Seruci-II, and will serve1512

to prove the isotopic separation power of the cryo-1513

genic distillation method before the construction of1514

the large and more expensive Seruci-II. Seruci-I will1515

have the same separation capabilities as Seruci-II,1516

but a factor of 15 less in the overall production rate1517

of DAr. All modules will be pre-assembled at the1518

factory and ready for deployment in the shaft. In1519

November 2015, Carbosulcis started the refurbish-1520

ment of the Seruci-I mine shaft, in order to make1521

it suitable to host both the Seruci-I and Seruci-II1522

columns.1523

Calculations indicate that Seruci-I will be able to1524

process UAr at a rate of 10 kg/day, obtaining a 39Ar1525

depletion factor of 10 per pass. The rate in Seruci-II1526

for the same depletion is 150 kg/day. The same1527

model predicts that the Seruci-I column will also1528

have the separation power to remove all chemical1529

impurities (including traces of N
2

, O
2

, and Kr) with1530

separation power better than 103 per pass and at1531

the rate of O(1 t/day). In the case that the Urania1532

UAr extraction plant is not able to reduce the level1533

of 85Kr in the UAr to the desired amount, Seruci-I1534
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Aria	  modules	  shipped	  and	  assembled	  
at	  Seruci	  (May	  2018)	  
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Low	  radioactivity	  photo-‐sensor	  
•  5x5	  cm	  SiPM	  ;le	  with	  a	  front-‐end	  
amplifica;on	  &	  summing	  stage	  in	  an	  
acrylic	  cage:	  a	  Photo	  Detector	  
Module	  (PDM)	  

•  Intrinsically	  radio-‐pure	  Silicon	  
•  Screening	  of	  cryogenic	  electronic	  
components	  and	  substrates	  to	  
achieve	  the	  lowest	  possible	  	  
radioac;vity	  

•  Current	  es;mate	  –	  including	  all	  
services–	  is	  about	  2	  mBq/PDM,	  
dominated	  by	  Arlon	  55	  NT	  
substrates	  (for	  SiPM	  and	  front-‐end)	  

•  On-‐going	  fused	  silica	  substrates	  
R&D	  can	  achieve	  factor	  10	  
reduc;on	  (200	  µBq/PDM)	  

•  Remind,	  even	  2	  mBq/PDM	  much	  
beeer	  than	  current	  DS50	  PMT	  
(compare	  to	  ~200	  mBq/PMT)!	  

25

FIG. 23. Snapshot of the first PDM.

the easy replacement of any single PDM mounted
on the MB.

Recently FBK produced an improved SiPM ver-
sion, NUV-HD-LF 2018 edition, characterized by a
triple concentration of their special dopant, o↵ering
a wider over-voltage operation range and e↵ectively
reducing the fraction of events with after-pulses. A
SiPM run produced with this new technology was
delivered at the beginning of January and tested
shortly later by the DarkSide Collaboration. This
was the first FBK run providing rectangular SiPMs
(7.9 ✓ 11.7mm2), as requested by the DarkSide-20k
tile geometry.

The SiPM run yield at warm temperature was
quite high, of about 65%, while at cryogenic tem-
perature it dropped to 30%. A first characterization
was performed dicing a SiPM wafer and testing few
tens of SiPMs in LN

2

. These measurements showed
that the I-V curves have a wide over-voltage region
were SiPMs can comfortably work and a good break-
down voltage uniformity. We selected 24 SiPMs with
uniform I-V characteristics to make the first tile
equipped with rectangular, NUV-HD-LF 2018 edi-
tion SiPMs. The PCB was manufactured with Ar-
lon, the cleanest substrate we have identified insofar.

Fig. 23 shows a snapshot of the first PDM. The
rectangular SiPMs and the Front End Board, behind
the acrylic cage, are clearly visible. This tile imple-
mented few changes with respect to the previous ver-
sions, including a new layout with the SiPM voltage
divider on the backside of the PCB and power sup-
ply filtering by appropriate capacitors. The wafer
dicing and the SiPM bonding was made at Prince-
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FIG. 24. Amplitude spectrum of signals of the first
PDM (NUV-HD-LF 2018 with triple dopant concentra-
tion, preliminary result).)

ton University, using a cryogenic epoxy on the SiPM
backside, and a wire bonding procedure on the top.
The tile was coupled with a FEB, whose design was
basically the same we used at the beginning of 2017,
with slight modifications with respect to the previ-
ous versions, to take advantage of a new cryogenic
summing amplifier, OPA 838, with improved per-
formance. The first PDM was assembled at LNGS
during the first week of March and shortly after it
experienced 10 thermal cycles, to verify its mechani-
cal stability. As expected the thermal cycles did not
show any issue. A full characterization of the SiPMs
used to equip the first PDM is ongoing, to quantify
the fraction of after-pulse events, the Dark count
rate and the break-down voltage uniformity. A first
preliminary measurement was performed by immers-
ing the PDM in Liquid Nitrogen: the data analysis
gave a SNR larger than 24, a factor of 2 better than
the tiles equipped with the NUV-HD-LF 2017 edi-
tion SiPMs and the FEB produced in 2017, whose
results were shown at the LNGS Scientific Commit-
tee meeting of April 2017.

Fig. ?? shows the filtered amplitude spectrum
of the first PDM: the low after-pulse behavior of
the new FBK NUV-HD-LF 2018 edition SiPMs is
evident from the modest tail following each peak.
The PDMdescribed above makes use of low ra-
dioactivity components: a broad screening campaign
was made, including capacitors, resistors, electronic
chips, metallic clips, and connectors. The radioac-
tivity of all the PDM components, excluding the
plastic of the two connectors between the tile and
the FEB, and the connector between the FEB and
the MB strips, is estimated at the level of about
1mBq/PDM. This is already a good result, compat-
ible with the DarkSide radioactivity budget. Never-
theless, we are committed with an R&D to further
decrease this number. The most important contri-
bution to the above background comes from the Ar-
lon substrates, whose screening gave an ↵ activity of
about 100mBq/kg. We are presently developing a
fused silica substrate, that would drastically reduce
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First	  PDM	  performance	  (prelim.)	  
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FIG. 23. Snapshot of the first PDM.

the easy replacement of any single PDM mounted
on the MB.

Recently FBK produced an improved SiPM ver-
sion, NUV-HD-LF 2018 edition, characterized by a
triple concentration of their special dopant, o↵ering
a wider over-voltage operation range and e↵ectively
reducing the fraction of events with after-pulses. A
SiPM run produced with this new technology was
delivered at the beginning of January and tested
shortly later by the DarkSide Collaboration. This
was the first FBK run providing rectangular SiPMs
(7.9 ✓ 11.7mm2), as requested by the DarkSide-20k
tile geometry.

The SiPM run yield at warm temperature was
quite high, of about 65%, while at cryogenic tem-
perature it dropped to 30%. A first characterization
was performed dicing a SiPM wafer and testing few
tens of SiPMs in LN

2

. These measurements showed
that the I-V curves have a wide over-voltage region
were SiPMs can comfortably work and a good break-
down voltage uniformity. We selected 24 SiPMs with
uniform I-V characteristics to make the first tile
equipped with rectangular, NUV-HD-LF 2018 edi-
tion SiPMs. The PCB was manufactured with Ar-
lon, the cleanest substrate we have identified insofar.

Fig. 23 shows a snapshot of the first PDM. The
rectangular SiPMs and the Front End Board, behind
the acrylic cage, are clearly visible. This tile imple-
mented few changes with respect to the previous ver-
sions, including a new layout with the SiPM voltage
divider on the backside of the PCB and power sup-
ply filtering by appropriate capacitors. The wafer
dicing and the SiPM bonding was made at Prince-
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FIG. 24. Amplitude spectrum of signals of the first
PDM (NUV-HD-LF 2018 with triple dopant concentra-
tion, preliminary result).)

ton University, using a cryogenic epoxy on the SiPM
backside, and a wire bonding procedure on the top.
The tile was coupled with a FEB, whose design was
basically the same we used at the beginning of 2017,
with slight modifications with respect to the previ-
ous versions, to take advantage of a new cryogenic
summing amplifier, OPA 838, with improved per-
formance. The first PDM was assembled at LNGS
during the first week of March and shortly after it
experienced 10 thermal cycles, to verify its mechani-
cal stability. As expected the thermal cycles did not
show any issue. A full characterization of the SiPMs
used to equip the first PDM is ongoing, to quantify
the fraction of after-pulse events, the Dark count
rate and the break-down voltage uniformity. A first
preliminary measurement was performed by immers-
ing the PDM in Liquid Nitrogen: the data analysis
gave a SNR larger than 24, a factor of 2 better than
the tiles equipped with the NUV-HD-LF 2017 edi-
tion SiPMs and the FEB produced in 2017, whose
results were shown at the LNGS Scientific Commit-
tee meeting of April 2017.

Fig. ?? shows the filtered amplitude spectrum
of the first PDM: the low after-pulse behavior of
the new FBK NUV-HD-LF 2018 edition SiPMs is
evident from the modest tail following each peak.
The PDMdescribed above makes use of low ra-
dioactivity components: a broad screening campaign
was made, including capacitors, resistors, electronic
chips, metallic clips, and connectors. The radioac-
tivity of all the PDM components, excluding the
plastic of the two connectors between the tile and
the FEB, and the connector between the FEB and
the MB strips, is estimated at the level of about
1mBq/PDM. This is already a good result, compat-
ible with the DarkSide radioactivity budget. Never-
theless, we are committed with an R&D to further
decrease this number. The most important contri-
bution to the above background comes from the Ar-
lon substrates, whose screening gave an ↵ activity of
about 100mBq/kg. We are presently developing a
fused silica substrate, that would drastically reduce
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NEWS-G 2018 LUX 2017
XENON1T 2017 PICO-60 2017
PICASSO 2017 CDMSLite 2017
CRESST-III 2017 PandaX-II 2016
XENON100 2016 DAMIC 2016
CDEX 2016 CRESST-II 2015
SuperCDMS 2014 CDMSlite 2014
COGENT 2013 CDMS 2013
CRESST 2012 DAMA/LIBRA 2008
Neutrino Floor

Future	  Darkside	  Low-‐Mass	  Searches	  
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38	  1	  year	  data	  taking	  with	  DS-‐proto	  underground	  vs	  
radiopurity	  levels	  of	  target	  and	  electronics	  (ambi;ous).	  



DARKSIDE-‐20K	  PROSPECTS	  
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DS20K	  conceptual	  design/
Proto-‐Dune	  Cryostat	  

9

lar

FIG. 5. Internal view of the first assembled DUNE prototype at CERN.

FIG. 6. Outer cryostat overall dimension (side view) and overall assembly.
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13

FIG. 9. GTT membrane cryostat components layout.

FIG. 10. Large roof opening for the detectors installation and a top cap concept, already experienced at CERN on
a smaller prototype.

doped moderator sheets will be mounted on the
outer structure of the cryostat, between profiles, as
it is illustrated in Fig. 11. The maximum thickness
will be 600mm. The exact type of material to be
used still needs to be optimized.

F. Operation

All practically aspects related to the structural
behavior during the various phases of construction,
during filling and cool down and during operation,

will largely profit from the experience we will gain
during the construction and operation in 2018 of the
ProtoDUNE prototypes at CERN. This include a
full and detailed structural analysis, based on finite
element calculations according to the EUROCODEs.
The most critical components in the structure are
verified with dedicated prototypes, which have been
gone through destructive mechanical tests to cross-
check the validity of the simulation work. All mate-
rials including all bolts are accompanied by quality
certificates. The construction process QA will be
summarized in a extensive report, which will con-

CERN Neutrino Platform: 
• Two almost identical 

cryostats built for 
NP02 and NP04 
experiments  

• About 8x8x8 m3 inner 
volume, 750 t of LAr in 
each one  

• Cryostat technology 
and expertise taken 
from LNG industry  

• Construction time: 55 
weeks (NP04), 37 
weeks (NP02) 

• Thought since the 
beginning to be 
installable 
underground

Two	  iden;cal	  cryostats	  already	  built	  
@CERN	  in	  ~40	  weeks	  
	  
About	  8x8x8	  m3	  inner	  volume,	  	  
750	  ton	  of	  LAr	  
	  
Cryostat	  technology	  and	  exper;se	  
from	  Liquefied	  Natural	  Gas	  industry	  	  



2.7m

5.2m

Overall DarkSide-20k System arrangement in LNGS-Hall-C

Relative sizing of 
the DarkSide-20k 
system in Hall-C

Hall-C Limit

Temporary 
TPC Test 
Dewar

TPC

AAr Shield
Cryostat

AAr
Buffer
Tank

DS20K	  conceptual	  design/in	  
Hall-‐C	  

Conceptual sketch of the DarkSide-20k TPC in liquid argon veto cryostat

TPC Test Dewar

Open top Cryostat
to insert tested

TPC from the top

TPC and Vessel
Hang from top cover

Overall DarkSide-20k System Installation Procedure

TPC must be able to move 
closer to top cover during 
installation (limited head 
room)
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DS20K	  conceptual	  design/PS	  
veto	  
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•  TPC	  thin	  copper	  vessel	  to	  be	  
surrounded	  by	  an	  ac;ve	  plas;c	  
scin;llator	  layer	  as	  a	  neutron	  veto	  

•  Considering	  op;ons	  to	  load	  with	  
Boron	  or	  Gadolinium	  for	  increased	  
capture	  cross	  sec;on	  	  

•  Cryogenic	  SiPM	  sensors	  in	  Liquid	  	  
sensors	  similar	  to	  those	  developed	  
for	  the	  TPC	  

•  Detector	  concept	  minimize	  
internal	  neutron	  background	  
sources	  and	  allow	  easier	  scaling	  for	  
bigger	  target	  mass	  	  

DarkSide-20k nVeto 
conceptual design

• Plastic Scintillator (PS) shell surrounding inner 
detector vessel within AAr volume 
‣ thermalise neutrons 
‣ detect captures in plastic shell and inner 

detector materials 
• Optics of PS and outer LAr veto such as to 

allow for highly efficient detection of high 
energy gammas from captures.  

➡ Radiogenic neutron background from the TPC 
materials can be kept well below the design 
goal of 0.1 / 100 t yr 

➡ Other sources of neutron background found to 
be negligible:  

• radiogenic neutrons from cryostat materials 
and surrounding rocks  

• cosmogenic neutrons
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Summing	  up	  
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DS50 Expected Limit
Ar, 2 mBq/PDM390.7 mBq/kg 
Ar, 2 mBq/PDM390.07 mBq/kg 
Ar, 0.2 mBq/PDM390.007 mBq/kg 

NEWS-G 2018 LUX 2017
XENON1T 2017 PICO-60 2017
PICASSO 2017 CDMSLite 2017
CRESST-III 2017 PandaX-II 2016
XENON100 2016 DAMIC 2016
CDEX 2016 CRESST-II 2015
SuperCDMS 2014 CDMSlite 2014
COGENT 2013 CDMS 2013
CRESST 2012 DAMA/LIBRA 2008
Neutrino Floor



Conclusions	  
•  A	  new	  search	  window	  	  from	  DS50	  S2-‐only	  search	  for	  LAr	  
•  Threshold	  in	  sub	  keV	  range	  	  
•  Background	  at	  ~1	  count/keVee/day	  (to	  be	  reduced	  further)	  

•  More	  data	  in	  hands:	  
•  In	  total	  almost	  3	  annual	  cycle	  for	  the	  S2-‐only	  analysis,	  with	  a	  quite	  
stable	  detector	  

•  Working	  on	  an	  improved	  analysis	  including	  all	  data	  

•  A	  clear	  path	  to	  approach	  the	  neutrino	  floor	  with	  the	  next	  
genera;on	  of	  Liquid	  Argon	  dark	  maeer	  experiments	  for	  both	  the	  
low	  and	  high	  mass	  WIMP	  searches	  
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SPARES	  
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Blind	  analysis/Radial	  cut	  	  
9

ing [�10.5,0] µs before a TPC interaction. A“cosmic
ray activation veto” is applied if a LAr TPC event
occurs within a 0.6 s interval following a triggered
event with large-amplitude muon-like signals in the
WCV or LSV, to eliminate delayed neutrons pro-
duced by cosmic-ray-activated isotopes in the detec-
tors.

Basic LAr TPC cuts, developed for earlier anal-
yses [4, 15] ensure a single pulse at trigger time,
presumed to be S1, that does not saturate the elec-
tronics and a second pulse, presumed to be S2. A
third pulse is allowed only if its timing is consis-
tent with the “S3” pulses produced when S2 light
photoionizes the TPC cathode. The second pulse is
required to be at least 200PE before position-based
corrections, the approximate threshold for successful
reconstruction of the event’s radial position, and to
have f

90

< 0.20, consistent with the slower rise-time
of S2 pulses.

We require that an event have an S2/S1 ratio be-
tween the lowest 1% and the highest 1% of the S2/S1
distribution of 241AmBe NRs (listed in Tab. V as
Min and Max corr S2/S1). Events with fake S2 sig-
nals are removed based on the leading-edge time
profile (S2 LE shape). Events with S1 too con-
centrated in one PMT are likely Cherenkov events
and are removed (S1p max frac). We require an S1
top-bottom asymmetry consistent with the recon-
structed z-position (S1 TBA), the S1 time profile
to not have evidence of long-lived TPB scintillation
(Long S1 tail), and an S1 PMT pattern consistent
with the reconstructed x-y position (S1 NLL). These
cuts were developed in the individual background
studies and are discussed below.

We use the same vertical fiducialization as in
the previous analyses, removing 40 µs of drift time
(⇥4 cm) from the top and bottom of the active vol-
ume. In addition, we apply for the first time a radial
fiducial cut.

The di�culties with radial reconstruction in the
detector were discussed in Sec. II A. We decided nev-
ertheless to apply a cut on the reconstructed radial
position of events, and estimated the WIMP accep-
tance of the cut purely from data. The radial cut
finally employed consisted of a drift-time-dependent
radial contour chosen to reject a fixed fraction
of G4DS-simulated scintillation+Teflon Cherenkov
events in each drift time bin (see Sec. VD). The fi-
nal cut varied from ⇥23 mm from the wall at the top
and bottom to ⇥4 mm from the wall at the center
of the TPC.

The e↵ect of the radial cut is shown in Fig. 4,
made after unblinding. The events (primarily ER
background from PMT and cryostat �-rays, includ-
ing mixed scintillation+Cherenkov events) are seen
to be concentrated near the top and sides of the de-

0

2

4

6

8

10

12

14

0 2 4 6 8 10 12 14 16 18 20
Reconstructed radius [cm]

50

100

150

200

250

300

350

s
]

µ
D
r
i
f
t
 
t
i
m
e
 
[

FIG. 4. Radial cut (red) shown on events in the ini-
tial blinding box shown in Fig. 3. Basic cuts, notably
N

pulses

= 2, as well as vertical fiducialization via t
drift

have been applied.

tector as expected. Despite possible inaccuracy of
the reconstruction algorithm, the concentration of
events and the impact of the cut is clear.

A. Surface events

Surface backgrounds from the ↵-emitter 210Po
have been identified and studied extensively in
DarkSide-50. Alphas coming from isotopes embed-
ded in detector surfaces exhibit a degraded energy
spectrum and can fall within the energy and f

90

re-
gions of interest, as can the recoiling nucleus in an
↵ decay [26]. The S2 signal for surface events is
heavily suppressed, possibly due to loss of drifting
electrons very close to the side reflector of the TPC.
Few surface events have an S2 that is large enough
to pass analysis cuts, with the majority having no
discernible S2 pulse. We call these “S1-only” events.

We therefore consider two cases for a surface de-
cay to become a background event. Type 1: the
rare case of surface events with a true S2 passing
the analysis cuts. Type 2: an S1-only event that
happens to occur right before an uncorrelated “S2-
only” event, such that the pile-up appears to be a
regular event with one S1 and one S2. We estimate
the background rates of these two cases separately.

Type 1: In the open data with S1>600 PE, sur-
face events only pass S2 analysis cuts at energies
far above the region of interest (S1>20,000PE). Ex-
trapolating this into the WIMP search region, we
estimate that <0.07 such events could pass the S2
analysis cuts.

Further reduction of Type 1 surface backgrounds
is achieved by using the TPB layer on surfaces
as a veto. It was discovered that alphas pass-
ing through TPB excite millisecond-long scintilla-
tion in the wavelength shifter [25]. The presence
of a long scintillation time component following an
S1 pulse tags the event as originating from a TPB-
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Non	  trivial	  x-‐y	  reconstruc;on	  for	  Ds50	  geometry	  and	  op;cs.	  Algorithm	  
find	  best	  posi;on	  based	  on	  expected	  light	  sharing	  among	  the	  PMT	  on	  the	  
top	  plane.	  Resolu;on	  ~6	  mm	  for	  large	  enough	  signals.	  
In	  addi;on	  usual	  40	  µs	  cut	  in	  Z	  direc;on	  from	  anode	  and	  cathode	  (~4	  cm)	  

Z	  

Keep	  84%	  signal/Reject	  50%	  background	  
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TABLE IV. Predicted backgrounds surviving all cuts.
Note that the ER background includes the scintilla-
tion+Cherenkov background. The f

90

vs. S1 search box
is defined to give 0.08±0.04 surviving ER background
events.

Background Events surviving all cuts
Surface Type 1 0.0006 ± 0.0001
Surface Type 2 0.00092 ± 0.00004
Radiogenic neutrons <0.005
Cosmogenic neutrons <0.00035
Electron recoil 0.08±0.04
Total 0.09 ± 0.04

which are strongly dependent on this boundary.
With near-final estimates of the other backgrounds
in hand, we allocated 0.08 background events to
the ER backgrounds; the corresponding lower box
boundary is drawn according to this requirement.

In previous DarkSide analyses [4, 15], analytical
models of f

90

fluctuations were fit to data in bins
of S1, and the resulting functions were used to set
a boundary that admitted equal background in each
bin. Adding Cherenkov light to the mix invalidates
that procedure. We use the ER background model
described above for this purpose, but we did not have
adequate Monte Carlo statistics for bin-by-bin as-
sessment. Instead, the determination of the bound-
ary is done in two steps. 1) The rough shape of the
boundary is determined where Monte Carlo statis-
tics are available, by finding the f

90

that gives 0.07
leakage events in each 5 PE bin, about 14 times
the final target background. A polynomial is fit
to these points. 2) The fitted curve is translated
upward in f

90

until the box defined by its intersec-
tion with the other bounds contains & 0.08 events
of ER background. In practice this was driven by 7
events from our Monte Carlo events, to which we at-
tached an uncertainty of ±50% by the construction
in [34, Table II]. This is the dominant uncertainty on
the predicted ER background estimate, presented in
Tab. IV.

E. Background Summary and Cut Acceptance

A summary of the predicted backgrounds surviv-
ing all cuts in the full exposure is given in Tab. IV.

The acceptance for each cut in the analysis except
the tdrift cut and the final f

90

vs. S1 WIMP search
box is given in Tab. V. The acceptance of the tdrift

cut is unchanged from previous analyses and is used
to determine the fiducial mass of (36.9 ± 0.6) kg [4].

The radial fiducial cut (see Fig. 4) required special
treatment because of the di�culty in comparing ra-
dial reconstruction of data and MC events. We use
the fact that 39Ar events are uniformly distributed
like WIMP scatters, and 241AmBe events have NR

TABLE V. Summary of cuts, and their respective impact
on livetime and WIMP acceptance. The average accep-
tance of S1-dependent cuts are presented; acceptances
>0.999 are shown as 1.

Cut Livetime/Acceptance
All channels 545.6 d
Baseline 545.6 d
Time since prev 545.3 d
Veto present 536.6 d
Cosmo activ 532.4 d
Muon signal 0.990
Prompt LSV 0.995
Delayed LSV 0.835
Preprompt LSV 0.992
N pulses 0.978
S1 start time 1
S1 saturation 1
Min uncorr S2 0.996
xy-recon 0.997
S2 F90 1
Min corr S2/S1 0.995
Max corr S2/S1 0.991
S2 LE shape 1
S1

p

max frac 0.948
S1 TBA 0.998
Long S1 tail 0.987
Radial cut 0.84
S1 NLL >0.99
Combined 0.609
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FIG. 8. Acceptance vs. S1. The NR Energy scale at
the top comes from the cross-calibration with SCENE
described in Sec. II B.

S2/S1 like WIMP scatters, to determine the accep-
tance in two steps. 1) The cut’s acceptance vs. S2 is
estimated using 39Ar events in our AAr data, which
are uniformly distributed. 2) Acceptance vs. NR
S1 is then estimated by using S2/S1 as measured
in our 241AmBe data to look up acceptance in the
corresponding AAr S2 bin. Averaged over S1 in the
WIMP selection region, the acceptance of this cut
(after the drift time fiducialization) is 0.84.

The f

90

acceptance vs. S1 is determined from the
f

90

parameterization as described in Sec. II B. Fig. 8
shows acceptance vs. S1 for the analysis cuts.

Having designed a box to achieve our background
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TABLE IV. Predicted backgrounds surviving all cuts.
Note that the ER background includes the scintilla-
tion+Cherenkov background. The f

90

vs. S1 search box
is defined to give 0.08±0.04 surviving ER background
events.

Background Events surviving all cuts
Surface Type 1 0.0006 ± 0.0001
Surface Type 2 0.00092 ± 0.00004
Radiogenic neutrons <0.005
Cosmogenic neutrons <0.00035
Electron recoil 0.08±0.04
Total 0.09 ± 0.04

which are strongly dependent on this boundary.
With near-final estimates of the other backgrounds
in hand, we allocated 0.08 background events to
the ER backgrounds; the corresponding lower box
boundary is drawn according to this requirement.

In previous DarkSide analyses [4, 15], analytical
models of f

90

fluctuations were fit to data in bins
of S1, and the resulting functions were used to set
a boundary that admitted equal background in each
bin. Adding Cherenkov light to the mix invalidates
that procedure. We use the ER background model
described above for this purpose, but we did not have
adequate Monte Carlo statistics for bin-by-bin as-
sessment. Instead, the determination of the bound-
ary is done in two steps. 1) The rough shape of the
boundary is determined where Monte Carlo statis-
tics are available, by finding the f

90

that gives 0.07
leakage events in each 5 PE bin, about 14 times
the final target background. A polynomial is fit
to these points. 2) The fitted curve is translated
upward in f

90

until the box defined by its intersec-
tion with the other bounds contains & 0.08 events
of ER background. In practice this was driven by 7
events from our Monte Carlo events, to which we at-
tached an uncertainty of ±50% by the construction
in [34, Table II]. This is the dominant uncertainty on
the predicted ER background estimate, presented in
Tab. IV.

E. Background Summary and Cut Acceptance

A summary of the predicted backgrounds surviv-
ing all cuts in the full exposure is given in Tab. IV.

The acceptance for each cut in the analysis except
the tdrift cut and the final f

90

vs. S1 WIMP search
box is given in Tab. V. The acceptance of the tdrift

cut is unchanged from previous analyses and is used
to determine the fiducial mass of (36.9 ± 0.6) kg [4].

The radial fiducial cut (see Fig. 4) required special
treatment because of the di�culty in comparing ra-
dial reconstruction of data and MC events. We use
the fact that 39Ar events are uniformly distributed
like WIMP scatters, and 241AmBe events have NR

TABLE V. Summary of cuts, and their respective impact
on livetime and WIMP acceptance. The average accep-
tance of S1-dependent cuts are presented; acceptances
>0.999 are shown as 1.

Cut Livetime/Acceptance
All channels 545.6 d
Baseline 545.6 d
Time since prev 545.3 d
Veto present 536.6 d
Cosmo activ 532.4 d
Muon signal 0.990
Prompt LSV 0.995
Delayed LSV 0.835
Preprompt LSV 0.992
N pulses 0.978
S1 start time 1
S1 saturation 1
Min uncorr S2 0.996
xy-recon 0.997
S2 F90 1
Min corr S2/S1 0.995
Max corr S2/S1 0.991
S2 LE shape 1
S1

p

max frac 0.948
S1 TBA 0.998
Long S1 tail 0.987
Radial cut 0.84
S1 NLL >0.99
Combined 0.609
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FIG. 8. Acceptance vs. S1. The NR Energy scale at
the top comes from the cross-calibration with SCENE
described in Sec. II B.

S2/S1 like WIMP scatters, to determine the accep-
tance in two steps. 1) The cut’s acceptance vs. S2 is
estimated using 39Ar events in our AAr data, which
are uniformly distributed. 2) Acceptance vs. NR
S1 is then estimated by using S2/S1 as measured
in our 241AmBe data to look up acceptance in the
corresponding AAr S2 bin. Averaged over S1 in the
WIMP selection region, the acceptance of this cut
(after the drift time fiducialization) is 0.84.

The f

90

acceptance vs. S1 is determined from the
f

90

parameterization as described in Sec. II B. Fig. 8
shows acceptance vs. S1 for the analysis cuts.

Having designed a box to achieve our background
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TABLE IV. Predicted backgrounds surviving all cuts.
Note that the ER background includes the scintilla-
tion+Cherenkov background. The f

90

vs. S1 search box
is defined to give 0.08±0.04 surviving ER background
events.

Background Events surviving all cuts
Surface Type 1 0.0006 ± 0.0001
Surface Type 2 0.00092 ± 0.00004
Radiogenic neutrons <0.005
Cosmogenic neutrons <0.00035
Electron recoil 0.08±0.04
Total 0.09 ± 0.04

which are strongly dependent on this boundary.
With near-final estimates of the other backgrounds
in hand, we allocated 0.08 background events to
the ER backgrounds; the corresponding lower box
boundary is drawn according to this requirement.

In previous DarkSide analyses [4, 15], analytical
models of f

90

fluctuations were fit to data in bins
of S1, and the resulting functions were used to set
a boundary that admitted equal background in each
bin. Adding Cherenkov light to the mix invalidates
that procedure. We use the ER background model
described above for this purpose, but we did not have
adequate Monte Carlo statistics for bin-by-bin as-
sessment. Instead, the determination of the bound-
ary is done in two steps. 1) The rough shape of the
boundary is determined where Monte Carlo statis-
tics are available, by finding the f

90

that gives 0.07
leakage events in each 5 PE bin, about 14 times
the final target background. A polynomial is fit
to these points. 2) The fitted curve is translated
upward in f

90

until the box defined by its intersec-
tion with the other bounds contains & 0.08 events
of ER background. In practice this was driven by 7
events from our Monte Carlo events, to which we at-
tached an uncertainty of ±50% by the construction
in [34, Table II]. This is the dominant uncertainty on
the predicted ER background estimate, presented in
Tab. IV.

E. Background Summary and Cut Acceptance

A summary of the predicted backgrounds surviv-
ing all cuts in the full exposure is given in Tab. IV.

The acceptance for each cut in the analysis except
the tdrift cut and the final f

90

vs. S1 WIMP search
box is given in Tab. V. The acceptance of the tdrift

cut is unchanged from previous analyses and is used
to determine the fiducial mass of (36.9 ± 0.6) kg [4].

The radial fiducial cut (see Fig. 4) required special
treatment because of the di�culty in comparing ra-
dial reconstruction of data and MC events. We use
the fact that 39Ar events are uniformly distributed
like WIMP scatters, and 241AmBe events have NR

TABLE V. Summary of cuts, and their respective impact
on livetime and WIMP acceptance. The average accep-
tance of S1-dependent cuts are presented; acceptances
>0.999 are shown as 1.

Cut Livetime/Acceptance
All channels 545.6 d
Baseline 545.6 d
Time since prev 545.3 d
Veto present 536.6 d
Cosmo activ 532.4 d
Muon signal 0.990
Prompt LSV 0.995
Delayed LSV 0.835
Preprompt LSV 0.992
N pulses 0.978
S1 start time 1
S1 saturation 1
Min uncorr S2 0.996
xy-recon 0.997
S2 F90 1
Min corr S2/S1 0.995
Max corr S2/S1 0.991
S2 LE shape 1
S1

p

max frac 0.948
S1 TBA 0.998
Long S1 tail 0.987
Radial cut 0.84
S1 NLL >0.99
Combined 0.609

0 50 100 150 200 250 300 350 400 450
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FIG. 8. Acceptance vs. S1. The NR Energy scale at
the top comes from the cross-calibration with SCENE
described in Sec. II B.

S2/S1 like WIMP scatters, to determine the accep-
tance in two steps. 1) The cut’s acceptance vs. S2 is
estimated using 39Ar events in our AAr data, which
are uniformly distributed. 2) Acceptance vs. NR
S1 is then estimated by using S2/S1 as measured
in our 241AmBe data to look up acceptance in the
corresponding AAr S2 bin. Averaged over S1 in the
WIMP selection region, the acceptance of this cut
(after the drift time fiducialization) is 0.84.

The f

90

acceptance vs. S1 is determined from the
f

90

parameterization as described in Sec. II B. Fig. 8
shows acceptance vs. S1 for the analysis cuts.

Having designed a box to achieve our background
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keVee	


83mKr	  

N
e	
 ΔNe/Ne	  ~4%	  	  

@	  200	  eVee	  

37Ar	  (K-‐shell,	  	  2.82	  keV)	  
37Ar	  (L-‐shell,	  0.27	  keV)	  

4
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FIG. 1. Calibration curve used to convert electron re-
coil spectra to ionization spectra. Below 8 Ne� , we as-
sume there is no recombination and use a straight line
that intersects Ne� = 1 with a slope determined by the
ratio of number of excitations to ionization measured
in [34]. Above this point, the e↵ects of recombination
are included by fitting the Thomas-Imel model [38] to
the mean Ne� measured for the 2.82 keV K-shell and
0.27 keV L-shell lines from the electron capture of 37Ar.
In order to get good agreement between the model and
data, we multiply the model by a scaling factor. The
uncertainty of the fit is shown by the green band.

then smeared assuming the ionization yield and re-
combination processes follow a binomial distribution
and convolved with the detector response, measured
from single-electron events [1]. This procedure cor-
rectly reconstructs the measured width of the 37Ar
K-shell (2.82 keV) and L-shell (0.27 keV) peaks. The
expected DM-electron scattering ionization spectra
in the case of a heavy mediator, F

DM

= 1, and in
the case of a light mediator, F

DM

/ 1/q2, are shown
in Fig. 2.

We use a 500 day dataset collected between
April 30, 2015, and April 25, 2017, corresponding to
a 6786.0 kg d exposure, to place limits on DM with
masses below 1 GeV/c2. Details on data selection,
cut e�ciencies, and electron recoil energy calibration
can be found in [1]. The 500 day ionization spectrum
used for the search is shown in Fig. 2. Limits are
calculated using a binned profile likelihood method
implemented in RooStats [40–42]. We use an analy-
sis threshold of Ne� = 3, approximately equivalent
to 0.05 keVee, lower than the threshold used in [1].
This increases the signal acceptance at the expense
of a larger background rate from coincident single-
electron events, which are not included in the back-
ground model. In this energy region, the hardware
trigger e�ciency is 100%. The background model
used in the analysis is determined by a detailed
Monte Carlo simulation of the DarkSide-50 appara-
tus. Spectral features at high energy are used to con-
strain the simulated radiological activity within de-
tector components to predict the background spec-
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FIG. 2. The 500 day DarkSide-50 ionization spectrum
compared with predicted spectra from the G4DS back-
ground simulation [39]. These are the same data and
background spectra shown in Ref. [1]. Also shown are
calculated DM-electron scattering spectra for DM par-
ticles with masses m� of 10, 100, and 1000MeV/c2,
reference cross section �e = 10�36 cm2 (top) and
�e = 10�33 cm2 (bottom), and FDM(q)= 1 (top) and
FDM(q)/ 1/q2 (bottom). The vertical dashed line indi-
cates the Ne� = 3 analysis threshold.

trum in the region of interest. The predicted spec-
trum is plotted alongside the data in Fig. 2 and de-
scribed in greater detail in [1]. During the anal-
ysis, the overall normalization of the background
model is constrained near its predicted value by a
Gaussian nuisance term in the likelihood function.
Additional gaussian constraints on the background
and signal spectral shape are included based on the
uncertainty of the fit in Fig. 1 and the uncertainty
in the S2 to Ne� conversion factor, extracted from
single-electron data.

The resulting 90% C.L. limits are shown in Fig. 3
for two assumptions of DM form-factors, F

DM

(q) =
1 and F

DM

(q) / 1/q2. In the case of a light media-
tor, F

DM

(q) / 1/q2, the constraints from DS-50 are
not as stringent as the XENON10 experiment due
to the higher (Ne� = 3) analysis threshold adopted
in this work but better than the XENON100 limit
due the lower background rate. For a heavy me-
diator, F

DM

(q) = 1, we improve the existing lim-
its from XENON10 and XENON100 [33] for dark
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TABLE I. Acceptances of the di↵erent data selections and
number of DM candidate events passing the selections. The
cuts are applied sequentially. The number of events is in the
S2 energy range [80, 1000] PE.

Description of cut
Acceptance at
S2=100PE

Events

Radial cut (starting events) 100% 254901
Depth and electronic recoil 92% 103914
Detector noise 97% 57516
Single S2 and 10ms cut 95% 49041
Interaction in the gas 61% 13560

FIG. 3. The analysis acceptance (red triangles) and the
trigger e�ciency (blue circles). The purple dashed line is the
analysis threshold (80PE).

shortly before the S2. Therefore, we define an asymme-
try parameter (S2

top

� S2
bottom

) / (S2
top

+ S2
bottom

),
corresponding to the fraction of observed light in the top
PMTs compared to the bottom PMTs.

In Fig. 2, the asymmetry parameter is shown for
241AmBe events that occurred in the liquid xenon and a
sample of events from interactions in the gas phase. The
gas events are taken from 60Co and DM search data, re-
quiring an S1 signal and selecting events where the S2
width at 10% peak height is inconsistent with di↵usion
broadening given the drift time of the event. Both distri-
butions are normalized to the rate expected in the DM
search data. The events in the liquid should be primar-
ily due to ERs from background �s, so we estimate the
rate by comparing the rate of 60Co events and DM search
data events at energies far beyond the region of interest,
as done in [13]. The gas event rate was estimated from
DM search data events with an S2 asymmetry larger than
0.45 (again, well beyond the region of interest), as seen
in Fig. 2.

We remove events with an S2 asymmetry parameter
larger than 0.17 and smaller than an S2 size-dependent
threshold derived from 241AmBe (�0.32 at 100PE). The
0.17 threshold is chosen by optimizing the ratio of the

liquid events over the square root of gas events. Only 61%
of liquid events with an S2 signal of 100PE will pass the
asymmetry cut (as determined from the 241AmBe data).
The low acceptance is necessary because of the gas event
background in this analysis. We also apply a loose S2
10%-width selection of [0.8, 2.7]µs with an acceptance of
99.8% at S2=100PE.
Figure 3 shows the analysis acceptance and the trigger

e�ciency [13] as a function of the S2 signal size. The
trigger e�ciency in our region of interest is more than
80%. The product of the trigger e�ciency and analysis
acceptance is our final signal detection e�ciency. Table I
shows the acceptance of the analysis selections discussed
above, as well as the number of events remaining at each
stage. After applying the data selection cuts summa-
rized in Table I to the the entire data set of 30 kg⇥ yr,
13560 valid candidate events remain in the S2 range [80,
1000] PE (see Fig. 4).

FIG. 4. Energy distribution of the events remaining in
the data set after all data selection cuts. As an exam-
ple, the expected spectrum for a WIMP of 6GeV/c2 and a
spin-independent WIMP-nucleon scattering cross section of
1.5⇥ 10�41 cm2 is also shown. The corresponding nuclear re-
coil energy scale is indicated on the top axis. The charge yield
model assumed here has a cuto↵ at 0.7 keV, which truncates
the WIMP spectrum. The optimum interval (thick red line) is
found in the S2 range [98, 119] PE and contains 1173 events.

IV. RESULTS

The interpretation of the outcome of the data selection
requires the reconstruction of a nuclear recoil equivalent
energy scale from the measured S2 signals. It is based on
two quantities: the first one is the charge yield Qy, shown
in Fig. 5, which gives the number of ionization electrons
per keV liberated by a NR event. The second one is
the secondary scintillation gain Y , which is detector-
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Xenon	  100	   Darkside-‐50	  

Bkg	  	  
[ev/keVnr/kg/d]	  

0.5	  	  	  in	  	  
[0.7,1.7]	  keV	  

0.2	  @	  	  
1.1	  keV	  

Bkg	  
[ev/keVnr/kg/d]	  

0.07	  in	  	  
[3.4-‐9.1]	  keV	  

0.4	  @	  6	  keV	  

Analysis	  
Threshold	  

0.7	  keVnr	   0.6	  keVnr	  
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NR	  scale	  
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Low Mass Region Projections
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13

��� � � �� ����-��

��-��

��-��

��-��

��-��

��-��

��-��

��-��

��-��

��-�

��-�

��-�

��-�

���� 	�

�� 	��� [��/��]

�
��
�
�
��
��
�-
�	

�
��
�
� �

�
[


� ]

�
��
�
�
��
��
�-
�	

�
��
�
� �

�
[�
�]

������� ��	 
� �
�

������
�
�
�
	



�
�
��

�����

�����
����-���
���

�
��� ��	
	���

���
�����

		

�������

�����

�����-�� (�	�	)

�
�
�
�

�
�
����

�� �
�

������ �����	


������ ���	


����-�



M
.R
es
ci
gn
o	  
-‐	  7

th
	  W

or
ks
ho

p	  
l	  w

or
ks
ho

p	  
on

	  T
he

or
y,
	  

Ph
en

om
en

ol
og
y	  
an
d	  
Ex
pe

rim
en

ts
	  in
	  F
la
vo
ur
	  P
hy
sic

s	  

53	  

1 10
]2 [GeV/cχM

45−10

44−10

43−10

42−10

41−10

40−10

39−10

38−10

]2
 [

cm
SI
σ

90
% 

CL
 u

pp
er

 l
im

it
 o

n 

DS50 Expected Limit
Ar, 2 mBq/PDM390.7 mBq/kg 
Ar, 2 mBq/PDM390.07 mBq/kg 
Ar, 0.2 mBq/PDM390.007 mBq/kg 

NEWS-G 2018 LUX 2017
XENON1T 2017 PICO-60 2017
PICASSO 2017 CDMSLite 2017
CRESST-III 2017 PandaX-II 2016
XENON100 2016 DAMIC 2016
CDEX 2016 CRESST-II 2015
SuperCDMS 2014 CDMSlite 2014
COGENT 2013 CDMS 2013
CRESST 2012 DAMA/LIBRA 2008
Neutrino Floor

Search for low-mass dark matter with 
the CRESST experiment

Detector A: limitations

February 23, 2018

Detector A:
2.39 kg d
TAUP 2017

CRESST-III phase 1:
projection for 50 kg d
arXiv:1503.08065 (2015)
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Nuclear	  recoil	  spectra	  
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Low	  	  Thr.	  4e	  
High	  Thr.	  7e	  



Ar39	  and	  Kr85	  forbidden	  
spectra	  

9
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σexpected limit 2
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observed limit w/o systematics

 Best fit w/o systematicsσ

FIG. 11. Exclusion limit calculated with the PL method.
The solid black line shows the 90% C.L. limit. The
dashed black line and the yellow (green) band show the
expected limit based on the accounting of the sole known
background and its 1� (3�) region of possible deviation
of said expected limit. We note that the discrepancy
between the observed and expected limit comes from ex-
cess counts in the range 4 e�-10 e�. Dashed blue and
red line shows the best fit to data spectrum with and
without systematics. Solid violet line shows the limit if
the model is considered as without any uncertainty.

ated with the cryostat and PMTs �-rays.532

Fig. 11 shows the preliminary results of PL533

method. the discrepancy between the observed and534

expected limit comes from excess counts in the range535

4 e�-10 e�.536

V I I I . B A C K G R O U N D M O D E L I N G537

The original background model from work538

DS-DocDB# 2374 is updated on the basis of the study539

of DS-DocDB# 2105. We use the output of recent540

G4DS Monte Carlo simulations, retaining the code541

framework of DS-DocDB# 2374, including the ER en-542

ergy scale model and detailed detector responses.543

The main di↵erence from the previous model is the544

update of the location of some of the radioactive de-545

cays in the PMTs, now moved from the stem to the546

ceramic.547

With help from Aldo Ianni we studied the shape548

factor of 39Ar and 85Kr and concluded that the549

shape factor is 0.946± 0.026. Fig. 12 shows the spec-550

tra of 39Ar and 85Kr including uncertainty from the551

shape factor.552

These updates are still to be reflected in the final553

limit calculation.554
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FIG. 12. Updated energy spectra of 39Ar (red curve)
and 85Kr (blue curve). The dashed curves represent ±1�
theoretical uncertainties. The x-axis is units of MeV.
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Prompt	  and	  delayed	  Veto	  signals	  
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neutron

gamma

neutron capture

interaction giving
nuclear or e recoil

neutron thermalization

Borated-liquid-scintillator neutron veto
• (a,n) from PMT U and Th are the dominant neutron source.
• Separately detect both thermalization and capture signals from neutron.
• Rejection measured with AmC neutrons giving WIMP-like TPC signature.
• Rejection for radiogenic neutrons ~500.
• Also effective for 
cosmogenic neutrons.
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DS-50	UAr	–	TPC	PMTs	Stability	

Bottom	TPC	PMTs	Single	Electron	Response	

DS-50	UAr	–	TPC	PMTs	Stability	

Top	TPC	PMTs	Single	Electron	Response	



Fighting	  ER+Cherenkov	  
•  1	  “	  thick	  PTFE	  coated	  with	  TPB	  
WLS	  used	  as	  a	  reflector	  in	  DS50	  	  

•  Cherenkov	  from	  electrons	  in	  
Teflon	  produce	  visible	  light	  that	  
can	  be	  seen	  in	  the	  TPC,	  
dangerous	  bkg	  when	  a	  coincident	  
ER	  recoil	  occurs	  

•  For	  DS20k	  replace	  PTFE	  with	  a	  
sandwich	  of	  thin	  acrylic	  
transparent	  sheets	  and	  3M	  
enhanced	  specular	  reflector	  foils	  	  

•  PTFE	  has	  high	  (α,n)	  cross	  due	  to	  
Fluorine.	  Reduces	  also	  second	  
largest	  radiogenic	  neutron	  source	  
in	  the	  original	  Ds20k	  design	  	  

	  

16

FIG. 13. 3D model of the DarkSide-20k LAr TPC.

tion as was successfully utilized in DarkSide-50. The
cathode and anode planes require octagonal win-
dows with a width of roughly 2.5m, and since there
are no available ultra-high-purity fused silica plates
of this size, UV-transparent acrylic is the material
of choice.
The S1 signal is distributed roughly equally over

both arrays, while the S2 signal, emitted in the gas
pocket, is concentrated in the top array and within
a few SiPM tiles around the transverse position of
the ionization drift, thus yielding a precise x-y loca-
tion. The drift time (the time between the S1 and
S2 signals) determines the z-location of the event in
the TPC.

1. Reflector Panel

DarkSide-50 TPC employed a thick, modified high
reflectivity PTFE as the material of the reflection
panels, which performed very well. Considering scal-
ing the DarkSide-50 PTFE reflector panel up to
the size required for DarkSide-20k, about 2000 kg
of the PTFE will be used. Such a large mass of
PTFE would cause this to be the dominate neutron
source provided by (↵, n) reactions in the carbon
and flourine rich PTFE. In addition, DarkSide-50
found that the PTFE panels are the major source
of Cherenkov events, and this background could

become significantly large if the PTFE panels are
scaled up to the DarkSide-20k size. In order to retain
the high reflectivity and reduce the neutron back-
ground and Cherenkov events, DarkSide-20k will use
Enhanced Specular Reflector (ESR) foil as the TPC
reflector.

FIG. 14. 3D model of the full DarkSide-20k LAr TPC
reflector panel.

FIG. 15. 3D model of the individual acrylic and ERS
panels.

ESR is a thin layer foil which has reflectivity for
420 nm light, up to 98%, with a thickness of only
65 µm. To hold the ESR foil in place and maintain
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FIG. 16. Cross-sectional view of the reflector panel cor-
ner joints.

its flatness during the operations, two pieces of UVT
acrylic sheets are used to sandwich the ESR foil in
the middle. The acrylic sheet facing to the active
LAr volume is 1mm thick, while the thickness of
the backside acrylic sheet is 4mm thick. The sur-
face facing the active LAr volume of each 1mm thick
acrylic sheet is coated with TPB to shift the wave-
length of the argon scintillation light to 420 nm, in
order to maximize the light reflection and collection.

The entire reflection panel of the TPC is shown
in Figure 14. There are two di↵erent kinds of ESR-
acrylic sandwiches, the flat assembly and the corner
assembly, the detail views of these two assemblies are
shown in Figure 15 and Figure 16, respectively. Each
ESR-acrylic sandwich assembly is fixed by several
PTFE screws, with the screw heads facing to the
active volume. In order not to lose any light, each
head of the PTFE screw is coated with TPB. Some
space is left between the acrylic and the ERS to allow
venting of any gas during filling of the LAr, and also
to allow LArto fill the space and reduce the chances
for total internal reflection of light within the ESR-
acrylic sandwich. The flat assemblies and the corner
assemblies are mounted on the field cage, which is
holding by another set of acrylic structures, by the
PTFE screws, but the corner assemblies and the flat
assemblies are not directly connected to each other
in order to accommodate the shrinkage when the
assemblies are immersed in the LAr.

In order to get rid of any gaps in the ESR reflector
that may appear during the cooling and shrinking,
the ESR foils are overlapped at every joint between
the sandwich assemblies. In the vertical direction,
the movement caused by the shrinkage is coherent,
since the vertical supporting structures of the TPC
are all made of acrylic. So, only the radial shrink-
age has to be considered and precautions taken to
make sure things move in the correct relative way.
This radial shrinkage will cause the vertical overlap-
ping sides of the ESR to move away from each other,

due to the di↵erent coe�cients of thermal expansion
between the ESR foil and the acrylic. Thus, these
sides of the ESR foils have to be overlapped more
by counting the shrinkage between each sandwich
assemblies, especially between the flat and the cor-
ner assemblies. Works to optimize this design and
to understand the optics are now being carried out
at UCLA and UC Davis and will converge on the
final design soon.

2. Field Region

The relative permittivity of LAr and gaseous ar-
gon are 1.54 and 1.03, respectively. By applying
ground, 3.78 kV, and 51.58 kV to the anode, extrac-
tion grid and cathode, respectively, three di↵erent
fields are formed in the TPC:
• The drift field in the drift region in the liquid
phase is of 200V/cm. The drift distance between
the the cathode ITO layer and the extraction grid,
characterized by a drift field made uniform by the
field cage, is of 239 cm;

• The extraction field in the liquid phase above the
grid is of 2.8 kV/cm. The distance between the
extraction grid and the surface of the LAr is of
3mm;

• The electroluminescence field in the gas phase is
of 4.2 kV/cm, between the surface of the LAr and
the ITO layer acting as the anode, the distance is
7mm.

FIG. 17. 3D model of the LAr TPC cathode region.

The bottom boundary of the active volume, shown
in figure 17, is a 15mm thick acrylic window coated
with a thin layer of ITO on both side. A layer of
TPB will also be coated above the top ITO layer of
the cathode acrylic window for wavelength shifting.
The edge of the top ITO layer contacts with a C-
profile guard copper ring to smooth the electric field
lines. This ring delivers the 51.58 kV to cathode and
minimizes the electric field at the edge of ITO layer.
Similarly, the bottom ITO layer contacts with a P-
profile solid guard copper ring, for ground delivery
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