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Assembly Integration and Verification (AIV) of the
Near Infrared Spectro-Photometer’s (NISP)

Warm Electronics (WE) in the EUCLID mission

* AIV
NISP WE
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Warm Electronics

NISP Warm Electronics

DPU/DCU
• Data acquisition
• Data processing
• Data compression
• Data transfer to 

satellite memory

ICU
• Filter wheel & grism

wheel control
• Telecommands

dispatching
• Telemetry

acquisition and 
transfer to SVM
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ü Development of simulators for the missing hardware: ad hoc software 
running on pc implementing the communication interface.

ü Preparation of test sequences for each requirement declared on the 
starting documents.

ü Running the tests and compile the reports

ü Write the documentation for all the operations that will be repeated 
on the upcoming hardware for the next phases (Electro Qualified 
Model and Flight Models) 

Activities for the AIV



45 m3 crio-vacuum chamber
77K and 10-6 mbar

• All the tests will be repeated in a space like environment.

• Thermal, and electrical, response of the hardware and of the
detectors will be checked at LAM (Laboratoire d’Astrophysique de
Marseille)

Hardware Testing
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Thank you for your attention



KIT – University of the State of Baden-Württemberg 

and National Research Center of the Helmholtz Association www.kit.edu 

May I Introduce Myself 

   
Daniela Piccioni Koch    daniela.piccioni@kit.edu 

KIT – SCC Germany 

mailto:daniela.piccioni@kit.edu


Steinbuch Centre for Computing 

Karlsruhe Institute of Technology (KIT) 

The Research University in the Helmholtz Association 

With more than 9,000 employees and an 

annual budget of about EUR 785 million, KIT is 

one of the biggest research and education 

institutions worldwide. 

KIT combines the tasks of a university of the 

state of Baden-Württemberg with those of a 

research center of the Helmholtz Association in 

the areas of research, teaching, and innovation. 

The Karlsruhe Institute of Technology (KIT), was established by the merger of the ForschungsZentrum Karlsruhe 

(FZK) GmbH and the Universität Karlsruhe (TH) on 1st October, 2009. 

Universität Karlsruhe was founded in 1825 as a Polytechnic  and  ForschungsZentrum  Karlsruhe was founded in 1956 as Nuclear Reactor Facility, 

whose first reactor (named FR2) started operation in 1962 . 

ESC17   Ce.U.B. Bertinoro (FC) 23 - 28 October 2017  

www.kit.edu 



Steinbuch Centre for Computing 

Karlsruhe – The Fan(Fun) City 
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“A castle at the center, from which the streets radiate in fan-like form: 

so 300 years ago, according to legend, the city founder Margrave 

Karl-Wilhelm von Baden-Durlach, saw his residence in a dream. On 

17 June 1715, he had the foundation stone laid that would make his 

dream a reality.” (Dr. Frank Mentrup, Chief Burgomaster of Karlsruhe). 

First Draisine in1817  

by Karl Freiherr von Drais (KA, 1785-1851) 



Steinbuch Centre for Computing 

Karlsruhe Main Train Station Nowadays 
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„Yes, but with ! “ 



Steinbuch Centre for Computing 

               The Information Technology Centre of KIT  

The Steinbuch Centre for Computing (SCC) is the information technology centre of KIT, 

which is named after the Karlsruhe computer scientist Karl Steinbuch (1917-2005). Its 

activities focus on research, development and innovation in the fields of high performance 

computing (HPC), data intensive computing (DIC), and secure IT federations. SCC’s 

research focuses on scientific computing, modelling and simulation, data analysis, grids,  

cloud and cluster computing, innovative network technologies, IT security, and 

virtualisation. SCC operates very powerful HPC systems, which are used by regional and 

federal scientists from academia and industry for computationally intensive projects. 

 

In this context the SCC Simulation laboratories (SimLabs) 1.Energy, 2.Nanomicro, 

3.Climate and Environment represent the interfaces between users and High 

Performance Computing providers. Their main task is the software enhancement for an 

efficient use of supercomputers and distributed systems in interdisciplinary research and 

development. https://www.scc.kit.edu/en/research/5960.php 
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Steinbuch Centre for Computing 

KIT HPC Systems – bwUniCluster  

ESC17   Ce.U.B. Bertinoro (FC) 23 - 28 October 2017  

The bwUniCluster is a parallel computer with distributed memory. Each node has sixteen Intel Xeon processors, local memory, disks and 

network adapters. All nodes are connected by a fast InfiniBand 4X FDR interconnect. In addition the file system Lustre, that is connected 

by coupling the InfiniBand of the file server with the InfiniBand switch of the compute cluster, is added to bwUniCluster to provide a fast 

and scalable parallel file system. 
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KIT HPC Systems – ForHLR I 
 

512 20-way Intel Xeon compute nodes. 400 GFLOPS peak  performance and 64 GB main memory per node. 

16 32-way Intel Xeon compute nodes. Each of these nodes has 665,6 GFLOPS peak  performance and 64 GB main 

memory  

2 20-way Intel Xeon login nodes. 400 GFLOPS peak  performance and 64 GB main memory per node. 

10 20-way Intel Xeon service nodes. 400 GFLOPS peak  performance and 64 GB main memory per node. 
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KIT HPC Systems – ForHLR II  

1152 20-way Intel Xeon compute nodes. Each of these nodes has a peak performance of 832 GFLOPS and 64 GB  of main memory. 

21 48-way Intel Xeon rendering nodes. Each of these nodes has 4 NVIDIA GeForce GTX980 Ti graphic cards and 1 TB of main memory. 

5 20-way Intel Xeon login nodes. Each node has 256 GB main memory.  

8 20-way Intel Xeon service nodes, with 64 GB of main memory each. 
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Simulation Lab Energy 

www.bioliq.de 
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Modelling and Simulation of Energy Systems 

Modelling and simulation of electric power systems for the Energiewende in the 

frame of the Energy Lab. 2.0 Project and in cooperation with the Institute for 

Applied Computer Science (IAI) of the Karlsruhe Institute of Technology  

 

www.elab2.kit.edu 
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Aerosol

(fine dust)

Cold Water

Aerosol

(water droplets)

Heat

Possible applications 

Column design for condensation assisted fine dust 

separation 

Cleaning of industrial acidic gases 

Simulation of the behaviour of pyrolysis oil for the 

production of fuel from biomass (e.g. bioliq)  

 

Simulation of a contact device to induce heterogeneous condensation 

Concept for a condensation facility with two packed columns 

and reutilisation of thermal energy developed at ITTK.  

Aersol Simlutions with AerCoDe 
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In collaboration with the Institute for Nuclear and Energy Technology (IKET) of the Karlsruhe Institute of Technology (KIT) 

Hydrogen Filling Station Accident 

http://www.auto-medienportal.net/bild/load/large/62856 

Automotive Hydrogen Safety Simulations with GASFLOW 



Steinbuch Centre for Computing 

Hydrogen Safety Simulations for Nuclear and Fusion Research 

 ITER 
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Simulations for ITER explosion scenarios 

Simulations for Nuclear Reactor Safety 



Steinbuch Centre for Computing 

 

 

 

 

Thank you for your attention. 
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● Software Developer for the ECR Ion
Source

● EPICS for logic and hardware 
communication systems

● CSS and Python for the operator GUI

● Control the hardware inside the HV 
platform form different remote consoles

● Monitor beam output (Faraday Cup) and 
machine components status

● Automated spectrum acquisition



● Divided in three components: GUI, PLC, VM (logic)

● Connected using an Ethernet network (copper, fiber)

● The system will be reused to control a Charge Breeder for the SPES project

● Same type of machine (plasma chamber) with a different scope
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CKM matrix 
elements

Quark
Masses



  

Flavor Physics and Lattice QCD

Giorgio Salerno     2/19

Non-perturbative long-distance QCD 
contributions from first principles

QCD simulated on a discrete 
space-time and finite volume

Giorgio SalernoESC17        3/4

Lattice QCD



  

Flavor Physics and Lattice QCD

Calculated on the lattice (Importance sampling Monte Carlo) 

Statistical error

    Giorgio SalernoESC17        4/4



  

Thank you for the attention

Giorgio SalernoESC17        



Performance Optimizations & HEP

1

Servesh Muralidharan
Senior Fellow
IT-DI-LCG, UP Team
24 Oct 2017



Understanding Performance
• Team in IT

• Part of the WLCG team (IT-DI-LCG) 
• Closely working with the HSF and Software Technology Forum
• Started January 2016
• Regular meetings with some experiments : ATLAS, CMS, LHCb

• Long term activity
• Focus on linking activities in the community

• Software and infrastructure
• Aggregation of knowledge about existing tools and data 
• Providing tools to understand, measure and improve performance
• Analyze software and workflows

• Members
• Markus Schulz
• Andrea Sciaba
• David Smith 
• Andrea Valassi
• Servesh Muralidharan

2



Source:	B.	Panzer

Motivation - Gap	between	estimated	compute	resources	for	
Run3	(~2021)	and	Run4	(~2024,	HL-LHC)

Gap:
 
8 – 25x 
(optimistic) 

30 – 85x 
(conservative) 
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Understanding Performance – Sounds Easy???

4



Intel Advisor
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Intel Advisor – Roofline
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Hotspot 1
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Hotspot 1
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Hotspot 2
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Hotspot 2
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Conclusions
• Good compilers and tools are available
• Architecture’s peak performance
• Compute kernels
• Algorithm complexity
• Compiler readable code
• Good loops – Bounded, Linear and Minimal Intra Dependencies
• Iterative optimization – Design, Analyze, Optimize, Repeat

11





Nicholas Terranova
Self-Introduction

- 31 years old

- Nuclear Engineer

- From Bologna (Italy)

- Research fellow at
CNAF-INFN of Bologna,
since 16-Oct-2017

(ESC2017 Bertinoro) NT Intro 24-Oct-2017 1 / 4



Nicholas Terranova (cont’d)

- Master degree in Nuclear Engineering in
2012;

- Master thesis at the University of
Arizona, title: Numerical benchmarks for
the multi-group diffusion equation;

- PhD in Reactor Physics in 2016;

- 2,5 year at the CEA (French Atomic
Energy Commission) of Cadarache
(south of France);

- Title: Covariance matrix generation for
nuclear data of interest to the reactivity
loss uncertainty estimation of the Jules
Horowitz Material Testing Reactor.
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Nicholas Terranova (cont’d)

- In the last year: post-doc fellow at CEA-Saclay (close to
Paris);

- Development of reactivity perturbation and eigenvalue
sensitivity features in Tripoli-4;

- Tripoli-4 is a Monte Carlo transport code for
instrumentation, radiation protection and reactor criticality
calculations developed by the Reactor Physics and Applied
Mathematics Section of the CEA-Saclay.

(ESC2017 Bertinoro) NT Intro 24-Oct-2017 3 / 4



Contacts

Thank you for your
attention

nicholas.terranova@cnaf.infn.it
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Signal
B
ackground



Average fractional 

polarization of 

extragalactic radio 

sources at

Planck frequencies © Tiziana Trombetti
ESC17 23-28/10/2017

Work in collaboration with of Carlo Burigana & Gianfranco de Zotti



This signal is very faint ⇝ provides a measure of the energy scale of inflation   

its amplitude is related to the tensor to scalar ratio r = T/S &  
is generated by weak tensor perturbations (r < 0.07)

⇝

Foreground cleaning must reach at least 99.9% level @ l ≃ 10 … 

99% level @ l ≃ 100 … 90% level @ l ≃ 1000

Tiziana Trombetti, Ninth INFN International School, ESC17, 23-28/10/2017

The detection of CMB primordial B-mode polarization is the current challenge in 
 cosmology & particle physic … They are crucial since carry a clean signature of primordial inflation

Even in the cleanest 70% sky, Galactic & estimates of extragalactic POLARIZED FOREGROUND 
emissions DOMINATE over B-MODES & instrumental noise of MOST SENSITIVE forthcoming 

 or proposed CMB EXPERIMENTS ⤐ CORE, CMB Probe, PIXIE, LiteBIRD & CMB-S4 

But



B-mode APS due to gravitational lensing exceeds primordial B- for l ≳ 10 if r ≲ 10-2  ⟿  
primordial B- requires very accurate control of lensing effects  

(contaminated by fluctuations of unresolved extragalactic sources…) 
Crucial      precise understanding of extragalactic sources polarization properties⇝

Different observations and analysis of radio 
sources polarimetric properties evidence  
broad variety of spectral shapes

The key is to characterize source contamination
 @ 𝜈 range [60–120] GHz … where Planck data have 

 min in T brightness spectra of diffuse polarized foregrounds
Although # extraG pol sources detected by Planck quite limited … 

 < P fraction> of fainter sources can be estimate ↠ stacking techniques 
 coadding the P signal from many objects detected in total intensity 

 (not in polarization) … ⇪ signal-to-noise (S/N) ratio!
BIAS!!!!!

Tiziana Trombetti, Ninth INFN International School, ESC17, 23-28/10/2017

Low-res Planck data is complicated ➛ each resolution element contains a source &  
other polarized signals: CMB itself & diffuse polarized emissions from the Galaxy (non Gaussian!) 



carry out a new investigation 
adopting an independent simpler & analytical approach… 

MeTHOD

IDA ➨ intensity distribution 
analysis 

Signals measurements in  
map @ given source catalogue…  

The distribution of signals is compared with  
random positions away from sources ⤖control fields 

The mean polarized flux density of sources is then estimated as

P = Psources
2 − PCFields

2( )1/2 to statistically remove the noise  

contributions to P, to the CMB & to polarized Galactic emissions …   

the method directly corrects for the ‘noise bias’ without the need of simulations!!!

Tiziana Trombetti, Ninth INFN International School, ESC17, 23-28/10/2017



Batch System as a Service 
on HPC resources

Speaker: Vallero Sara - INFN Torino

ESC17 School - Bertinoro (FC) October 23-28 2017

INDIGO - DataCloud
Better Software for Better Science



Cloud-like cluster management

2dynamic re-allocation of resources, autoscaling

enable different applications (computing models) to run concurrently

Master

Worker 1 Worker N

Job 1 Job N…
…

PIPELINE  
(i.e. BioTech)

BATCH SYSTEM 
(i.e. Physics)

light-weight virtualization (Linux containers)
According to GARTNER:

Cloud Computing is a style of computing in which scalable and elastic IT-enabled 
capabilities are delivered as a service using Internet technologies.

INDIGO 
DataCloud CHEP 2016 - October 10/14 - San Francisco (CA) 

A new computing paradigm

4

According to GARTNER:
Cloud Computing is a style of 
computing in which scalable and 
elastic IT-enabled capabilities are 
delivered as a service using 
Internet technologies.

Virtual Machines

Containers

Encapsulating tasks into higher and 
higher abstractions is being shown by 
various large companies to provide a 
competitive advantage.

From Virtual Machines to Containers:

• package, ship and run distributed application components with 
guaranteed platform parity across different environments 

• democratising virtualisation by providing it to developers in a usable, 
application-focused form 

• access to virtual machine virtualisation tends to be provided through, 
and governed by, gatekeepers in infrastructure and operations 

• Docker is being adopted from the ground up by developers using a 
DevOps approach

Image from Gartner (March 2016)

Process
Plan

Develop

Release

Time to
Value

Time to Value

More!

Again!

Develop

Architecture

Infrastructure

Digital
Business

From VMs to Containers:

• package, ship and run distributed application components with guaranteed platform parity across different environments 

• democratizing virtualization by providing it to developers in a usable, application-focused form 

• full virtualization not suited for HPC applications

OCCAM cluster @ C3S (Torino) 
https://c3s.unito.it
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Batch System as a Service
Automatically deploy a batch system cluster in highly-available and scalable configurations.

Central Manager
(collector + negotiator)

Submit Machine
(schedd)

Executor Executor Executor Executor Machine
(startd)

All farm components  
are packaged in 
separate Docker 
containers

A DISTRIBUTED KERNEL

THE APPLICATION

THE SCHEDULERS

• scheduler: implements custom policies on Mesos resource offers 
• instantiates static roles in ordered sequence: master, submitter and some executors 
• re-instantiate static roles on failure 

• health-checks on static roles 
• auto-scaling according to HTCondor metrics: 

• scale-out: in case of idle jobs (submitter publishes queue and nodes status) 
• scale-in: idle nodes publish unhealthy state 

• HTTP API  
• GUI (coming soon)

1) Ad hoc Mesos framework
(https://github.com/svallero/HTMframe)

• containers are deployed as  
Long Running services 

• health checks and failover 
• no application specific auto-scaling

2) Marathon framework

Schedule tasks on 
distributed resources

What we used so far… 



PoC of geographical 
deployment  

• 3 autonomous systems: Torino, Bologna 
and Bari 

• VPN connection among the 3 sites 
(IPoIP) 

•  each site runs an instance of: 
configuration store (etcd and 
Zookeeper), Calico, Mesos and 
Marathon 

• one instance of each of the above 
services is elected as leader (fault 
tolerance)

BASTION

Submitter
Executor

FARM 1
Calico (L3)

FARM N
Calico (L3)

Submitter

Executor

LAN
SERVICES
Calico (L3)

USER

farm.c3s.unito.it

Master

Master

Your Key-pair

Another 
Key-pair

4

Application isolation
Calico functionalities: 

• Orchestrator Plugin: to manage the Calico 
network as with the orchestrator (Docker) tools 

• Felix agent: programs routing rules and ACLs 
into the Linux kernel (FIB and iptables) 

• etcd: communication between components and 
datastore 

• BGP client: distributes the routing tables around 
the datacenter 
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MPI jobs and InfiniBand

Calico net

InfiniBand

Executor role configuration (Marathon)

Network performance degradation 
due to virtualization and L3 overlay:


• TCP bandwidth ~ 20%


• TCP latency ~ 30%


• RDMA ~ negligible

Factor 2-7 improvement with InfiniBand

Roundtrip blocking communication between 2 farm 
nodes (mpptest suite on OpenMPI)

Nominal connection: 
• 10 Gbps Ethernet

• 56 Gbps InfiniBand 



Hi!
Mauro Verzetti



•proton-proton collider
•length: 27 km
•√s: 7 TeV (2011), 8 TeV (2012), 

13 TeV (2015)

The LHC

•proton-proton collider
•length: 27 km
•√s: 7 TeV (2011), 8 TeV (2012), 

13 TeV (2015)



The CMS Experiment



Heavy flavor jets

4

PV

jet

tracks

SV

e/µ

DP-2017-005

super
combined

combined

Track-based 
tagger

Secondary 
vertex (SV) 

based tagger

Soft-lepton (SL) 
based tagger

Jet Probability

CSVv2 
DeepCSV

cMVA  

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf


Heavy flavor jets

5

PV

jet

tracks

SV

e/µ

ROCs for b-tagging

3

Performance of the b jet identification efficiency algorithms demonstrating the probability 
for non-b jets to be misidentified as b jet as a function of the efficiency to correctly 
identify b jets. The curves are obtained on simulated ttbar events using jets within tracker 
acceptance with pT>30 GeV, b jets from gluon splitting to a pair of b quarks are 
considered as b jets. The lines shown are for CSVv2, DeepCSV, and cMVAv2. cMVAv2 
uses also the information from the soft leptons inside jets, while CSVv2, DeepCSV do 
not. The performance in this figure serves as an illustration since the b jet identification 
efficiency depends on the pT and η distribution of the jets in the topology as well as the 
amount of b jets from gluon splitting in the sample.

shallow NN + likelihood

BDT Deep NN

DP-2017-005

DeepNN shows best performance

http://cds.cern.ch/record/2243476/files/DP2017_002.pdf


  

Gravitational-wave luminosity of 
Binary Neutron Star Mergers

Numerical relativity for gravitational-wave modeling

Francesco Zappa

Ce.U.B. Bertinoro(FC), 23-28.10.2017

ESC17: Architectures, tools and methodologies for 
developing efficient large scale scientific computing 

applications



  

Gravitational-wave observations 
require waveform models

Simulations in general 
relativity (Numerical relativity) 

GW170817, simulation of the merger (T. Dietrich)



  

Gravitational waves

Rμν−
1
2

R gμ ν=
8 πG

c 4 T μν gμν=ημν+hμν

Ricci curvature, 
proportional to second 
derivatives of g

μν

Four-tensor metric, 
the unkown.

Stress-energy tensor 
(source term).

Ansatz GW:

Small perturbation over the 
flat background

∂t
2 hi j=ηk l∂k ∂l hi j

Linearized Einstein equations are tensor wave equations:



  

Numerical relativity
Challenges:

 GR formulation and Cauchy problem

 Coordinates

 GR hydrodynamics (Neutron star mergers, supernova bursts..)

 Strong and dynamical gravitational field

 Multi-physics and multiscales

Application examples:
 Compact binary mergers [S. Bernuzzi 2012, D. Radice 2015]

 Supernova core collapse [Winteler 2012, D. Radice 2016]

 Gravitational wave modeling [S. Bernuzzi 2016, T. Dietrich 2017]



  

Numerical relativity
Challenges:

 GR formulation and Cauchy problem

 Coordinates

 GR hydrodynamics (Neutron star mergers, supernova bursts..)

 Strong and dynamical gravitational field

 Multi-physics and multiscales

Application examples:
 Compact binary mergers [S. Bernuzzi 2012, D. Radice 2015]

 Supernova core collapse [Winteler 2012, D. Radice 2016]

 Gravitational wave modeling [S. Bernuzzi 2016, T. Dietrich 2017]



  

My work: luminosity of GWs

Tidal effects are quantified by one parameter κT

2
 that strongly affects the merger’s dynamic:

L
peak

/κT

2

 for many simulations → fit
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