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Galactic components A & B ? 
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• CRs below 1017 eV are predominantly Galactic.


• Standard paradigm: Galactic CRs accelerated 
in SuperNova Remnants


• Galactic CRs via diffusive shock acceleration ?    
nCR ∝ E-γ (at source)


• Energy-dependent diffusion through Galaxy 
nCR ∝ E-γ-δ (observed)

It is beyond any doubt that bulk of the CRs are originated in SNRs where they are accelerated 
by diffusive shock acceleration process at supernova blast waves driven by expanding SNRs.

Galactic Cosmic Rays

•
Standard paradigm:

Galactic CRs accelerated in
supernova remnants

4 sufficient power: ⇠ 10

�3 ⇥ M� with
a rate of ⇠ 3 SNe per century

[Baade & Zwicky’34]

• galactic CRs via diffusive shock
acceleration?

n
CR

/ E�� (at source)

• energy-dependent diffusion

through Galaxy

n
CR

/ E���� (observed)

• arrival direction mostly isotropic

CR diffusion

source

Markus Ahlers (NBI, Copenhagen) Anisotropy of the Arrival Directions of Galactic CRs August 11, 2017 slide 2

• Galactic CRs are scrambled by galactic magnetic field over very long time 
➜ arrival direction mostly isotropic 

The main open questions are: (1) the total amount of energy channeled into relativistic particles; 
(2) the final spectrum injected into the ISM; (3) the maximum energy of accelerated particles.
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We’d like CR sources 
to accelerate (at least) 

up to that energy

CR knee @ few PeV’s 
Something must 
happen here... 

We would like SNRs to 
be CR PeVatrons…!
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The ‘knee’ in the CR energy spectrum
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We’d like CR sources 
to accelerate (at least) 

up to that energy

CR knee @ few PeV’s 
Something must 
happen here... 

We would like SNRs to 
be CR PeVatrons…!

Gammas from Galactic Cosmic Rays: Eγ ~ ECR/10

Hadronic emission: CR sources

PeV Cosmic Rays 
Photons > 100 TeV !
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In 1959 Kulikov &  Khristiansen 
discoved a ‘knee’ in the size 

spectrum of charged particles

In 1979 the Tien-Shan experiment 
observed a similar feature in the 

size spectrum of muons
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FIG. 1. Diagram of the hodoscope array used for the study 
of the size spectrum of EAS. •- group of 24 hodoscope coun-

log F ( > N) em·• sec·• sterad·• 

• 

• 
n + 

t 

.fA ters, 330 cm2 in area each: &- group of 48 hodoscope counters, 10- l 
24 of area of 100 cm2 each, and 24 of area of 24 cm2 each, 
•- master groups. 

N was found with an accuracy of 10%, and X0 and 
Y0 with an accuracy of 0.5m for shower axes fall-
ing within the area S1• The errors were 15% and 
1.0 m respectively when the axis fell within the 
area Sa. 

The axis location and the number of particles 
for each individual shower being known, it is pos-
sible to find the absolute rate of showers of a 
given size. The dimensions of the collecting area 
were different for showers of different size, being 
determined not only by the position of hodoscope 
points but also by the probability of shower detec-
tion using the chosen six-fold counter coincidence 
arrangement. 

RESULTS AND DISCUSSION 

The experimental results which are made use 
of in the present article were gathered during 285 
hours of operation of the array. The number of 
showers of a size above given value, the axes of 
which fell in the area S1 = 78 m 2 for N > 8 x 104, 
s2 = 400 m2, for N > 1.6 x 105, and Sa= 576m2, 
for still larger N (the relative position of these 
areas is shown in Fig. 1 ), used for constructing 
the spectrum, are given in the table. The proba-
bility that a shower incident upon the above areas 
was recorded by the array was greater than 95%. 

The integral size spectrum constructed from 
using the data is shown in Fig. 2. The ordinate 
represents the number of showers above certain 
size in em - 2 sec - 1 sterad-1• It was shown4 that 
the rate of showers arriving vertically per unit 
solid angle F ( N, 0 ) is related to the total F ( N) 
for the given array by 

F (N, 0) = F (N) (v + 1) /2rr, 

when the zenith angle distribution of shower axes 
incident upon the array is proportional to cos2 e, 
with v = 8. 5 
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FIG. 2. Integral size spectrum of EAS. • - measurements 
of the present experiment, o- measurements of reference 7. 

The data indicate with a high probability that a 
change in the character of the spectrum may occur 
in the investigated region N = 8 x 104 to 1.5 x 106• 
In the region N = 8 x 104 to 8 x 105 the integral 
spectrum can be approximated by a power law with 
an exponent K = 1.5 ± 0.1. For N > 8 X 105 the 
spectrum is steeper. For a quantitative deter-
mination of the exponent K in that region we used 
the data of reference 6, in which each shower was 
measured individually.* These data are also shown 
in Fig. 2. For the region N = 8 x 105 to 3 x 106 

we then obtain K = 2.2 ± 0.3. Using the results 
of reference 6, for the region N = 10 7 to 108 we 
have K = 1.5 ± 0.2.t 

The exponent of the size spectrum of EAS was 

*It should be mentioned that the lateral distribution func-
tion used in reference 6 does not differ from that used by us 
by more than 25%. 

tin reference 6 the size-spectrum exponent was determined 
for the whole range of measurements N = 8 x 105 to 108 and was 
found t 0 be X = 1.84 ± 0.15. A X 2 test shows, however, that 
the probability that the spectrum has two exponents x = 2. 2 
± 0.3 and x = 1.5 ± 0.2 is three times higher then the prob-
ability of a single exponent x = 1.84 ± 0.15. The probabili-
ties are 75 and 25% respectively. 
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The data indicate with a high probability that a 
change in the character of the spectrum may occur 
in the investigated region N = 8 x 104 to 1.5 x 106• 
In the region N = 8 x 104 to 8 x 105 the integral 
spectrum can be approximated by a power law with 
an exponent K = 1.5 ± 0.1. For N > 8 X 105 the 
spectrum is steeper. For a quantitative deter-
mination of the exponent K in that region we used 
the data of reference 6, in which each shower was 
measured individually.* These data are also shown 
in Fig. 2. For the region N = 8 x 105 to 3 x 106 

we then obtain K = 2.2 ± 0.3. Using the results 
of reference 6, for the region N = 10 7 to 108 we 
have K = 1.5 ± 0.2.t 

The exponent of the size spectrum of EAS was 

*It should be mentioned that the lateral distribution func-
tion used in reference 6 does not differ from that used by us 
by more than 25%. 

tin reference 6 the size-spectrum exponent was determined 
for the whole range of measurements N = 8 x 105 to 108 and was 
found t 0 be X = 1.84 ± 0.15. A X 2 test shows, however, that 
the probability that the spectrum has two exponents x = 2. 2 
± 0.3 and x = 1.5 ± 0.2 is three times higher then the prob-
ability of a single exponent x = 1.84 ± 0.15. The probabili-
ties are 75 and 25% respectively. 

“It is evident that the particles with E≥1016 eV may have a metagalactic origin. 
The observed spectrum is a superposition of the spectra of particles of galactic and metagalactic origin.”

Kulikov & Khristiansen, JETP 35 (1959) 441 
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In 1961 B. Peters postulated a rigidity cutoff model.

 gyro-radius = Pc / ZeB ≡ R (rigidity) / B 
➜ Etotal (knee) ~ Z ⨉ R(knee)

If Emax depends on B then p disappear first, then He, C, O, etc

Peters cycle: systematic increase 
of < A > approaching Emax

B. Peters, Nuovo Cimento 22 (1961) 800 

<A> should begin to decrease 
again for E > 30 x Eknee

The  “knee”  of  the  CR  spectrum

G. Di Sciascio Roma Tor Vergata 18/03/2010 9

Z = 1

Z = 2

Z = 3

FLUX

ENERGY

Emax ~ Z·1015 eV

Problem: Eknee is higher than expected

Emax(iron) = 26 ⨉ Emax(proton)
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If the “knee” is a propagation effect, the Galaxy contains “super-PeVatrons”  and the study 
of these objects requires Gamma-Ray Astronomy at Very High Energy (100 - 1000 TeV). 


➜ Strong interest in the PeV gamma ray (and neutrino) astronomy.

Understanding the origin of the "knee" is the key for a comprehensive 
theory of the origin of CRs up to the highest observed energies.

In fact, the knee is clearly connected with the issue 
of the end of the Galactic CR spectrum and the 
transition from Galactic to extra-galactic CRs.

Rigidity models can be rigidity-acceleration models or rigidity-confinement models

• Structure generated by propagation: ➜ implies that the (main) Galactic 
CR accelerators must be capable to accelerate to much higher energy

• Accelerator feature: maximum energy of acceleration 
➜ implies that all accelerators are similar
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The maximum energy attainable in SNR shocks is 
directly related to the magnetic fields that confines 
the particles at high energies to the shock area.

R=acceleration site dimensions

HILLAS plot

3 Neutrinos from the Acceleration Sites of Cosmic Rays

energies play an important role in this work, it is evident that objects
that emit gamma rays of such energies are candidate sources worth con-
sidering (section 3.2.2). Some specific candidate source classes within
and outside of the Milky Way are outlined in section 3.2.3 and 3.2.4,
respectively. Several model calculations for the neutrino flux from each
of these potential sources exist, a selection is shown in section 3.2.5. A
good review of possible high-energy neutrino sources can also be found
e.g. in [108].

3.2.1 The Hillas Plot

If cosmic rays gain their energy through acceleration in astrophysical
objects, these objects must be able to confine cosmic rays with energies
lower than the maximum attainable energy. This typically requires the
presence of a magnetic field. The Larmor radius rL of a (relativistic)
charged particle with energy E and charge number Z in a magnetic
field with strength B is

rL =
E

e · Z · c · B

, (3.20)

with the elementary charge e and the speed of light c. Hillas [148]
has argued that the physical extent L of the cosmic-ray acceleration
site should exceed at least twice the Larmor radius, i.e. L > 2rL.
More detailed, he finds that the characteristic velocity v of magnetic
scattering centers (or the shock front velocity in case of first order
Fermi acceleration) needs to be considered, so that L > 2rL/�, where
� = v/c. This yields the so-called Hillas criterion,

✓
E

1020 eV

◆
< 0.3 · 1

2
· Z · � ·

✓
L

1012 km

◆
·
✓

B

G

◆
, (3.21)

where E, L, and B are expressed in convenient units.
Astrophysical objects can be compared to this criterion on the Hillas

plot, displayed in fig. 3.4. For particular values of E, �, and Z, eq. 3.21
corresponds to a diagonal line on the plot (displayed is the limiting case
� = 1 for E = 1020 eV, and Z = 1 and Z = 26 for protons and iron
nuclei, respectively). According to the Hillas criterion, only objects
that lie above such a line on the plot are capable of accelerating the
corresponding particles to the specified energy.

42

The description of how particles escape from a SNR shock has not been completely understood 
yet, the reason being the uncertainties related to how particles reach the maximum energies.

Morlino arXiv:1706.08275
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The maximum energy attainable in SNR shocks is 
directly related to the magnetic fields that confines 
the particles at high energies to the shock area.

On a general ground, we have two different scenarios


• Emax ≈ Z × 2 × 1014 eV which is the theoretical upper limit   
under normal magnetic field picture (≈10 µG). 

• Emax ≈ Z × 3 × 1015 eV, achievable under amplified magnetic 
field situation (order of few hundreds µG), the PeVatron scenario. 

R=acceleration site dimensions
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field with strength B is

rL =
E

e · Z · c · B

, (3.20)

with the elementary charge e and the speed of light c. Hillas [148]
has argued that the physical extent L of the cosmic-ray acceleration
site should exceed at least twice the Larmor radius, i.e. L > 2rL.
More detailed, he finds that the characteristic velocity v of magnetic
scattering centers (or the shock front velocity in case of first order
Fermi acceleration) needs to be considered, so that L > 2rL/�, where
� = v/c. This yields the so-called Hillas criterion,
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Astrophysical objects can be compared to this criterion on the Hillas

plot, displayed in fig. 3.4. For particular values of E, �, and Z, eq. 3.21
corresponds to a diagonal line on the plot (displayed is the limiting case
� = 1 for E = 1020 eV, and Z = 1 and Z = 26 for protons and iron
nuclei, respectively). According to the Hillas criterion, only objects
that lie above such a line on the plot are capable of accelerating the
corresponding particles to the specified energy.
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The description of how particles escape from a SNR shock has not been completely understood 
yet, the reason being the uncertainties related to how particles reach the maximum energies.

Morlino arXiv:1706.08275
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42

But “acceleration up to PeV energies is problematic in all 
scenarios considered. This implies that either a different 
(more efficient) mechanism of magnetic field amplification 
operates at SNR shocks, or that the sources of GCR in the 
PeV energy range should be searched somewhere else.”

Gabici arXiv:1610.07638

The description of how particles escape from a SNR shock has not been completely understood 
yet, the reason being the uncertainties related to how particles reach the maximum energies.

Morlino arXiv:1706.08275
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Gamma-rays from SNRs

[S. Funk, Ann.Rev.Nucl.Part.Sci. 65 (2015)]

 Middle-aged SNRs
 (~20.000 yrs)

hadronic emission

steep spectra ~E-3 
E

max
 < 1 TeV

Young SNRs (~2000 yr)
Hadronic/leptonic? 
Hard spectra
E

max
 ~ 10-100 TeV

Very young SNRs (~300 yr)
hadronic 

steep spectra ~E -2.3

E
max

 ~ 10-100 TeV

Not enough to explain the 
Knee at ~ PeV

G. Morlino, CRA2017 — October 11, 2017

 f(p)∝ p-4
Middle-aged SNRs (~20.000 yrs) 

✦ hadronic emission 
✦ steep spectra ~E -3  

✦ Emax < 1 TeV 

Young SNRs (~2000 yrs) 
✦ hadronic/leptonic ? 
✦ hard spectra 
✦ Emax ≈10 - 100 TeV 

Very young SNRs (~300 yrs) 
✦ hadronic 
✦ steep spectra  ~E -2.3 
✦ Emax ≈10 - 100 TeV 

Not enough to explain 
the Knee at ~ PeV

Gamma-rays from SNRs

[S. Funk, Ann.Rev.Nucl.Part.Sci. 65 (2015)]

 Middle-aged SNRs
 (~20.000 yrs)

hadronic emission

steep spectra ~E-3 
E

max
 < 1 TeV

Young SNRs (~2000 yr)
Hadronic/leptonic? 
Hard spectra
E

max
 ~ 10-100 TeV

Very young SNRs (~300 yr)
hadronic 

steep spectra ~E -2.3

E
max

 ~ 10-100 TeV

Not enough to explain the 
Knee at ~ PeV

G. Morlino, CRA2017 — October 11, 2017

 f(p)∝ p-4

a general trend of the γ-ray spectrum with the age ?
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Understanding the origin of the knee
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If the knee is a source property we should see a corresponding 
spectral feature in the gamma-ray spectra of CR sources.

If the knee is the result of propagation, we should observe a 
knee that is potentially dependent on location, because the 
propagation properties depend on position in the Galaxy.

Different models to explain the ‘knee’ and different signatures…

Key elements: mass composition and anisotropy

Expected Galactic diffuse gamma ray flux 

Unabsorbed 
flux 

Grey band: 
expected gamma 
ray flux in the 
region 
|lat| < 5° 
long =25°-100° 
 

    S.Vernetto & P.Lipari                                                                                 35th ICRC, 12-20 July 2017, Busan, Korea 

1 year LHAASO 
5 sigma 
sensitivity 
(approximate) Vernetto & Lipari: ICRC 2017

• Acceleration in SNRs:  
finite lifetime of shock Emax = Z · 1015 eV

• Diffusion  process:
probability of escape from Galaxy = f(Z)

- Eknee ∝ Z
- No anisotropy change across the knee region 

- Eknee ∝ Z 
- Anisotropy ∝ Eδ 

• Interaction with bkg particles: 
Photo-disintegration, etc.

• Change in particle interaction
-  Eknee ∝ A
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If the knee is a source property we should see a corresponding 
spectral feature in the gamma-ray spectra of CR sources.

If the knee is the result of propagation, we should observe a 
knee that is potentially dependent on location, because the 
propagation properties depend on position in the Galaxy.

Different models to explain the ‘knee’ and different signatures…

Key elements: mass composition and anisotropy
Experimental results still conflicting !

Expected Galactic diffuse gamma ray flux 

Unabsorbed 
flux 

Grey band: 
expected gamma 
ray flux in the 
region 
|lat| < 5° 
long =25°-100° 
 

    S.Vernetto & P.Lipari                                                                                 35th ICRC, 12-20 July 2017, Busan, Korea 

1 year LHAASO 
5 sigma 
sensitivity 
(approximate) Vernetto & Lipari: ICRC 2017

• Acceleration in SNRs:  
finite lifetime of shock Emax = Z · 1015 eV

• Diffusion  process:
probability of escape from Galaxy = f(Z)

- Eknee ∝ Z
- No anisotropy change across the knee region 

- Eknee ∝ Z 
- Anisotropy ∝ Eδ 

• Interaction with bkg particles: 
Photo-disintegration, etc.

• Change in particle interaction
-  Eknee ∝ A
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All-particle energy spectrum
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All-particle energy spectrum by ARGO-YBJ

ARGO-YBJ analog All Particle ICRC15 ID366

ARGO-YBJ analog All Particle ICRC15 ID382

ARGO-YBJ analog All Particle (Bayes)

Tibet Array All Particle - QGSJet

IceTop 73 All Particle - SIBYLL

KASCADE All Particle - QGSJet

KASCADE-Grande All Particle - QGSJet

HAWC All Particle - arXiv:1710.00890
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Composition at the knee - 1
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for the spectra. This range can be considered as an
estimate for the systematic uncertainty due to the
unknown shape of the distribution tails. It should
be mentioned that the size of this systematic uncer-
tainty should, according to simulations, be consid-
erably reduced for observations close to shower
maximum (e.g. around 5000 m a.s.l.).

In Fig. 14 the unfolding result is displayed to-
gether with the estimate of the total systematic
uncertainty, shown as shaded bands. For low ener-
gies, the dominant contribution to the systematic
uncertainty is due to the tails of the distributions.

Below the knee helium is the most abundant
element, followed by protons and carbon. The en-
ergy spectra of both proton and helium show a
knee-like feature whereas for carbon no knee
structure is visible. The spectra of the heavier ele-
ments look rather unexpected, especially in the
case of iron. For energies below 10 PeV practically
no iron is present, above 20 PeV it dominates the
cosmic ray spectrum together with silicon.

7.2. Results based on SIBYLL 2.1

The outcome of the unfolding using CORS-
IKA/SIBYLL/GHEISHA for calculation of the
response matrices is presented in Fig. 15 for the
Gold algorithm and five particle types. As in
the case of the QGSJet analysis the different
unfolding methods give essentially equal results.
The estimated total systematic uncertainties at
lower energies are slightly smaller than for the
QGSJet based results due to a better description
of the measured data in the corresponding data
range, which will be discussed in Section 8.3. Each
of the spectra of the light groups (proton, helium
and CNO) shows a knee-like feature. The position
of the individual knees is shifted to higher energies
with increasing atomic number. In contrast to the
QGSJet results, carbon is the most abundant ele-
ment at energies around 1–2 PeV but helium is
again more abundant than hydrogen.
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The spectrum of silicon looks rather unex-
pected, exhibiting a knee-like structure at around
3 PeV and decreasing very steeply above. Contrary
to silicon, the iron spectrum looks very flat in this
representation with a slight change of index to c !
"2.5 above 10 PeV. This behaviour of the heavy
group spectra will be discussed in Section 8.3.

8. Discussion

8.1. All particle energy spectrum

By summing up the five mass group spectra the
all particle spectrum is obtained. It is displayed in
Fig. 16 for both solutions. The estimated statistical
uncertainties are shown by the error bars, the
shaded band represents the estimated systematic
uncertainty, due to the applied method (Gold
algorithm) and the parameterization of the tails
of the shower size distribution, for the QGSJet re-
sults only. The corresponding band for the SIB-
YLL solution is of same size and omitted here
for reasons of clarity. Tabulated values of the spec-
tra are given in Appendix B.

The knee is clearly visible for both cases. The
spectrum is fitted with the expression [32]

dJðEÞ
dE

¼ p0 & Ep2 1þ E
p1

! "p4! "ðp3"p2Þ=p4
ð12Þ

where p1 corresponds to the knee position, p2 and
p3 are the spectral indices below and above the
knee, and p4 is a parameter describing the sharp-
ness of the knee. In the case of the QGSJet 01 solu-
tion for the knee position a value of 4.0 ± 0.8 PeV
and for the spectral indices "2.70 ± 0.01 and
"3.10 ± 0.07 were obtained. For the SIBYLL
solution the corresponding values are 5.7 ±
1.6 PeV, "2.70 ± 0.06, and "3.14 ± 0.06. In both
cases, the fit is insensitive to the value of p4 which

primary energy E  [GeV]

610 710 810

]
1.

5
 G

eV
-1

 s
r

-1 s
-2

   
[m

2.
5

E.
dJ

/d
E

 

1

10

210

310

410
SIBYLL 2.1

proton

helium

carbon

primary energy E  [GeV]

610 710 810

]
1.

5
 G

eV
-1

 s
r

-1 s
-2

   
[m

2.
5

E.
dJ

/d
E

 

1

10

210

310

410
SIBYLL 2.1

silicon

iron

Fig. 15. Unfolded energy spectra for H, He, C (left panel) and Si, Fe (right panel) based on SIBYLL simulations. The shaded bands
are estimates of the systematic uncertainties due to the used parameterizations and the applied unfolding method (Gold algorithm).

primary energy E [GeV]    
106 107 108

104

105

QGSJet 01
SIBYLL 2.1

CORSIKA 6.018 /GHEISHA 2002

]
1.

7
 G

eV
-1

 s
r

-1 s
-2

   
[m

2.
7

E.
dJ

/d
E

 

Fig. 16. Result for the all particle energy spectrum using
QGSJet and SIBYLL simulations in the analysis. The shaded
band represents the estimated systematic uncertainties for the
QGSJet solution which are of the same order for the SIBYLL
solution. For reasons of clarity only the QGSJet band is
displayed.

16 T. Antoni et al. / Astroparticle Physics 24 (2005) 1–25

KASCADE

Astroparticle Physics 24 (2005) 1 
Astroparticle Physics 31 (2009) 86

ences. Thus, the results give no hint to any severe problem in the
simulation or the analysis, and reaffirm the conclusions [1] drawn
from the analysis of the nearly vertical shower set: The knee is ob-
served at an energy around !5 PeV with a change of the index
Dc ! 0:4. Considering the results of the mass group spectra, in all
analyses an appearance of knee-like features in the spectra of the
light elements is ascertained. In all solutions the positions of the
knees in these spectra is shifted to higher energy with increasing
element number.

By applying the analysis to different data sets and based on dif-
ferent interaction models, it has been demonstrated that unfolding
methods are capable to reconstruct energy spectra of individual
mass groups from air shower data, in addition to the all-particle
spectrum. But still, the limiting factor of the analysis are the prop-
erties of the hadronic interaction models used and not the quality
or the understanding of the KASCADE data. Furthermore, the pro-
cedure of the KASCADE data analysis, and in future also the analy-
sis of KASCADE-Grande data measuring higher primary energies
and muons at larger distances [17], gives valuable hints for the
improvement of hadronic interaction models. The data can be con-
fidently used when improved interaction models, based on more
and extended accelerator experiments, become available.
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The knee in the all-particle spectrum is due to the bending of the proton component

Since the elements carbon, silicon, and iron
stand for elemental groups, which are loosely
defined, a comparison with data from direct
measurements is not possible for these heavier
elements.

Despite the large difference between our two re-
sults they are in good agreement with the extrapo-
lations of those of balloon-borne experiments for
the proton spectrum. At present, the statistical
uncertainties of direct measurements above
1014 eV are of the same order of magnitude as
the systematic uncertainty of air shower based
analyses due to the hadronic interaction models.
Further improvement requires a more reliable the-
oretical description of high energy hadronic
interactions.

9. Summary and conclusion

Using the two-dimensional shower size spec-
trum of electron number lgNe and muon num-
ber lgN tr

l measured with KASCADE an
analysis was presented yielding energy spectra
for five primary mass groups, representing the
chemical composition of cosmic rays. For this
analysis, air shower simulations with two differ-
ent high energy hadronic interaction models
(QGSJet 01 and SIBYLL 2.1) were used. The

reconstructed all particle spectra for both simula-
tion sets coincide within the statistical and system-
atic uncertainties and are consistent with results
from other experiments. The knee is observed at
an energy around !5 PeV with a change of index
Dc ! 0.4. The situation differs quite strongly
when considering the results of the mass group
spectra. Common is the appearance of knee-
like features in the spectra of the light elements.
For both models the position of the knees in
these spectra is shifted towards higher energy
with increasing element number. A closer inspec-
tion revealed that none of the two interaction
models is capable of describing the measured
data consistently over the whole measurement
range. For the QGSJet based analysis deviations
occur at low energies whereas for the SIBYLL
based analysis the higher energies are problem-
atic.

Summarizing, it has been demonstrated that
unfolding methods are capable to reconstruct en-
ergy spectra of individual mass groups from air
shower data, in addition to the all particle spec-
trum. At present, the limiting factors of the anal-
ysis are the properties of the high energy
interaction models used and not the quality or
the understanding of the KASCADE data. The
observed discrepancies between simulations and
data have to be attributed to the models and
may give valuable information for their further
improvements.
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(a) (b)

Fig. 3. Energy spectra of primary cosmic-ray helium nuclei obtained by the present experiment (a) and they are compared with other experiments (b).

Fig. 4. Fraction of the primary cosmic-rays heavier than helium nuclei obtained
by assuming the QGSJET and SIBYLL interaction models. Our results are
compared with those by the KASCADE experiment [16].

QGSJET model and the SIBYLL model which are compared
with those obtained recently by the KASCADE experiment
[16]. Our results using 4 kinds of simulation models commonly
indicate the average mass of primary cosmic rays is going up
around the knee, towards the direction of heavy dominance.
On the other hand, the KASCADE experiment which measures
both air shower size (Ne) and muon size (Nµ) to deduce the
energy spectrum of separate mass groups from the all-particle
energy spectrum, strongly depend on the interaction models.
The muon size contained in the air shower depends on the
number of charged pions produced in the central and backward
region (in the center of mass system) in the collisions of primary
cosmic rays on air nuclei, which has a sizeable uncertainties ex-
perimentally as well as theoretically and is largely dependent
on the interaction models. From this point of view, the size of
low-energy muons Nµ may not be a suitable parameter for sep-
arating the air showers into different primary mass groups.

6. Summary

A hybrid experiment of emulsion chamber and air-shower
array was successfully done at Yangbajing in Tibet to study

the primary cosmic rays around the knee energy region. Us-
ing the events observed simultaneously in the emulsion cham-
ber and the air-shower array, and applying a neural network
analysis to this data set, we obtained the energy spectrum of
primary protons in the energy range from 4 ×1014 to 1016 eV.
The spectrum observed can be represented by the power-law fit
and the power indices are estimated to be −3.01 ± 0.11 and
−3.05 ± 0.12 for the spectra obtained using the ANN trained
by the QGSJET+HD and SIBYLL+HD events, respectively,
which are steeper than that extrapolated from the direct obser-
vations of −2.74 ± 0.01 in the energy range below 1014 eV.
The absolute flux of protons was derived within 30% systematic
errors depending on the hadronic interaction models adopted
in the Monte Carlo simulation. We also estimated the primary
helium spectrum at energies above 1015 eV, which has almost
same spectral slope with the proton spectrum.
We further obtained the result that the fraction of the nu-

clei heavier than helium in the primary cosmic rays around the
knee region, which was estimated using the proton + helium
spectrum and the all-particle spectrum observed with the Ti-
bet experiment, increases with increasing primary energy. This
strongly suggests that the main component responsible for mak-
ing the knee structure in the all-particle energy spectrum is the
nuclei heavier than the helium component.
This is the first measurement of the differential energy spec-

tra of primary protons and heliums by selecting them event by
event. In the very near future, we will start a new high-statistics
hybrid experiment in Tibet to clarify the main component of
cosmic rays at the knee. The new experiment is able to observe
the air shower cores induced by heavy components around and
beyond the knee, where direct measurements are inaccessible
because of their extremely low fluxes [23].
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notation 

the points represent the flux multiplied by a factor of 
E’,‘, a relative energy error between the points magnl- 
fies their apparent differences. For example, an energy 
error of 20%. when multiplied by 2.5, would account 
for the observed deviations. Random energy recon- 
struction errors are of this size in this energy range, 
improving to about IO% near IO’” eV (Section 5). It 
is notable that when the SIBYLL simulation is used in 
the KNN analysis to identify the composition, the two 
spectrado not show such an intensity difference, but do 
exhibit the same degree of steepening at a similar en- 
ergy as in this plot isee Section I? below. and [ 151). 

The spectra of the heavy and light components ap- 
pear similar below 500 TeV, at which point the lighter 
component’s spectral index steepens. The heavier 
component shows no such “knee” at that energy. 
There may be a steepening of the heavy component 
at higher energy, but the statistics are too low for 
certainty. 

Given CASA-MIA’s mass resolution and the mass 
groupings above. we estimate that the heavy compo- 
nent would exhibit a spectral change at about IO times 
the energy of the corresponding knee of the tighter 
component if the composition is distributed as in the 
JACEE results. and is experiencing cutoffs of each 
component at fixed rigidity. (See [ 15,221 for further 
details about the spectrum and energy computation. ) 

proton showers. with 

notation as in Fig. 17 

12. Use of other simulations 

The KNN analysis was also performed using a dif- 
ferent simulation, based on the SIBYLL interaction 
generator ( see Section 4). None of the results are sig- 
nificantly altered when this is done. Fig. 18 shows the 
change in composition as a function of energy and the 
energy spectra for data grouped into sets identified as 
heavy or light, as described above. The notation and 
symbols on the left side of Fig. 18 are the same as in 
Fig. 16, and those on the right are as in Fig. 17. 

The trend toward a heavier average composition 
through the knee region is again apparent, as is the 
consistency with previous direct measurements at 
lower energy. A rigidity-dependent spectral knee is 
atso strongly suggested. The energies at which all 
changes occur appears to be slightly less when the 
SIBYLL-based simulation is employed. In light of 
the uncertainties discussed above, this difference is 
likely not significant. 

13. Summary and implications 

The composition measured by CASA-MIA near 
IO” eV is consistent with direct measurements by 
other experiments. and becomes heavier through the 
knee region of the spectrum. At lOI eV, the data 
closely resemble simulated iron-induced events, in 
accord with measurements by other groups at higher 
energy. Spectra constructed separately for broad mass 
groups are consistent with cutoffs proportional to the 
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Abstract 

The mass composition of cosmic rays with primary energies between lOI eV and IO’” eV has been studied using 
the surface and buried scintillators of the CASA-MIA air shower array. Near 1OL4 eV, the composition of cosmic rays 
is in agreement with direct measurements, roughly half light elements (protons and helium) and half heavier elements. 
The average mass increases with energy, becoming heavier above lOI eV. The mass changes coincide with the spectral 
steepening of the energy spectrum known as the knee. There is evidence for rigidity dependence in the spectral change. A 
method of calculating the primary cosmic ray energy which is insensitive to the composition is employed to achieve these 
results. @ 1999 Elsevier Science B.V. All rights reserved. 

1. Introduction 

Supernova shock wave acceleration may explain the 
origin of cosmic rays below about lOI eV. Normal su- 
pernovae, however, ,sre expected to have neither high 
enough magnetic fields nor long enough shock life- 
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times to accelerate particles to higher energy [ I]. Nev- 
ertheless, cosmic rays have been observed with ex- 
treme energies, beyond lo*’ eV. The energy spectrum 
undergoes a significant change in slope, known as the 
“knee”, just beyond lOI eV. This suggests that the 
source or the acceleration mechanism of the majority 
of observed cosmic rays is changing in this region [ 21. 

One aspect of cosmic rays which may provide clues 
to their source is the mass composition. If the knee 
of the spectrum represents a “turning off” of a super- 
nova source, for example, the average primary mass 
would be expected to increase with energy in this en- 
ergy regime. Assuming supernovae use electromag- 
netic fields to accelerate particles, the maximum en- 
ergy attainable is proportional to the charge 2 of the 
particle. Higher Z nuclei thus reach a larger maximum 
energy than lower mass particles. The average mass of 
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Table 2
The purity of the selected events by T < 0.4

Model Energy (eV) Purity (%)
HD PD

QGSJET 1014–1015 96.7± 0.7 97.4± 0.4
1015–1016 83.1± 1.6 86.7± 0.8

SIBYLL 1014–1015 96.2± 0.5 97.3± 0.3
1015–1016 82.8± 1.2 86.1± 0.7

SIBYLL + PD models, respectively, among which 110 events
are identical and one event belongs only to QGSJET analysis
and two events belong only to SIBYLL analysis.

5. Results and discussions

In Fig. 2, we show the measured primary cosmic-ray proton
energy spectra assuming the two interaction models (QGSJET
and SIBYLL) and two primary composition models (HD and
PD), together with the results from other experiments. As
seen in Fig. 2, the present results assuming the HD and PD
models in the simulation are in a good agreement with each
other within the statistical errors. The measured proton en-
ergy spectra can be expressed by a single power-law func-
tion of a differential form J (E)(m−2 s−1 sr−1 GeV−1) = A ×
10−13 × ( E

106 GeV )−B , where (A,B) is (4.56 ± 0.46, 3.01 ±
0.11), (4.14 ± 0.44, 3.08 ± 0.11), (3.21 ± 0.34, 3.05 ± 0.12)
and (3.24 ± 0.34, 3.08 ± 0.12) based on the QGSJET + HD,
QGSJET + PD, SIBYLL + HD and SIBYLL + PD models,
respectively, where the errors quoted are the statistical ones.
The error in the spectral index is statistics dominant, while
that in the absolute flux value is model-dependence dominant.
For the absolute flux value, the QGSJET model gives approx-
imately 30% higher flux than the SIBYLL model. This can be
mainly attributed to the difference of Feynman xF -distribution
of charged mesons between QGSJET and SIBYLL model in
the very forward region at a collision [13]. The Feynman
xF -distribution in the SIBYLL model is harder than that in the

QGSJET model in the xF > 0.2 region, so that the generation
efficiency of γ -families by the former model becomes higher
than the latter, resulting in a lower proton flux in the case of
the SIBYLL model. As compared in Fig. 2, the present results
are consistent with those obtained by the burst detectors in this
experiment within 25% [11]. This implies that the systematic
energy-scale uncertainty in our experiment is estimated to be
10% level. A solid straight line with the power index −2.74
drawn in Fig. 2 is the best fitted line for the data points in the
energy region below 1014 eV observed by recent direct mea-
surements [22], which is harder than the indices of our proton
spectra.
Thanks to its light mass, the helium component can also trig-

ger our hybrid experiment although the efficiency at 1015 eV is
about 4 times lower than the case of protons. The ANN method
is again applied to obtain the helium spectrum over the energy
1015 eV. Because of the training algorithm of ANN, it is not
possible to train the network to separate heliums from others di-
rectly, for the helium mass is between protons and other heavy
nuclei and the characteristics of the helium event is smeared
out by the fluctuation tail from the both sides. Therefore we
train the network to separate light component (proton or he-
lium) from other nuclei, by assigning 0 to light component and
1 to other nuclei. The critical value Tc to select light compo-
nent is set as 0.2 where the selection efficiency reaches to 70%
and the purity is 93% for all models. Then, the helium spectra
can be obtained by subtracting the number of protons, which
are previously obtained by proton-training, from the number of
proton + helium events. Above mentioned procedure was ap-
plied on each energy bin to obtain the energy spectra of heliums
and the result is shown in Fig. 3, where the same dependence
of the absolute intensity on the interaction models is seen as in
the case of proton spectra.
We can also estimate the fraction of the nuclei heavier than

helium in cosmic rays around the knee using the proton +
helium spectra and the all-particle energy spectrum obtained by
the Tibet air shower array [20]. Shown in Fig. 4 is the fraction
of primary cosmic rays heavier than helium nuclei assuming the

(a) (b)

Fig. 2. Energy spectra of primary cosmic-ray protons obtained by the present experiment (a) and they are compared with other experiments (b): Tibet-B.D. [9],
KASCADE [16], JACEE [17] and RUNJOB [18]. The all-particle spectra are from the experiments: PROTON satellite [19], Tibet-III [20] and AKENO [21]. For
the solid line with the power index −2.74, see the text.
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the energy spectrum determination, which strongly affect the
uncertainties in the rate of arrival, we conclude that the sim-
ulation gives good agreement with the experimental results.

As mentioned in the previous section, the present result
shows that heavier components, such as iron nuclei, become
dominant in the energy region around the knee. With our pre-
vious observations of Cerenkov radiation induced by EASs, we
observed EAS longitudinal development in the stages before
shower maximum. With the present analysis, we determined
the longitudinal development at the later stages. Nonetheless,
both measurements of the chemical composition with two
different and independent observations are consistent with each
other. Thus, we have successfully measured the whole longi-
tudinal development of EASs with the two observations and
thereby reached an estimate of the chemical composition.

The present result is consistent with the results of both
CASA-MIA and KASCADE (hadrons), but inconsistent with
those of KASCADE (electrons) and CASA-BLANCA. The
validity of our result is shown in the observed longitudinal
development curves, by comparison with the simulated curves
of the primary protons. While the calculated EAS longitudinal
development curves are dependent on the hadron interaction
model, our adopted QGSJET model shows the most rapid
development among the major models. Therefore, it is not
possible to explain our observed development curves with any
hadronic interaction model that is proton-dominant.

The present energy spectrum shows a gradual steepening
around 1015.5 eV. In this energy region, ln Ah i is more than 3
and is slowly increasing with primary energy. Our result
combined with the direct measurements of ln Ah i, shown in
Figure 7, indicates that ln Ah i is constant up to about 1014.5 eV.
Above this energy, ln Ah i increases with energy up to 1016 eV.
The factor between these two characteristic energies is about
30, and it is equal to the charge of iron, i.e., Z ¼ 26. Thus, one
possible explanation of this feature of the measured ln Ah i is
that the energy spectrum of each cosmic-ray component is
steepening at a fixed rigidity.

Using the simple assumptions of our all-particle flux and
ln Ah i, we compare our result to a composition model in
which there are five cosmic-ray components (protons, He,
CNO, Ne-Si, and Fe) that have spectral indices measured by
the RUNJOB collaboration and the spectra are steepened at
the fixed rigidity 1014.5 V. The calculated flux of each com-
ponent is added according to the relative abundances mea-
sured by SOKOL (Ivanenko et al. 1993) at 1012 eV, and the
total flux is normalized to the all-particle spectrum obtained
by SOKOL at the same energy. Moreover, we examined two
different cases for the model. In the first case, A, each spectral
index is steepened by 0.6 in energy, corresponding to the same
value in rigidity. This is expected in the case in which the
energy dependence of the diffusion coefficient dominating the
cosmic-ray propagation processes changes at a fixed rigidity.
In the second case, B, the spectral index changes, irrespective
of A, at "3.2 in energy, corresponding to the same change in
rigidity. This is expected in the case in which the dominant
acceleration process of cosmic rays is changed above the ri-
gidity. The values of 0.6 in model A and "3.2 in model B are
assumed on the basis of our measured all-particle spectrum.
The calculated spectra and the resultant ln Ah i are shown in
Figures 9 and 10, respectively. Although the calculated fluxes
in both Figures 9a and 9b are slightly less than the measured
one at 1014.7–1015.7 eV, the all-particle fluxes at the other
energy range and the predicted ln Ah i of models A and B are
consistent with present results. This suggests that iron nuclei
are the dominant component at the primary energies greater
than 1015 eV. The model predictions do not fit the measured
spectrum between 1014:7 and 1015:7 eV and result in two knees,
at 1014:7 and 1015:7 eV. Therefore, the simple models described
here are not sufficient to produce the measured spectrum and
composition.
In the report of the HEGRA CRT group (Bernlöhr et al.

1998), they suggest that the spectrum of each of the primary
components is steepened at a fixed rigidity and that the dom-
inant component at the knee energy is CNO. They also see an
increase in ln Ah i with energy. Their simple model is con-
sistent with our present result up to 1015 eV. However, the
ln Ah i in their model saturates around this energy and does
not fit our result at higher energies. The model by Hörandel
(2001), which introduces the charge-dependent cutoff energy

Fig. 9.—All-particle spectrum and the contributions of five components
calculated with model A (a) and with model B (b), compared with the spec-
trum in Fig. 7.

Fig. 10.—Predicted mean logarithmic mass ln Ah i with model A (solid line)
and model B (dashed line).
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and ultraheavy nuclear (Z ¼ 30 92) components is incon-
sistent with our result, because the model predicts that protons
are dominant at the knee.

The model of particle acceleration by oblique shocks de-
scribed by Kobayakawa et al. (1999, 2002) predicts the knee and
the gradual increase of ln Ah i with the primary’s energy be-
tween 1014 and 1016 eV without any assumption of a rigidity-
dependent cutoff. Their prediction of an increasing ln Ah i is
consistent with our result, but the predicted absolute value of
ln Ah i is smaller than our result.
In the model of Völk & Biermann (1988), cosmic rays from

1013 eV to the knee are mainly accelerated during explosions
of massive stars. Biermann (1993) develops this model further
and examines explosions of Wolf-Rayet stars. He concludes
that at the knee, the particles segregate with particle energy
according to their charge and that protons drop off first, then
the C-N-O elements, next Mg, Si, etc., and finally iron nuclei.
At the surfaces of Wolf-Rayet stars helium and heavier ele-
ments are enhanced, rather than protons. This can be attributed
effectively to the chemical composition of primary cosmic
rays. As discussed in our previous paper (Shirasaki et al.
2001), the measured ln Ah i suggests that the accelerated par-
ticle abundance must be greater than that in the stellar winds
of Wolf-Rayet stars. Since the accelerated particles are a
mixture of the stellar wind particles and ejected matter,
Biermann’s model seems to be very promising, given our
former and present results.

6. CONCLUSIONS

Using the equi-intensity method, we have obtained mean
longitudinal development curves of EASs with primary ener-
gies from 1014 to 1016 eV. In the measured atmospheric depth
range, the apparent maximum development points, which are

expected with a proton-dominant composition model, are not
found. By comparing the measured curves with those calcu-
lated from a Monte Carlo simulation, we obtained the mean
logarithmic mass, ln Ah i, as a function of the primary energy.
The measured ln Ah i increases with energy over the energy
range of 1014:5 1016 eV. This is consistent with our former
Cerenkov light observations and the measurements by some
other groups. The observed ln Ah i is consistent with the ex-
pected features of a model in which the energy spectrum of
each component is steepened at a fixed rigidity of 1014.5 V.

The present result from the cosmic-ray flux is consistent
with other experiments, and the obtained all-particle spectrum
finds a gradual steepening in the spectral index, from "2.66 to
"3.19, at 1015.5 eV. While we cannot specify any actual source
or propagation model for cosmic rays with energies above
1014 eV, the supernova acceleration model with stellar winds
and ejected matter of Wolf-Rayet stars is one plausible model
to explain our results.

Finally, we conclude that the actual model suggests that the
dominant component above 1015 eV is heavy and that the
ln Ah i increases with the energy to about 3.5 at 1016 eV.
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and ultraheavy nuclear (Z ¼ 30 92) components is incon-
sistent with our result, because the model predicts that protons
are dominant at the knee.

The model of particle acceleration by oblique shocks de-
scribed by Kobayakawa et al. (1999, 2002) predicts the knee and
the gradual increase of ln Ah i with the primary’s energy be-
tween 1014 and 1016 eV without any assumption of a rigidity-
dependent cutoff. Their prediction of an increasing ln Ah i is
consistent with our result, but the predicted absolute value of
ln Ah i is smaller than our result.
In the model of Völk & Biermann (1988), cosmic rays from

1013 eV to the knee are mainly accelerated during explosions
of massive stars. Biermann (1993) develops this model further
and examines explosions of Wolf-Rayet stars. He concludes
that at the knee, the particles segregate with particle energy
according to their charge and that protons drop off first, then
the C-N-O elements, next Mg, Si, etc., and finally iron nuclei.
At the surfaces of Wolf-Rayet stars helium and heavier ele-
ments are enhanced, rather than protons. This can be attributed
effectively to the chemical composition of primary cosmic
rays. As discussed in our previous paper (Shirasaki et al.
2001), the measured ln Ah i suggests that the accelerated par-
ticle abundance must be greater than that in the stellar winds
of Wolf-Rayet stars. Since the accelerated particles are a
mixture of the stellar wind particles and ejected matter,
Biermann’s model seems to be very promising, given our
former and present results.

6. CONCLUSIONS

Using the equi-intensity method, we have obtained mean
longitudinal development curves of EASs with primary ener-
gies from 1014 to 1016 eV. In the measured atmospheric depth
range, the apparent maximum development points, which are

expected with a proton-dominant composition model, are not
found. By comparing the measured curves with those calcu-
lated from a Monte Carlo simulation, we obtained the mean
logarithmic mass, ln Ah i, as a function of the primary energy.
The measured ln Ah i increases with energy over the energy
range of 1014:5 1016 eV. This is consistent with our former
Cerenkov light observations and the measurements by some
other groups. The observed ln Ah i is consistent with the ex-
pected features of a model in which the energy spectrum of
each component is steepened at a fixed rigidity of 1014.5 V.

The present result from the cosmic-ray flux is consistent
with other experiments, and the obtained all-particle spectrum
finds a gradual steepening in the spectral index, from "2.66 to
"3.19, at 1015.5 eV. While we cannot specify any actual source
or propagation model for cosmic rays with energies above
1014 eV, the supernova acceleration model with stellar winds
and ejected matter of Wolf-Rayet stars is one plausible model
to explain our results.

Finally, we conclude that the actual model suggests that the
dominant component above 1015 eV is heavy and that the
ln Ah i increases with the energy to about 3.5 at 1016 eV.
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the energy spectrum determination, which strongly affect the
uncertainties in the rate of arrival, we conclude that the sim-
ulation gives good agreement with the experimental results.

As mentioned in the previous section, the present result
shows that heavier components, such as iron nuclei, become
dominant in the energy region around the knee. With our pre-
vious observations of Cerenkov radiation induced by EASs, we
observed EAS longitudinal development in the stages before
shower maximum. With the present analysis, we determined
the longitudinal development at the later stages. Nonetheless,
both measurements of the chemical composition with two
different and independent observations are consistent with each
other. Thus, we have successfully measured the whole longi-
tudinal development of EASs with the two observations and
thereby reached an estimate of the chemical composition.

The present result is consistent with the results of both
CASA-MIA and KASCADE (hadrons), but inconsistent with
those of KASCADE (electrons) and CASA-BLANCA. The
validity of our result is shown in the observed longitudinal
development curves, by comparison with the simulated curves
of the primary protons. While the calculated EAS longitudinal
development curves are dependent on the hadron interaction
model, our adopted QGSJET model shows the most rapid
development among the major models. Therefore, it is not
possible to explain our observed development curves with any
hadronic interaction model that is proton-dominant.

The present energy spectrum shows a gradual steepening
around 1015.5 eV. In this energy region, ln Ah i is more than 3
and is slowly increasing with primary energy. Our result
combined with the direct measurements of ln Ah i, shown in
Figure 7, indicates that ln Ah i is constant up to about 1014.5 eV.
Above this energy, ln Ah i increases with energy up to 1016 eV.
The factor between these two characteristic energies is about
30, and it is equal to the charge of iron, i.e., Z ¼ 26. Thus, one
possible explanation of this feature of the measured ln Ah i is
that the energy spectrum of each cosmic-ray component is
steepening at a fixed rigidity.

Using the simple assumptions of our all-particle flux and
ln Ah i, we compare our result to a composition model in
which there are five cosmic-ray components (protons, He,
CNO, Ne-Si, and Fe) that have spectral indices measured by
the RUNJOB collaboration and the spectra are steepened at
the fixed rigidity 1014.5 V. The calculated flux of each com-
ponent is added according to the relative abundances mea-
sured by SOKOL (Ivanenko et al. 1993) at 1012 eV, and the
total flux is normalized to the all-particle spectrum obtained
by SOKOL at the same energy. Moreover, we examined two
different cases for the model. In the first case, A, each spectral
index is steepened by 0.6 in energy, corresponding to the same
value in rigidity. This is expected in the case in which the
energy dependence of the diffusion coefficient dominating the
cosmic-ray propagation processes changes at a fixed rigidity.
In the second case, B, the spectral index changes, irrespective
of A, at "3.2 in energy, corresponding to the same change in
rigidity. This is expected in the case in which the dominant
acceleration process of cosmic rays is changed above the ri-
gidity. The values of 0.6 in model A and "3.2 in model B are
assumed on the basis of our measured all-particle spectrum.
The calculated spectra and the resultant ln Ah i are shown in
Figures 9 and 10, respectively. Although the calculated fluxes
in both Figures 9a and 9b are slightly less than the measured
one at 1014.7–1015.7 eV, the all-particle fluxes at the other
energy range and the predicted ln Ah i of models A and B are
consistent with present results. This suggests that iron nuclei
are the dominant component at the primary energies greater
than 1015 eV. The model predictions do not fit the measured
spectrum between 1014:7 and 1015:7 eV and result in two knees,
at 1014:7 and 1015:7 eV. Therefore, the simple models described
here are not sufficient to produce the measured spectrum and
composition.
In the report of the HEGRA CRT group (Bernlöhr et al.

1998), they suggest that the spectrum of each of the primary
components is steepened at a fixed rigidity and that the dom-
inant component at the knee energy is CNO. They also see an
increase in ln Ah i with energy. Their simple model is con-
sistent with our present result up to 1015 eV. However, the
ln Ah i in their model saturates around this energy and does
not fit our result at higher energies. The model by Hörandel
(2001), which introduces the charge-dependent cutoff energy

Fig. 9.—All-particle spectrum and the contributions of five components
calculated with model A (a) and with model B (b), compared with the spec-
trum in Fig. 7.

Fig. 10.—Predicted mean logarithmic mass ln Ah i with model A (solid line)
and model B (dashed line).
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Light component spectrum (3 TeV - 5 PeV) by ARGO-YBJ

15

ARGO-YBJ reports evidence for a proton knee starting at about 700 TeV
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KASCADE-Grande
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• spectrum all-particle not a single power law 


• hardening of the spectrum above 1016eV


• steepening close to 1017eV (2.1 σ) 

• steepening due to heavy primaries (3.5 σ)


• hardening at 1017.08 eV (5.8 σ) in light spectrum 

• slope change from γ = -3.25 to γ = -2.79 ! 

25November, 2014 Andreas Haungs

KASCADE-Grande 
energy spectra of 

mass groups

• steepening due to 
heavy primaries (3.5s)

• hardening at 1017.08 eV  
(5.8s) in light spectrum

• slope change from 
g = -3.25 to g = -2.79!

Phys.Rev.D (R) 87 (2013) 081101
Phys.Rev.Lett. 107 (2011) 171104

24November, 2014 Andreas Haungs

KASCADE-Grande 
all-particle energy spectrum

• spectrum not a single 
power law
• hardening of the 
spectrum above 1016eV
• steepening close to 
1017eV  (2.1s)

~15% systematic uncertainty 
in flux (energy independent)

QGSJET II

Astroparticle Physics 36 (2012) 183

Astrop. Phys. 36 (2012) 183 

Phys.Rev.Lett. 107 (2011) 171104 
Phys.Rev.D (R) 87 (2013) 081101 

26November, 2014 Andreas Haungs

KASCADE-Grande: model dependence

Advances in Space Research 53 (2014) 1456 

- Structures of all-particle, heavy and light spectra similar 
Î knee by light component and heavy component; ankle by light component
- relative abundances different for different high-energy hadronic interaction models

✦ relative abundances different for different 
high-energy hadronic interaction models 

Adv. Sp. Res. 53 (2014) 1456 
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How do we measure composition at ground ?

17

Strictly speaking, no air shower experiment measures the primary composition of cosmic rays.  
Instead, one or more mass sensitive observables can be measured and the data can then be 
interpreted in terms of primary mass by a comparison to air shower simulations using hadronic 
interaction models. 

Since different air shower observables react differently to changes in the characteristics of 
hadronic interactions, one may hope to diminish the model dependence of primary mass 
estimates by comparing the results from different observables.

At least two orthogonal measurements are needed to estimate the energy and mass of the primary CR.

Measuring electron and muon numbers (and their 
fluctuations) simultaneously at ground has become the 
first and most commonly employed technique applied 
to infer the cosmic ray composition from EAS data. 

2D shower size distribution  

Frequency of showers dependent of 2 observables  
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Ground-based observations

18

The different approaches to investigate the chemical composition are 
commonly based on the fact that inelastic cross section of the nucleus 
of mass A is proportional to A2/3, which leads to the long interaction 
mean free path (m.f.p.) of protons and short m.f.p. of nuclei. 

Nuclei develop higher in atmosphere (smaller Xmax) 
than protons producing flatter lateral distributions.

Short m.f.p. of nuclei

Characteristics of early development:
• Large lateral spread
• Muon rich events
• Soft secondary energy spectrum

The showers can be classified in terms of the 
density ratio at two distances from the shower core

"(25-35m) / "(0-10m)

Different first interaction atmospheric depth 
➜ different lateral distribution

proton ironE=1014 eV
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The superposition model

19

The major differences between showers induced by different primary masses have a rather simple cause. 

The discriminating power originates from the fact that a primary nucleus of mass A and energy E0 can in 
good approximation be treated as a superposition of A protons of energy E’ = E0/A (superposition model).

Different mean free pathDifferent mean free path

G. Di Sciascio Roma Tor Vergata 12/04/2012 24

The resulting EAS is the sum of A separate p-induced EAS all starting at the same point.

For any additive measurable quantity Q the model predicts A times the average 
value for the quantity computed in a proton shower of energy E’ = E0/A

<QA(E)> = A · <Qp(E/A)>
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The superposition model

19

The major differences between showers induced by different primary masses have a rather simple cause. 

The discriminating power originates from the fact that a primary nucleus of mass A and energy E0 can in 
good approximation be treated as a superposition of A protons of energy E’ = E0/A (superposition model).
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The resulting EAS is the sum of A separate p-induced EAS all starting at the same point.

For any additive measurable quantity Q the model predicts A times the average 
value for the quantity computed in a proton shower of energy E’ = E0/A

<QA(E)> = A · <Qp(E/A)>
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Number of muons is a mass sensitive observable
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Nucleus-air interactions

20

Increasing the mass A
More secondary particles with less energy → 
less electrons (after max), more µ

Surviving hadrons have less energy

Larger deflection angles → flatter lateral 
distributions of secondary particles

The lower energy nucleons generate fewer interactions 
and so lose less energy to e.m. components. 

Showers by nuclei dissipate their energy faster than 
protons, thus having shallower (smaller) Xmax .

Showers induced by heavy primaries generate more 
secondary particles, each of smaller energy, and due to 
the faster attenuation of the electromagnetic 
component with a smaller number of electrons at the 
observat ion level (after the EAS maximum). 
Simultaneously the number of muons is larger. 
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Figure 2. Left panel: Dependence of the electron and muon particle numbers
of EAS on the primary mass A. The error bars represent the fluctuations in the
numbers (at sea-level). Right panel: Longitudinal development of the various
particle components of proton and iron induced EAS. The simulations are done
with CORSIKA/QGSJET [32, 33].

than for protons of equal energy. Hence an EAS starts earlier in average and develops
faster in the atmosphere with increasing primary mass. In a first good approximation a
primary nucleus of mass A and energy E0 can be regarded for the shower development
as a swarm of A independent nucleons generating A superimposed independent proton
showers of the energy E0/A (superposition principle). As a consequence showers
induced by heavy primaries generate more secondary particles, each of smaller energy,
and due to the faster attenuation of the electromagnetic component with a smaller
number of electrons at the observation level (after the EAS maximum). Simultaneously
the number of muons is larger. The muons interact weakly with the atmosphere, they
are less absorbed and their decay time is long compared to pions, so that they add
up throughout the shower development. The superposition model predicts for all
additive observables power law dependences with the mass. Even if the principle is an
approximation, this dependence is sufficiently valid (Fig. 2). From statistical reasons
the fluctuations of the sum of A independent showers should be smaller than of a
shower generated by a single proton of higher energy (Fig. 2). The effect is smeared
out by the limits of the superposition model in the interaction, but it remains efficient
for mass separation in experiments. Further, surviving hadrons have less energy, and
compared to the electron or muon number the total number of hadrons in EAS is
small and they are concentrated around the shower axes. The faster development of
showers induced by heavy primaries lead additionally to larger relative angles to the
shower axes of the secondaries and flatter lateral distributions.
The atmospheric Cherenkov light, produced dominantly by relativistic electrons and
positrons is directly sensitive to the height of the shower maximum, which is more
distant from the observation level for heavier primaries (Figs. 2 and 3). Further mass

The number of electrons at shower maximum is nearly independent on the primary mass
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by
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for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem

c

% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is

Np
e;max ¼

E
eem

c
"

ep
d

eem
c

E
ep

d

# $b

% E
eem

c
; ð21Þ

where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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Fig. 3. Air shower simulation of the number of muons vs. electrons at ground level
for a vertical shower observed at 800 g/cm2. Contour lines illustrate the regions
which include 90% of the showers and the inset shows a detailed view at 1020 eV.
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by
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for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K
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where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,
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These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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Fig. 3. Air shower simulation of the number of muons vs. electrons at ground level
for a vertical shower observed at 800 g/cm2. Contour lines illustrate the regions
which include 90% of the showers and the inset shows a detailed view at 1020 eV.

664 K.-H. Kampert, M. Unger / Astroparticle Physics 35 (2012) 660–678

nd ¼ "
W"1 " h0

cs
mpc2

E
ln N
cos h

! "

ln N
; ð17Þ

where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
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E
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for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem
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, can be estimated from the total amount of energy
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:
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and
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
d ¼

E
Nnd

ð18Þ

for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K
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where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,
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These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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The number of electrons at shower maximum gives 
a good estimate of the primary energy independent 
of the composition. 

The number of muons can be used to infer the mass 
of the primary particle, since it grows with A1-β. 


Moreover, the evolution of the muon number with 
energy, dNµ/dlnE, is a good tracer of changes in 
the primary composition.

A constant composition gives dNµ/dlnE = β and 
any departure from that behavior can be interpreted 
as a change of the average mass of the primaries.

β ≈ 0.8 - 0.9
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Figure 2. Left panel: Dependence of the electron and muon particle numbers
of EAS on the primary mass A. The error bars represent the fluctuations in the
numbers (at sea-level). Right panel: Longitudinal development of the various
particle components of proton and iron induced EAS. The simulations are done
with CORSIKA/QGSJET [32, 33].

than for protons of equal energy. Hence an EAS starts earlier in average and develops
faster in the atmosphere with increasing primary mass. In a first good approximation a
primary nucleus of mass A and energy E0 can be regarded for the shower development
as a swarm of A independent nucleons generating A superimposed independent proton
showers of the energy E0/A (superposition principle). As a consequence showers
induced by heavy primaries generate more secondary particles, each of smaller energy,
and due to the faster attenuation of the electromagnetic component with a smaller
number of electrons at the observation level (after the EAS maximum). Simultaneously
the number of muons is larger. The muons interact weakly with the atmosphere, they
are less absorbed and their decay time is long compared to pions, so that they add
up throughout the shower development. The superposition model predicts for all
additive observables power law dependences with the mass. Even if the principle is an
approximation, this dependence is sufficiently valid (Fig. 2). From statistical reasons
the fluctuations of the sum of A independent showers should be smaller than of a
shower generated by a single proton of higher energy (Fig. 2). The effect is smeared
out by the limits of the superposition model in the interaction, but it remains efficient
for mass separation in experiments. Further, surviving hadrons have less energy, and
compared to the electron or muon number the total number of hadrons in EAS is
small and they are concentrated around the shower axes. The faster development of
showers induced by heavy primaries lead additionally to larger relative angles to the
shower axes of the secondaries and flatter lateral distributions.
The atmospheric Cherenkov light, produced dominantly by relativistic electrons and
positrons is directly sensitive to the height of the shower maximum, which is more
distant from the observation level for heavier primaries (Figs. 2 and 3). Further mass

The number of electrons at shower maximum is nearly independent on the primary mass
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
d ¼

E
Nnd

ð18Þ

for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore

Np
l %

E
ep
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with

b ¼
ln 2
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; ð20Þ

where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem

c

% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:

NA
e;max % A

E=A
eem
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¼ Np

e;max ð22Þ

and

NA
l % A

E=A
ep

d

# $b

¼ Np
l;maxA1"b: ð23Þ

So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
d ¼

E
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for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore
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with
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem
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% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:

NA
e;max % A

E=A
eem

c
¼ Np

e;max ð22Þ

and

NA
l % A

E=A
ep
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
d ¼

E
Nnd

ð18Þ

for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore
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E
ep
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with

b ¼
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem

c

% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:

NA
e;max % A
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c
¼ Np

e;max ð22Þ

and
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l % A

E=A
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
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for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore
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with
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem
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, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:
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and
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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The number of electrons at shower maximum gives 
a good estimate of the primary energy independent 
of the composition. 

The number of muons can be used to infer the mass 
of the primary particle, since it grows with A1-β. 


Moreover, the evolution of the muon number with 
energy, dNµ/dlnE, is a good tracer of changes in 
the primary composition.

A constant composition gives dNµ/dlnE = β and 
any departure from that behavior can be interpreted 
as a change of the average mass of the primaries.

β ≈ 0.8 - 0.9

High Altitude > 4000 m asl !!!



G. Di Sciascio, Roma La Sapienza, Nov. 23,  2017

Energy calibration!

N ≈ 21 · (ETeV/Z)1.5

Calibration of the energy scale

22

• CREAM:       1.09 ⨉ 1.95 ⨉ 10-11 (E/400 TeV)-2.62 

• ARGO-YBJ: 1.95 ⨉ 10-11 (E/400 TeV)-2.61 

• Hybrid:          0.92 ⨉ 1.95 ⨉ 10-11 (E/400 TeV)-2.63

CREAM: 1.09x1.95x10-11(E/400TeV)-2.62 
 ARGO-YBJ:      1.95x10-11(E/400TeV )-2.61 
Hybrid:   0.92x1.95x10-11(E/400TeV)-2.63 

B. Bartoli et al, Chinese Physics C, Vol. 38, No. 4, 045001 (2014) 

Single power-law: 2.62 ± 0.01

Flux at 400 TeV:  

1.95 × 10-11± 9% (GeV-1 m-2 sr-1 s-1)

The 9% difference in flux corresponds to a difference 
of ± 4% in energy scale between different experiments.

(p+He) spectrum (2 - 700) TeV

ARGO-YBJ: Moon shadow tool

The energy scale uncertainty is estimated at 
10% level in the energy range 1 – 30 (TeV/Z).

Chin. Phys. C 38, 045001 (2014)

PRD 84 (2011) 022003



G. Di Sciascio, Roma La Sapienza, Nov. 23,  2017

Measurement of the elemental composition

23

Unfortunately, the experimental situation is more complicated, because surface detectors do not observe 
the number of electrons at shower maximum !

Since heavy primaries reach their shower max at 
smaller depths than light ones, the number of 
electrons on ground is expected to be 
composition sensitive, with a larger electron 
number for air showers initiated by light primaries. 
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
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for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore

Np
l %

E
ep

d

# $b

ð19Þ

with

b ¼
ln 2

3 N
ln N

; ð20Þ

where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem

c

% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is

Np
e;max ¼

E
eem
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ep
d

eem
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ep
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% E
eem
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:

NA
e;max % A

E=A
eem

c
¼ Np

e;max ð22Þ

and

NA
l % A

E=A
ep

d

# $b

¼ Np
l;maxA1"b: ð23Þ

So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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We must assume a given composition but we want to measure it ➜ degeneracy !
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Unfortunately, the experimental situation is more complicated, because surface detectors do not observe 
the number of electrons at shower maximum !

Since heavy primaries reach their shower max at 
smaller depths than light ones, the number of 
electrons on ground is expected to be 
composition sensitive, with a larger electron 
number for air showers initiated by light primaries. 
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where W"1 denotes the lower branch of the Lambert-W function
(see e.g. [53]). The decay energy is then given by

ep
d ¼

E
Nnd

ð18Þ

for which we find numerical values of a few tens of GeV and a slow
decrease with primary energy in agreement with the estimates of
[43]. The total number of muons produced in a shower is equal to
the number of pions with Ep ¼ ep

d and therefore
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where the factor 2
3 gives the approximate fraction of charged pion

secondaries. Air shower simulations predict b to be in the range
of 0.88 to 0.92 [42], corresponding to effective multiplicities from
30 to 200 in Eq. (20). It is interesting to note, that because the inter-
action length drops out in the calculation of nd (cf. Eq. (16)), the
number of muons at ground are expected to be independent of kint.

The number of electrons at shower maximum, i.e. at the point at
which the electron energies become too low to produce new parti-
cles Ee ¼ eem

c

% &
, can be estimated from the total amount of energy

in the electromagnetic cascade given by the primary energy minus
the energy in muons. Since El ¼ Nlep

d , the number of electrons is
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where the last approximation can be made at high energies at
which the energy fraction transferred to muons becomes small.

Using again the superposition model and substituting E with
E0 = E/A, one obtains the following relations for nuclear primaries:

NA
e;max % A

E=A
eem

c
¼ Np

e;max ð22Þ

and
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So, whereas the number of electrons at shower maximum gives a
good estimate of the primary energy independent of the composi-
tion, the number of muons can be used to infer the mass of the pri-
mary particle, since it grows with A1"b. Moreover, the evolution of
the muon number with energy, dNl/d ln E, is a good tracer of
changes in the primary composition. Just as in the case of the elon-
gation rate of the longitudinal development, a constant composition
gives dNl/d ln E = b and any departure from that behavior can be
interpreted as a change of the average mass of the primaries.

Unfortunately, the experimental situation is more complicated,
because surface detectors do not observe the number of electrons
at shower maximum, but at a fixed depth Xground/cosh. If the detec-
tor and shower maximum are separated by DX = Xground/cosh " X-
max, then only the attenuated number of electrons is observed with

Ne;ground % Ne;max exp "DX
K

# $
; ð24Þ

where K % 60 g/cm2 is the attenuation length of the number of
electrons after the shower maximum. Since heavy primaries reach
their shower maximum at smaller depths than light ones, the num-
ber of electrons on ground is expected to be composition sensitive

as well, with a larger electron number for air showers initiated by
light primaries. This feature is visible in Fig. 3, where Nl vs. Ne is
shown for air shower simulations at different energies for a detector
located at 800 g/cm2. As can be seen, the ln Nl-ln Ne observables are
basically rotated from the desired quantities, lnA and lnE. Due to the
steeply falling cosmic ray spectrum, this rotation causes a complica-
tion in the analysis of air shower data, because showers of equal
lnNe are enriched in light elements (cf. Section 3.1 for a description
of unfolding methods to overcome this problem). Furthermore, Eq.
(24) implies that given the Xmax fluctuations explained in the last
section, the relative fluctuations of the electron number are ex-
pected to be quite substantial,

rðNe;groundÞ
Ne;ground

% rðXmaxÞ
K

: ð25Þ

These attenuation effects can be reduced considerably by
choosing an appropriate detector site which is situated at a height
close to the shower maximum. The exponential attenuation Eq.
(24) is only valid far from the maximum, whereas in its close vicin-
ity the shower size is nearly invariant under small displacements
from the maximum (see Fig. 9 below). Since the simulations in
Fig. 3 were performed at a fixed ground depth of 800 g/cm2, the
evolution of the attenuation effect with distance to the shower
maximum can be seen indirectly: at low energies where the obser-
vation level is far from the shower maximum, the difference in the
number of electrons between proton and iron primaries is large
and diminishes while the shower maximum approaches the
ground level at higher energies.

Besides the measurement of the number of electrons and
muons, experiments with surface detectors have further means
to determine the shower age (i.e. the distance to the shower max-
imum) by studying the shape of the particle densities with respect
to the distance to the shower core. These measurements of the lat-
eral distribution as well as other additional composition sensitive
variables from ground detectors will be discussed in Section 3.1.2.

2.3. Model uncertainties

The physics of air showers is very well understood in terms of
particle transport through the atmosphere and for electromag-
netic showers it is currently believed that they can be modeled
without any significant uncertainties. In the case of hadronic
showers, however, there is a fundamental lack of theoretical
and experimental knowledge of the characteristics of hadronic
interactions (see e.g. [55,56] for recent discussions of hadronic
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The ln Nµ-ln Ne observables are basically rotated from the desired quantities, lnA and lnE. 


Due to the steeply falling cosmic ray spectrum, this rotation causes a complication in the analysis 
of air shower data, because showers of equal ln Ne are enriched in light elements.

We must assume a given composition but we want to measure it ➜ degeneracy !
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To discriminate between different masses the determination of the exact number of muons is mandatory !

In the most classical approach, electron-muon discrimination is achieved by employing a 
combination of unshielded and shielded (under 2-3 m of concrete) scintillation detectors at ground.

The main problem is the punch-through by high energy e.m. particles which mimic muons

EAS-TOP Calorimeter

13 cm iron

muon tracks

e.m. particles

only after 2-3 layers (>25 cm iron) 
we observe muon tracks

The e.m. particles are more numerous than the muons and the muon lateral distribution is much 
wider than the electron one ➜ low density ➜ large fluctuations  ➜ large detection area needed

but typically used only a few hundreds m2
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mean values are not precise 
enough, distributions needed !

1 PeV
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KASCADE: Unfolding procedures
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Strong dependence on hadronic interaction models

Energy spectra of 5 mass groups reconstructed (p,He,CNO, MgSI, Fe)

MC simulations needed for determination of probabilities !
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The light-component spectrum (0.3 - 5 PeV)
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The high segmentation of the read-out allows to access the LDF down to the shower core.

Discrimination Light/Heavy based on the measurement of the LDF at different distances from the core

#5 = "5/"0

#10 = "10 /"0
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correlation between the shower size and the primary en-
ergy. In figure 6 the selection e�ciency is shown for pro-
ton, helium nuclei, CNO and NeMgSi mass groups and
iron nuclei. The plot shows that in the energy region
300TeV � 10PeV the selection e�ciency is almost the
same for all the species, demonstrating the selection cri-
teria do not a↵ect the spectrum measurement. Also in
the energy region around 100 TeV the fraction of selected
events allows a correct estimation of the conditional prob-
ability.
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FIG. 6. Fraction of selected showers produced by protons,
helium nuclei, CNO group, NeMgSi group and iron nuclei.

The values of the all-particle spectrum, including both
statistical and systematic errors are reported in table V.
The uncertainties have been evaluated by using a simi-
lar procedure as the one used for the proton plus helium
spectrum. The measurements are a↵ected by a statisti-
cal uncertainty of the order of 1% at the lowest energies,
gradually increasing up to ⇠ 8% at energies higher than
1PeV. The systematic uncertainty is of the order of 15%
mainly due to the limited Monte Carlo statistics (10%)
and to variations of the bin edges (10%).
Systematic e↵ects introduced by using di↵erent hadronic
models, by variation of the fiducial cuts and by the
unfolding procedure have been evaluated and are sum-
marised in table IV. The all-particle spectrum measured
in the energy range 100TeV�5PeV is in agreement with
the spectra measured by the KASCADE, [26] TIBET-
III [28] and ICETOP [29] experiments. The all-particle
energy spectrum obtained in this analysis is consistent
with the measurements made by other experiments ei-
ther with direct technique or with indirect technique. It
also demonstrates the stability and the reliability of the
unfolding procedure.

VI. CONCLUSIONS

The knowledge of the evolution of the energy spectrum
of individual elements plays a key role in understanding

TABLE IV. Summary of systematic uncertainties a↵ecting
the all-particle spectrum.

Uncertainty Flux(%)
Selection criteria ±3%
Response matrix ±16%
Interaction model +7%
Flux model < ±1%
Unfolding < ±1%
Total (�16.0 + 18.0)%

TABLE V. All-particle spectrum measured by ARGO–YBJ.

Energy Flux ± stat ± sys
[103 GeV] [m�2s�1sr�1GeV�1]
89.13 (1.56± 0.02+0.28

�0.25)⇥ 10�9

142.12 (4.62± 0.06+0.82
�0.73)⇥ 10�10

223.87 (1.33± 0.02+0.24
�0.21)⇥ 10�10

354.81 (3.97± 0.10+0.71
�0.62)⇥ 10�11

501.19 (1.58± 0.06+0.28
�0.25)⇥ 10�11

794.33 (4.72± 0.19+0.84
�0.75)⇥ 10�12

1258.93 (1.41± 0.07+0.25
�0.27)⇥ 10�12

1995.26 (4.24± 0.26+0.76
�0.67)⇥ 10�13

3162.28 (1.33± 0.10+0.24
�0.21)⇥ 10�13

5011.87 (3.10± 0.23+0.55
�0.49)⇥ 10�14

the origin, acceleration and propagation of cosmic rays.
The peculiar characteristics of the ARGO–YBJ experi-
ment, like the high segmentation and the full–coverage
technique, allows a deep investigation of the properties
of extensive air showers. The detector is able to explore
a wide energy range from few TeV up to several PeV,
providing a detailed measurement of the distribution of
the charged particles in the shower front. The accurate
reconstruction of the lateral distribution can be exploited
in order to discriminate showers produced by primaries
of di↵erent mass groups. The measurement of the proton
plus helium spectrum in the energy range 20TeV�5PeV
presented in this work is based on the analysis of more
than 2 million events. Combining the results obtained
from the analysis of data collected by using the digital
with results presented in this paper, the ARGO–YBJ ex-
periment measured the proton plus Helium flux over two
energy decades, from 3 TeV to 5 PeV. The determina-
tion of the proton plus helium spectrum does not take
into account to number of muons, thus reducing the un-
certainties due to hadronic interaction models.
There is a strong evidence of a deviation from a single
power law at energies around 1PeV, suggesting that the
knee of the all–particle spectrum is due to heavier ele-
ments. Similar conclusion has been suggested also by the
results of the hybrid experiment ARGO–WFCTA which
made use of a Cherenkov telescope. The all–particle
spectrum is in good agreement with several other experi-
mental results. These results demonstrate the possibility
of exploring the cosmic ray properties in a wide energy
range with a single ground based experiment and opens

ARGO-YBJ
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based on the particle density rejects a large fraction of
showers produced by heavy primaries, as shown in Fig. 3.
The fraction of heavier elements has been estimated by
using the QGSJET–based simulations according to the
Hörandel model [23]. In the energy region below 10 TeV
the contamination does not exceed 0.3%, in the range
(10–100) TeV is 4.2% and at energies higher than 100 TeV
it has been evaluated as 9%. A sample of Monte Carlo
events has been generated in order to evaluate the condi-
tional probabilities that heavy nuclei have been selected by
the criteria used in the analysis. These probabilities have
been introduced in the unfolding procedure in order to
subtract the contribution of heavy nuclei from the measured
spectrum. The contribution of this effect is therefore not
included in the total systematic uncertainty.

5. Summary of systematic errors

The total systematic uncertainty was determined by
quadratically adding the individual contributions. The
results are affected by a systematic uncertainty of the order
of !5% in the central bins, while the edge bins are affected
by a larger systematic uncertainty less than !10%.

V. CONCLUSIONS

The ARGO–YBJ experiment was in operation in its
full and stable configuration for more than five years: a
huge amount of data has been recorded and reconstructed.
The peculiar characteristics of the detector, like the

full-coverage technique, high altitude operation and high
segmentation and spacetime resolution, allow the detection
of showers produced by primaries in a wide energy range
from a few TeV up to a few hundreds of TeV. Showers
detected by ARGO–YBJ in the multiplicity range
150–50000 strips are mainly produced by primaries in
the (3–300 TeV) energy range. The relation between the
shower size spectrum and the cosmic ray energy spectrum
has been established by using an unfolding method based
on the Bayes theorem. The unfolding procedure has been
performed on the data collected during each year and on the
full data sample. The resulting energy spectrum spans the
energy range 3–300 TeV, giving a spectral index
γ ¼ −2.64! 0.01, which is in very good agreement with
the spectral indices obtained by analyzing the sample
collected during each year, therefore demonstrating the
excellent stability of the detector over a long period. The
resulting spectral indices are also in good agreement with
the one obtained by analyzing the first data taken with the
detector in its full configuration [4]. Special care was
devoted to the determination of the uncertainties affecting
the measured spectrum. The uncertainty on the results is
due to systematic effects of the order of !5% in the central
energy bins. At present this is one of the most accurate
measurements of the cosmic ray proton plus helium
spectrum in the multi-TeV energy region made by a
ground-based air shower experiment. This result reveals
the potential of extending this measurement toward the
highest energies, where galactic sources should become
less efficient in accelerating light elements.
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Not muons but lateral distribution ➜ topology
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The goal: measurement of the CR energy spectrum and composition in the range 1013 - 1018 eV

Why Wide FoV Cherenkov telescopes at high altitude ?

(1) Measure EASs near maximum development points to reduce fluctuations. 

(2) Use an unbiased trigger threshold for heavy components of primaries.

(3) Low energy theshold and wide energy range (1013 → 1018 eV).

(4) Measure the electromagnetic component which is less dependent on 

hadronic interaction models than the muon component. 

(5) Good separation capability between the different masses. 

(6) Good energy resolution (<20%).

High altitude

Cherenkov signal

Chin. Phys. C 38, 045001 (2014) 
Phys. Rev. D 92, 092005 (2015)

First example of hybrid measurement: Cherenkov telescope + EAS array (ARGO-YBJ)
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❖ ARGO-YBJ: core reconstruction  & lateral distribution in the core region  
à mass sensitive 

❖ Cherenkov telescope: longitudinal information 
Hillas parameters  à mass sensitive 

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

� ARGO-YBJ:  
              lateral distribution 

▪ In the core region Æ mass sensitive 

� Cherenkov Telescope:  
          longitudinal  information  

▪ Hillas parameter Æ mass sensitive 
 
 

▪ Better energy resolution 

Hybrid Measurement proton 
iron 

H&He Selection 
• Elongation of the shower image 
              L/W ~ 0.09(Rp/10m) 

2L 

2W 

• angular resolution: 0.2º


• shower core position resolution: 2 m

Phys. Rev. D 92, 092005 (2015)

‣ 4.7 m2 spherical mirror composed of 20 
hexagon-shaped segments 


‣ 256 PMTs (16 ⨉ 16 array)

‣ 40 mm Photonis hexagonal PMTs (XP3062/FL) 
‣ pixel size 1º
‣ FOV: 14º ⨉ 14º


‣ Elevation angle: 60º

A prototype of the future LHAASO telescopes has 
been operated in combination with ARGO-YBJ
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Multi-parameter Analysis 
• pL = Nmax −  1.44log10(Erec/1TeV) 
• pC = L/W −  0.091×(Rp/10m)  −  0.14log10(Erec/1TeV) 

 

 
pL>-0.91 || pC>1.3 

• Contamination of heavier component < 5 % 
• Energy resolution: ~25% constant with energy 
• Uncertainty : ~25% on flux

/ Procedia Computer Science 00 (2014) 1–10 6
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Figure 6. Light component (p+He) energy spectrum of primary CRs measured by ARGO-YBJ compared with other experimental results. The
ARGO-YBJ 2012 data refer to the results published in [19] and the 2013 ones have been obtained with the full statistics.

that the Cherenkov images are fully contained in the FOV, an angular resolution better than 0.2◦ and a shower core
position resolution less than 2 m.

According to the MC simulations, the largest number of particles Nmax recorded by a RPC in an given shower is
a useful parameter to measure the particle density in the shower core region, i.e. within 3 m from the core position.
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¾ The contamination of heavy nuclei is 2.3% below 700 TeV 
¾ Selecting efficiency is ~ 30% 
¾ The ratio between H and He is 1:0.39 
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Events for which pL  ≤ -0.91 and pC ≤ 1.3 are rejected
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A comment
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The proton spectrum is distinctly softer than that of Helium (and possibly other heavy elements) 
at all energies (Pamela,CREAM, AMS02).

“The harder He spectrum has the interesting consequence that by the time one gets to the 
knee energies it dominates hydrogen in the all-particle energy spectrum (though not in energy 
per nucleon or rigidity).  

Thus the knee in the all-particle spectrum at 3 × 1015 eV is actually predominantly a Helium 
and CNO knee, and it is possible that the proton spectrum cuts off significantly before this as 
has been suggested by the Tibet ARGO-YBJ experiment”.

Drury arXiv:1708.08858

Is not surprising that decades after the experimental discovery of the knee experimental 
results are still conflicting and there are still uncertainties on its interpretation.

This is the first time that we are actually probing this region with direct measurements on 
one side, and the first time that we are studying EAS very close to the shower 
maximum (high altitude), and its core, with full coverage arrays.
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Cosmic Ray diffusive propagation and anisotropy
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Sun

Cosmic ray anisotropy studies with IceCube, IceTop, and AMANDA - CR anisotropy workshop (Madison, WI)M. Santander 

Cosmic ray propagation and anisotropy

2

Streshnikova et al. 
arxiv/1301.2028

Distribution of nearby SNRs in the galaxy

GC

Consequences for anisotropy
• CR density gradients are visible as 

anisotropy.

• Anisotropy amplitude ≤ 10-2.

• Amplitude increases with energy.

• Dipole shape.

• Phase should point towards the most 
significant source.

Small-amplitude anisotropy studies require large data sets (> 108 events) 

Galactic cosmic rays
• Accelerated in SNRs

• Propagate diffusively

Distribution of nearby SNRs in the Galaxy

Sveshnikova et al. 
APP 50 (2013) 33

Galactic Cosmic Rays

• Accelerated in SNRs


• Propagate diffusively

Consequences for anisotropy
• CR density gradients are visible as anisotropy


• Anisotropy amplitude ≲ 10-2


• Amplitude increases with energy


• Dipole shape


• Phase pointing towards the most significant sources 

CR anisotropy as fingerprint for their origin and propagation

A weak anisotropy is expected from the diffusion and/or drift of GCRs in GMF. 

Generally speaking, the dipole component of the anisotropy is believed to be a tracer of the CR 
source distribution, with the largest contribution from the nearest ones.

Review:

G. Di Sciascio and R. Iuppa, arXiv:1407.2144  
M. Ahlers & P. Mertsch, arXiv:1612.01873
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Cosmic Ray Observatories
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CRA 201710/10/17

Cosmic Ray Observatories

3
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Large Data Sets
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CRA 201710/10/17

Large Data Sets

5

Detector Altitude Latitude Emedian Nevents Run Date

Tibet ASγ 4300 m 30°S ~3 TeV ~4×109 Feb. 1997 -  
Nov. 2005

Milagro 2630 m 36°S ~1 TeV ~220×109 Jul. 2000 -  
Jul. 2007

ARGO-YBJ 4300 m 30°S ~1 TeV ~220×109 Nov. 2007 -  
May 2012

HAWC 4100 m 19°N ~2 TeV ~110×109 Jun. 2013 -

Auger 1400 m 35°S ~1 EeV ~0.001×109 Nov. 2004 -

IceCube — 90°S ~20 TeV ~360×109 May 2009 -

IceTop 2835 m 90°S ~1.6 PeV ~0.23×109 May 2009 -

BenZvi, CRA 2017

Lesson: if you want a really huge sample of cosmic rays, build a gamma-ray observatory !
The largest CR datasets are being accumulated by gamma-ray and neutrino detectors
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Anisotropy in the arrival directions of cosmic rays has been 
observed by a number of underground and surface detectors.

65° N

36° N

5° S

43° S

by	Nagashima	1998

Total energy range covered: ~10 GeV to ~10 EeV.


Large-scale structure: > 60 degrees in extent, 
relative intensity 10-3 

Small-scale structure: < 10 degrees in extent, 
relative intensity 10-4 – 10-5


The large-scale anisotropy is not described by a 
simple dipole, though the dipole component is 
often shown when comparing across experiments.


Amplitude and phase change with latitude. 


The anisotropy is energy dependent. 

• Shift in phase of large-scale structure >100 TeV.


• Small-scale excesses seem to have hard spectrum w.r.t. 
isotropic background. Cut off >10 TeV

At the few percent level, the anisotropy is time-independent going back almost 20 years.
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Tail-in excess region! Loss-cone deficit region! 3

with two large size pads (139 × 123 cm2) to collect the total
charge developed by the particles hitting the detector. The full
experiment is made of 153 clusters (18360 pads), for a total
active surface of ∼6600m2.
ARGO-YBJ operates in two independent acquisition

modes: the shower mode and the scaler mode. In shower
mode, all showers with a number of hit pads Nhits ≥ 20 in the
central carpet in a time window of 420 ns generate the trigger.
The events collected in shower mode contain both the digital
and the analog information on the shower particles. In this
analisis we refer to the data recorded in digital shower mode.
The primary arrival direction is determined by fitting the

arrival times of the shower front particles. The angular reso-
lution for cosmic ray induced showers has been checked using
the Moon shadow (i.e. the shadow cast by the Moon on the
cosmic ray flux), observed by ARGO-YBJ with a statistical
significance of ∼9 standard deviations per month. The shape
of the shadow provided a measurement of the detector PSF,
that has been found in agreement with expectations. The an-
gular resolution depends on Nhits (hereafter referred to as pad
multiplicity) and varies from 0.3◦ for Nhits >1000 to 1.8◦ for
Nhits=20-39 (Bartoli et al. 2011).
The pad multiplicity is used as an estimator of the primary

energy. The relation between the primary energy and the pad
multiplicity is given by Monte Carlo simulations. The re-
liability of the energy scale has been tested with the Moon
shadow. Due to the geomagnetic field, cosmic rays are de-
flected according to their energy and the Moon shadow is
shifted with respect to the Moon position by an amount de-
pending on the primary energy. The westward shift of the
shadow has been measured for different Nhits intervals and
compared to simulations. We found that the total absolute en-
ergy scale error is less than 13% in the proton energy range
∼1-30 TeV, including the uncertainties on the cosmic ray ele-
mental composition and the hadronic interaction model (Bar-
toli et al. 2011).

3. DATA SELECTION AND ANALYSIS TECHNIQUE
The full ARGO-YBJ detector was in stable data taking from

2007 November to 2012 February, with a trigger rate of ∼3.5
kHz and an average duty cycle of ∼86%. For this analysis,
the events recorded in 2008-2009 were selected according to
the following requirements:
(1) more than 40 pads fired in the central carpet: Nhits ≥ 40;
(2) shower zenith angle θ < 45◦
About 3.6×1010 events survived the selection, with arrival

directions in the declination band -10◦ < δ < +70◦.
The isotropic CR background was estimated via the equi-

zenith (EZ) angle method, where the expected distribution
was fitted to the experimental data by minimising the residu-
als with an iteration technique (Amenomori et al. 2005). This
approach undoubtedly presents the advantage that it can ac-
count for effects that are caused by instrumental and environ-
mental variations, such as changes in pressure or temperature.
The method assumes that the events are uniformly distributed
in azimuth for a given zenith angle bin, or at least that gradi-
ents are stable over a long time, as is the case for ARGO-YBJ
(Bernardini et al. 2014; He et al 2007).
Two sky maps are built with cells of 1◦×1◦ in right ascen-

sion α and declination δ: the event map N(αi,δ j) containing
the detected events, and the backgroun map Nb(αi,δ j) con-
taining the background events as estimated by the EZ method.
The maps are smoothed to increase the statistical significance,
i.e. for each map bin, the events inside a circle of radius 5◦

Figure 1. Upper panel: significance map of the cosmic ray relative intensity
in the equatorial coordinate system. Medium panel: relative intensity map.
Lower panel: relative intensity as a function of the right ascension (integrated
over the declination). The line represents the best fit curve obtained with the
harmonic analysis.

around that bin are summed.
Let Ii, j denote the relative intensity in the sky cell (αi, δ j),

defined as the ratio of the number of detected events and the
estimated background events:

Ii, j =
N(αi,δ j)
Nb(αi,δ j)

(1)

The statistical significance s of the excess (or deficit) of cos-
mic rays with respect to the expected background is given by

s =
Ii, j −1.
σIi, j

(2)

where σIi, j is calculated from N(αi,δ j) and Nb(αi,δ j) taking
into account the number of bins used to evaluate the average
background with the EZ method, and can be approximated as

σ2Ii, j =
N(αi,δ j)
Ii, j2

(3)

4. SIDEREAL ANISOTROPY
The sky map showing the relative intensity of cosmic rays

obtained with the ARGO-YBJ data is given in the second
panel of Fig.1, while the corresponding statistical signifi-
cances of the excesses are reported in the first panel of the
same figure.
Two distinct large structures are visible: a complex ex-

cess region at r.a. = 50◦-140◦ (the so called “tail-in” excess)
and a broad deficit at r.a. = 150◦-250◦ (the “loss-cone”).
A small diffuse excess around R.A.= 310◦ and δ = 40◦ is
also present, with a significance of about 13 standard devi-
ations, corresponding to the Cygnus region, mostly due to
gamma ray emission. The Cygnus region hosts a number of
gamma-ray sources, plus an extended emission detected by

Cygnus region!

ARGO-YBJ   1 TeV

ApJ 809 (2015) 90
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HAWC-300     D. Fiorino (from S. Westerhoff)

HAWC

J.C. Diaz-Velez, CRA 2017 
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Figure 2. Cosmic ray relative intensity maps for different Nhits intervals. From top to bottom, Nhits=40-59, 60-99, 100-160, 160-300, 300-700, 700-1000, and
Nhits ≥1000.

Fermi-LAT (Nolan et.al. 2012) and ARGO-YBJ (Bartoli et
al. 2014), known as the “Cygnus Cocoon”. Since ARGO-
YBJ cannot distinguish between cosmic ray and gamma ray
showers, the map of Fig.1 also contains some excess due to
gamma ray sources, like the Crab Nebula (R.A.= 83.6◦, δ =
22.0◦). The excesses due to gamma ray sources have a rela-
tive small statistical significance in this map compared to the
one obtained by ARGO-YBJ in gamma ray studies (Bartoli et
al. 2014b, 2015), because here the analysis parameters are not
optimized for gamma ray measurements and the smoothing
radius is much larger than the angular resolution for gamma
rays. Since the excesses due to gamma rays are highly local-
ized, they do not alter the large scale structure of the map.
The lower panel of Fig.1 shows the intensity as a func-

tion of the right ascension, obtained by projecting the two-
dimensional map on the right ascension axis, in bins of 15◦,
and averaging over the declination values. Following the stan-
dard harmonic analysis procedure, we fit the projected inten-

sity with the first two terms of the Furier series:

I = 1+A1cos[2π(x−φ1)/360]+A2cos[2π(x−φ2)/180]. (4)

The obtained best values of the amplitudes and phases of
the two harmonics are: A1 = 6.8×10−4, A2 = 4.9×10−4, φ1 =
39.1◦ and φ2 = 100.9◦, with a χ2/nd f = 1273/20.
The poor χ2/nd f value is due to the simple fitting func-

tion, that is not able to describe the complex morphology of
the map, in particular the region from 50◦ to 140◦. More
detailed analysis on these structures and their energy depen-
dence have been discussed in (Bartoli et al. 2013). Despite the
large χ2 value due to the small structures superimposed to the
smoother modulation, the figure shows that the general shape
on the anisotropy can be described enough satisfactorily with
two harmonics.
Our data, as previous measurements by other detectors, rule

out the hypotesis of the sidereal Compton-Getting effect be
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S t r u c t u r e s w i t h c o m p l e x 
morphologies are visible in all the 
maps, changing shape with energy. 

The tail-in broad structure appears 
to dissolve to smaller angular scale 
spots with increasing energy.

ARGO-YBJ

ApJ 809 (2015) 90

• R.A. profile of anisotropy can be 
described with  2 harmonics
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Figure 2. Cosmic ray relative intensity maps for different Nhits intervals. From top to bottom, Nhits=40-59, 60-99, 100-160, 160-300, 300-700, 700-1000, and
Nhits ≥1000.

Fermi-LAT (Nolan et.al. 2012) and ARGO-YBJ (Bartoli et
al. 2014), known as the “Cygnus Cocoon”. Since ARGO-
YBJ cannot distinguish between cosmic ray and gamma ray
showers, the map of Fig.1 also contains some excess due to
gamma ray sources, like the Crab Nebula (R.A.= 83.6◦, δ =
22.0◦). The excesses due to gamma ray sources have a rela-
tive small statistical significance in this map compared to the
one obtained by ARGO-YBJ in gamma ray studies (Bartoli et
al. 2014b, 2015), because here the analysis parameters are not
optimized for gamma ray measurements and the smoothing
radius is much larger than the angular resolution for gamma
rays. Since the excesses due to gamma rays are highly local-
ized, they do not alter the large scale structure of the map.
The lower panel of Fig.1 shows the intensity as a func-

tion of the right ascension, obtained by projecting the two-
dimensional map on the right ascension axis, in bins of 15◦,
and averaging over the declination values. Following the stan-
dard harmonic analysis procedure, we fit the projected inten-

sity with the first two terms of the Furier series:

I = 1+A1cos[2π(x−φ1)/360]+A2cos[2π(x−φ2)/180]. (4)

The obtained best values of the amplitudes and phases of
the two harmonics are: A1 = 6.8×10−4, A2 = 4.9×10−4, φ1 =
39.1◦ and φ2 = 100.9◦, with a χ2/nd f = 1273/20.
The poor χ2/nd f value is due to the simple fitting func-

tion, that is not able to describe the complex morphology of
the map, in particular the region from 50◦ to 140◦. More
detailed analysis on these structures and their energy depen-
dence have been discussed in (Bartoli et al. 2013). Despite the
large χ2 value due to the small structures superimposed to the
smoother modulation, the figure shows that the general shape
on the anisotropy can be described enough satisfactorily with
two harmonics.
Our data, as previous measurements by other detectors, rule

out the hypotesis of the sidereal Compton-Getting effect be

A1 = 6.8×10-4,  Φ1 = 39.1º

A2 = 4.9⨉10-4,  Φ2 = 100.9º

• The LSA cannot be described 
by a simple dipole.
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High energies (>100 TeV) with ARGO—YBJ

40

At 185 TeV dramatic change of anisotropy !

excess region: α ≈ 240º 
deficit region: α ≈ 70º 

consistent with IceCube/IceTop and Tibet ASγ results
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Figure 3: 2D anisotropy maps (with 30◦ smoothing) at the median energy of 185 TeV (left plot: significance,
right plot: relative intensity).
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Figure 4: 1D projection of the relative intensity at the median energy of 185 TeV.

P He CNO MgAlSi Fe NUM(×108) amp(×10−4) φ(◦)
v1 82.9% 16.5% 0.6% 0.1% 0.0 3.41 14.23±0.77 43.02±3.08
v2 66.1% 27.6% 4.2% 1.1% 1.0% 68.6 11.85±0.17 31.30±0.83

Table 2: Composition, anisotropy amplitude and phase for the two samples v1 and v2.

the 2D maps, with 15◦ smoothing, of these samples. The 1D projection of the relative intensity for
both samples is shown in Figure 6 (left plot). The anisotropy pattern of the two samples looks quite
similar, with only a slight difference, at a level of 3.8σ significance, in the amplitude of the deficit
and excess regions (Figure 6, right plot).

Assuming Ap as the anisotropy amplitude of the proton component, we model the amplitude
of heavier nuclei according to the relation (4.1)

A(Z) = Ap ×Zβ (4.1)

Thus the expected anisotropy amplitude ⟨A⟩ of each sample is given by the relation (4.2)

⟨A⟩= Ap ×∑[ξ (Z)×Zβ ] (4.2)

where ξ (Z) is the weight of the element of charge Z in the sample. A global fit to data gives
β = −2.29± 1.95. The large error on beta prevents us to reach any firm conclusion about the
anisotropy of heavy nuclei. Taken the beta estimate at its face value, this result could suggest that
the light elements, as protons and helium nuclei, are considerably more anisotropic than the heavy
nuclei, a picture consistent with the presence of strong nearby sources.
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with two large size pads (139 × 123 cm2) to collect the total
charge developed by the particles hitting the detector. The full
experiment is made of 153 clusters (18360 pads), for a total
active surface of ∼6600m2.
ARGO-YBJ operates in two independent acquisition

modes: the shower mode and the scaler mode. In shower
mode, all showers with a number of hit pads Nhits ≥ 20 in the
central carpet in a time window of 420 ns generate the trigger.
The events collected in shower mode contain both the digital
and the analog information on the shower particles. In this
analisis we refer to the data recorded in digital shower mode.
The primary arrival direction is determined by fitting the

arrival times of the shower front particles. The angular reso-
lution for cosmic ray induced showers has been checked using
the Moon shadow (i.e. the shadow cast by the Moon on the
cosmic ray flux), observed by ARGO-YBJ with a statistical
significance of ∼9 standard deviations per month. The shape
of the shadow provided a measurement of the detector PSF,
that has been found in agreement with expectations. The an-
gular resolution depends on Nhits (hereafter referred to as pad
multiplicity) and varies from 0.3◦ for Nhits >1000 to 1.8◦ for
Nhits=20-39 (Bartoli et al. 2011).
The pad multiplicity is used as an estimator of the primary

energy. The relation between the primary energy and the pad
multiplicity is given by Monte Carlo simulations. The re-
liability of the energy scale has been tested with the Moon
shadow. Due to the geomagnetic field, cosmic rays are de-
flected according to their energy and the Moon shadow is
shifted with respect to the Moon position by an amount de-
pending on the primary energy. The westward shift of the
shadow has been measured for different Nhits intervals and
compared to simulations. We found that the total absolute en-
ergy scale error is less than 13% in the proton energy range
∼1-30 TeV, including the uncertainties on the cosmic ray ele-
mental composition and the hadronic interaction model (Bar-
toli et al. 2011).

3. DATA SELECTION AND ANALYSIS TECHNIQUE
The full ARGO-YBJ detector was in stable data taking from

2007 November to 2012 February, with a trigger rate of ∼3.5
kHz and an average duty cycle of ∼86%. For this analysis,
the events recorded in 2008-2009 were selected according to
the following requirements:
(1) more than 40 pads fired in the central carpet: Nhits ≥ 40;
(2) shower zenith angle θ < 45◦
About 3.6×1010 events survived the selection, with arrival

directions in the declination band -10◦ < δ < +70◦.
The isotropic CR background was estimated via the equi-

zenith (EZ) angle method, where the expected distribution
was fitted to the experimental data by minimising the residu-
als with an iteration technique (Amenomori et al. 2005). This
approach undoubtedly presents the advantage that it can ac-
count for effects that are caused by instrumental and environ-
mental variations, such as changes in pressure or temperature.
The method assumes that the events are uniformly distributed
in azimuth for a given zenith angle bin, or at least that gradi-
ents are stable over a long time, as is the case for ARGO-YBJ
(Bernardini et al. 2014; He et al 2007).
Two sky maps are built with cells of 1◦×1◦ in right ascen-

sion α and declination δ: the event map N(αi,δ j) containing
the detected events, and the backgroun map Nb(αi,δ j) con-
taining the background events as estimated by the EZ method.
The maps are smoothed to increase the statistical significance,
i.e. for each map bin, the events inside a circle of radius 5◦

Figure 1. Upper panel: significance map of the cosmic ray relative intensity
in the equatorial coordinate system. Medium panel: relative intensity map.
Lower panel: relative intensity as a function of the right ascension (integrated
over the declination). The line represents the best fit curve obtained with the
harmonic analysis.

around that bin are summed.
Let Ii, j denote the relative intensity in the sky cell (αi, δ j),

defined as the ratio of the number of detected events and the
estimated background events:

Ii, j =
N(αi,δ j)
Nb(αi,δ j)

(1)

The statistical significance s of the excess (or deficit) of cos-
mic rays with respect to the expected background is given by

s =
Ii, j −1.
σIi, j

(2)

where σIi, j is calculated from N(αi,δ j) and Nb(αi,δ j) taking
into account the number of bins used to evaluate the average
background with the EZ method, and can be approximated as

σ2Ii, j =
N(αi,δ j)
Ii, j2

(3)

4. SIDEREAL ANISOTROPY
The sky map showing the relative intensity of cosmic rays

obtained with the ARGO-YBJ data is given in the second
panel of Fig.1, while the corresponding statistical signifi-
cances of the excesses are reported in the first panel of the
same figure.
Two distinct large structures are visible: a complex ex-

cess region at r.a. = 50◦-140◦ (the so called “tail-in” excess)
and a broad deficit at r.a. = 150◦-250◦ (the “loss-cone”).
A small diffuse excess around R.A.= 310◦ and δ = 40◦ is
also present, with a significance of about 13 standard devi-
ations, corresponding to the Cygnus region, mostly due to
gamma ray emission. The Cygnus region hosts a number of
gamma-ray sources, plus an extended emission detected by

Gao et al., ICRC 2017

The origin of this feature cannot be explained with 
the conventional diffusion scenario of GCRs, and 
may provide us with a new hint for understanding 
the origin and propagation of GCRs. 
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with two large size pads (139 × 123 cm2) to collect the total
charge developed by the particles hitting the detector. The full
experiment is made of 153 clusters (18360 pads), for a total
active surface of ∼6600m2.
ARGO-YBJ operates in two independent acquisition

modes: the shower mode and the scaler mode. In shower
mode, all showers with a number of hit pads Nhits ≥ 20 in the
central carpet in a time window of 420 ns generate the trigger.
The events collected in shower mode contain both the digital
and the analog information on the shower particles. In this
analisis we refer to the data recorded in digital shower mode.
The primary arrival direction is determined by fitting the

arrival times of the shower front particles. The angular reso-
lution for cosmic ray induced showers has been checked using
the Moon shadow (i.e. the shadow cast by the Moon on the
cosmic ray flux), observed by ARGO-YBJ with a statistical
significance of ∼9 standard deviations per month. The shape
of the shadow provided a measurement of the detector PSF,
that has been found in agreement with expectations. The an-
gular resolution depends on Nhits (hereafter referred to as pad
multiplicity) and varies from 0.3◦ for Nhits >1000 to 1.8◦ for
Nhits=20-39 (Bartoli et al. 2011).
The pad multiplicity is used as an estimator of the primary

energy. The relation between the primary energy and the pad
multiplicity is given by Monte Carlo simulations. The re-
liability of the energy scale has been tested with the Moon
shadow. Due to the geomagnetic field, cosmic rays are de-
flected according to their energy and the Moon shadow is
shifted with respect to the Moon position by an amount de-
pending on the primary energy. The westward shift of the
shadow has been measured for different Nhits intervals and
compared to simulations. We found that the total absolute en-
ergy scale error is less than 13% in the proton energy range
∼1-30 TeV, including the uncertainties on the cosmic ray ele-
mental composition and the hadronic interaction model (Bar-
toli et al. 2011).

3. DATA SELECTION AND ANALYSIS TECHNIQUE
The full ARGO-YBJ detector was in stable data taking from

2007 November to 2012 February, with a trigger rate of ∼3.5
kHz and an average duty cycle of ∼86%. For this analysis,
the events recorded in 2008-2009 were selected according to
the following requirements:
(1) more than 40 pads fired in the central carpet: Nhits ≥ 40;
(2) shower zenith angle θ < 45◦
About 3.6×1010 events survived the selection, with arrival

directions in the declination band -10◦ < δ < +70◦.
The isotropic CR background was estimated via the equi-

zenith (EZ) angle method, where the expected distribution
was fitted to the experimental data by minimising the residu-
als with an iteration technique (Amenomori et al. 2005). This
approach undoubtedly presents the advantage that it can ac-
count for effects that are caused by instrumental and environ-
mental variations, such as changes in pressure or temperature.
The method assumes that the events are uniformly distributed
in azimuth for a given zenith angle bin, or at least that gradi-
ents are stable over a long time, as is the case for ARGO-YBJ
(Bernardini et al. 2014; He et al 2007).
Two sky maps are built with cells of 1◦×1◦ in right ascen-

sion α and declination δ: the event map N(αi,δ j) containing
the detected events, and the backgroun map Nb(αi,δ j) con-
taining the background events as estimated by the EZ method.
The maps are smoothed to increase the statistical significance,
i.e. for each map bin, the events inside a circle of radius 5◦

Figure 1. Upper panel: significance map of the cosmic ray relative intensity
in the equatorial coordinate system. Medium panel: relative intensity map.
Lower panel: relative intensity as a function of the right ascension (integrated
over the declination). The line represents the best fit curve obtained with the
harmonic analysis.

around that bin are summed.
Let Ii, j denote the relative intensity in the sky cell (αi, δ j),

defined as the ratio of the number of detected events and the
estimated background events:

Ii, j =
N(αi,δ j)
Nb(αi,δ j)

(1)

The statistical significance s of the excess (or deficit) of cos-
mic rays with respect to the expected background is given by

s =
Ii, j −1.
σIi, j

(2)

where σIi, j is calculated from N(αi,δ j) and Nb(αi,δ j) taking
into account the number of bins used to evaluate the average
background with the EZ method, and can be approximated as

σ2Ii, j =
N(αi,δ j)
Ii, j2

(3)

4. SIDEREAL ANISOTROPY
The sky map showing the relative intensity of cosmic rays

obtained with the ARGO-YBJ data is given in the second
panel of Fig.1, while the corresponding statistical signifi-
cances of the excesses are reported in the first panel of the
same figure.
Two distinct large structures are visible: a complex ex-

cess region at r.a. = 50◦-140◦ (the so called “tail-in” excess)
and a broad deficit at r.a. = 150◦-250◦ (the “loss-cone”).
A small diffuse excess around R.A.= 310◦ and δ = 40◦ is
also present, with a significance of about 13 standard devi-
ations, corresponding to the Cygnus region, mostly due to
gamma ray emission. The Cygnus region hosts a number of
gamma-ray sources, plus an extended emission detected by
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Figure 3: 2D anisotropy maps (with 30◦ smoothing) at the median energy of 185 TeV (left plot: significance,
right plot: relative intensity).
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Figure 4: 1D projection of the relative intensity at the median energy of 185 TeV.

P He CNO MgAlSi Fe NUM(×108) amp(×10−4) φ(◦)
v1 82.9% 16.5% 0.6% 0.1% 0.0 3.41 14.23±0.77 43.02±3.08
v2 66.1% 27.6% 4.2% 1.1% 1.0% 68.6 11.85±0.17 31.30±0.83

Table 2: Composition, anisotropy amplitude and phase for the two samples v1 and v2.

the 2D maps, with 15◦ smoothing, of these samples. The 1D projection of the relative intensity for
both samples is shown in Figure 6 (left plot). The anisotropy pattern of the two samples looks quite
similar, with only a slight difference, at a level of 3.8σ significance, in the amplitude of the deficit
and excess regions (Figure 6, right plot).

Assuming Ap as the anisotropy amplitude of the proton component, we model the amplitude
of heavier nuclei according to the relation (4.1)

A(Z) = Ap ×Zβ (4.1)

Thus the expected anisotropy amplitude ⟨A⟩ of each sample is given by the relation (4.2)

⟨A⟩= Ap ×∑[ξ (Z)×Zβ ] (4.2)

where ξ (Z) is the weight of the element of charge Z in the sample. A global fit to data gives
β = −2.29± 1.95. The large error on beta prevents us to reach any firm conclusion about the
anisotropy of heavy nuclei. Taken the beta estimate at its face value, this result could suggest that
the light elements, as protons and helium nuclei, are considerably more anisotropic than the heavy
nuclei, a picture consistent with the presence of strong nearby sources.
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Figure 3: 2D anisotropy maps (with 30◦ smoothing) at the median energy of 185 TeV (left plot: significance,
right plot: relative intensity).
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Figure 4: 1D projection of the relative intensity at the median energy of 185 TeV.

P He CNO MgAlSi Fe NUM(×108) amp(×10−4) φ(◦)
v1 82.9% 16.5% 0.6% 0.1% 0.0 3.41 14.23±0.77 43.02±3.08
v2 66.1% 27.6% 4.2% 1.1% 1.0% 68.6 11.85±0.17 31.30±0.83

Table 2: Composition, anisotropy amplitude and phase for the two samples v1 and v2.

the 2D maps, with 15◦ smoothing, of these samples. The 1D projection of the relative intensity for
both samples is shown in Figure 6 (left plot). The anisotropy pattern of the two samples looks quite
similar, with only a slight difference, at a level of 3.8σ significance, in the amplitude of the deficit
and excess regions (Figure 6, right plot).

Assuming Ap as the anisotropy amplitude of the proton component, we model the amplitude
of heavier nuclei according to the relation (4.1)

A(Z) = Ap ×Zβ (4.1)

Thus the expected anisotropy amplitude ⟨A⟩ of each sample is given by the relation (4.2)

⟨A⟩= Ap ×∑[ξ (Z)×Zβ ] (4.2)

where ξ (Z) is the weight of the element of charge Z in the sample. A global fit to data gives
β = −2.29± 1.95. The large error on beta prevents us to reach any firm conclusion about the
anisotropy of heavy nuclei. Taken the beta estimate at its face value, this result could suggest that
the light elements, as protons and helium nuclei, are considerably more anisotropic than the heavy
nuclei, a picture consistent with the presence of strong nearby sources.
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Energy dependence: HAWC
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Z. Hampel-Arias CRA2017 25 10/10/17 

Large-Scale	Maps:	Significance	

Preliminary 

•  Data set: 400 days    

Nov 2014 – Feb 2017 

•  Zenith range 0º-60º 

•  4% passing rate (cuts) 

•  57 billion events 

•  Iterative method used 

Zig Hampel, PhD Thesis (2017)
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Energy dependence: IceCube

42CRA 201710/10/17

Energy Dependence: IceCube
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Note: cosmic ray composition changes as well vs. energy 



G. Di Sciascio, Roma La Sapienza, Nov. 23,  2017

Amplitude and Phase 
of the first harmonic

43

dipole component as a tracer 
of the CR source distribution

• Extremely small amplitude: 10-4 — 10-3


• Slow increase of A1 with increasing energy to 
a maximum around 10 TeV.


• Slow fall of A1 to a minimum at about 100 TeV.


• Evidence of increasing A above 100 TeV.


• Phase nearly constant around 0 hrs.


• Dramatic change of phase above 100 TeV.
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Element dependence of CR LSA with ARGO-YBJ Songzhan Chen

N log10Erec(GeV ) Em(TeV ) NUM(×108) amp φ(◦)
1 3.50∼3.75 4.0 71 9.66×10−4 ± 0.17×10−4 29.73 ± 1.00
2 3.75∼4.00 7.0 38 12.33×10−4 ± 0.23×10−4 32.55 ± 1.07
3 4.00∼4.25 12.0 20 11.55×10−4 ± 0.31×10−4 31.37 ± 1.55
4 4.25∼4.50 21.0 10 10.67×10−4 ± 0.44×10−4 27.19 ± 2.35
5 4.50∼4.75 39 5.0 9.16×10−4 ± 0.64×10−4 0.40 ± 3.97
6 4.75∼5.00 70 2.2 5.91×10−4 ± 0.96×10−4 354.03 ± 9.28
7 ≥5.00 185 1.5 6.91×10−4 ± 1.16×10−4 231.09 ± 9.64

Table 1: The median energy, events number, amplitude and phase of seven energy samples. The amplitude
and phase are get from the best fit of the 1D profile.

amplitude above 100 TeV, consistent with the results obtained by other experiments (see Figure
2). The two-dimensional map in equatorial coordinates (2D) is reported in Figure 3 (a smoothing
with a window width of 30◦ has been applied), and the one-dimensional (1D) projection of the
relative intensity is shown in Figure 4. The pre-trial significance of the deficit is about −5.09σ
and the pre-trial significance of the excess is about 5.24σ . However both the deficit and excess
regions are consistent with the results of ASγ at 300-1000 TeV [17] and of IceCube at 400 TeV
in the southern hemisphere [13]. Thus it is confirmed that the anisotropy map at energies greater
than 100 TeV is different from that at multi-TeV energies characterized by the so-called tail-in and
loss-cone features.
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Figure 2: The amplitude (left plot) and the phase (right plot) of the first harmonic of the sidereal anisotropy
measured by ARGO-YBJ (red squares), as a function of the cosmic ray energy (in the units of eV), along
with the results from other experiments.

4.2 Dependence on the cosmic ray elemental composition

A preliminary study of the sidereal anisotropy dependence on the cosmic ray elemental com-
position has been carried out on the data sample collected at a median energy of 10 TeV (see Table
1). The events have been grouped in two samples according to the strip distribution around the core.
The expected composition of these samples, as obtained by a MC simulation, is reported in Table
2. The v1 sample appears richer in light elements with respect to the v2 sample. Figure 5 shows
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N log10Erec(GeV ) Em(TeV ) NUM(×108) amp φ(◦)
1 3.50∼3.75 4.0 71 9.66×10−4 ± 0.17×10−4 29.73 ± 1.00
2 3.75∼4.00 7.0 38 12.33×10−4 ± 0.23×10−4 32.55 ± 1.07
3 4.00∼4.25 12.0 20 11.55×10−4 ± 0.31×10−4 31.37 ± 1.55
4 4.25∼4.50 21.0 10 10.67×10−4 ± 0.44×10−4 27.19 ± 2.35
5 4.50∼4.75 39 5.0 9.16×10−4 ± 0.64×10−4 0.40 ± 3.97
6 4.75∼5.00 70 2.2 5.91×10−4 ± 0.96×10−4 354.03 ± 9.28
7 ≥5.00 185 1.5 6.91×10−4 ± 1.16×10−4 231.09 ± 9.64

Table 1: The median energy, events number, amplitude and phase of seven energy samples. The amplitude
and phase are get from the best fit of the 1D profile.

amplitude above 100 TeV, consistent with the results obtained by other experiments (see Figure
2). The two-dimensional map in equatorial coordinates (2D) is reported in Figure 3 (a smoothing
with a window width of 30◦ has been applied), and the one-dimensional (1D) projection of the
relative intensity is shown in Figure 4. The pre-trial significance of the deficit is about −5.09σ
and the pre-trial significance of the excess is about 5.24σ . However both the deficit and excess
regions are consistent with the results of ASγ at 300-1000 TeV [17] and of IceCube at 400 TeV
in the southern hemisphere [13]. Thus it is confirmed that the anisotropy map at energies greater
than 100 TeV is different from that at multi-TeV energies characterized by the so-called tail-in and
loss-cone features.
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Figure 2: The amplitude (left plot) and the phase (right plot) of the first harmonic of the sidereal anisotropy
measured by ARGO-YBJ (red squares), as a function of the cosmic ray energy (in the units of eV), along
with the results from other experiments.

4.2 Dependence on the cosmic ray elemental composition

A preliminary study of the sidereal anisotropy dependence on the cosmic ray elemental com-
position has been carried out on the data sample collected at a median energy of 10 TeV (see Table
1). The events have been grouped in two samples according to the strip distribution around the core.
The expected composition of these samples, as obtained by a MC simulation, is reported in Table
2. The v1 sample appears richer in light elements with respect to the v2 sample. Figure 5 shows

4

G. Di Sciascio and R. Iuppa, arXiv:1407.2144 

The variation of the amplitude with energy 
seems to be difficult to interpret in terms of the 
conventional GCR diffusion model in the Galaxy.
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All-sky coverage of LSA
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CRA 201710/10/17

All-Sky Coverage
‣ Next step is an energy-matched analysis between 

HAWC and IceCube:

‣ Advantage: reduced crosstalk between angular modes

35

J.C. Diaz-Velez, CRA 2017

HAWC

IceCube



G. Di Sciascio, Roma La Sapienza, Nov. 23,  2017

Small scale anisotropy
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All-sky coverage of medium scale anisotropy
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On the Observation of the Cosmic Ray Anisotropy below 1015 eV 247

Figure 18. Pictorial view of the CR TeV sky obtained by merging data from the ARGO.YBJ

and the Icecube experiments. ARGO-YBJ covered the declination range −20◦ − 80◦,
whereas the Icecube experiment observed the sky below δ = −65◦. The image has illus-
trative purposes, as the median energy and the angular scale for which data were optimized

are different for the experiments.

that charged CRs of energy above 10 TeV are observed.

Figure 19. Left: residual intensity map plotted with 20◦ smoothing. Right: significances of
the residual map (pre-trials), plotted with 20◦ smoothing.

ARGO-YBJ

IceCube

G. Di Sciascio and R. Iuppa, arXiv:1407.2144 
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A synoptic view of CR anisotropy
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Excess Region, “tail-in”: an excess from the direction (40º - 90º, -24º) confined in a cone with a 
half opening angle of 68°, of non-galactic origin, supposed to be produced by the CR acceleration at 
the tail boundary of the heliomagnetosphere (HMS). Indeed, this direction approximately coincides 
with the heliomagnetotail direction. Disappeares at > 100 TeV.


Deficit Region, “loss-cone”: a galactic anisotropy consistent in a deficit flux from the direction 
(150º - 240º, 20º), confined in a cone with a half opening angle of 57°. The galactic origin is attributed 
since this feature is larger in the quiet period of the solar activity than in the active periods. 
Disappeares at > 100 TeV.

The evolution of the anisotropies of heliospheric origin is obviously related to the evolution of HMS.  
Indeed, since these anisotropies are considered to be produced by CR acceleration/interaction on 
the boundary surface of HMS, their magnitude, spectrum and direction would be variable in time. 
They are unstable, sometime in competition, related to the solar activity and polarity and subject to 
seasonal variations.

K. Nagashima, K. Fujimoto and R.M. Jacklyn, 
J. Geophys. Res.103 (1998) 17429. 

Figure 3. Large-scale sidereal anisotropy at 300 TeV by the Tibet AS Array. The 2D maps are smoothed with a 30° Gaussian kernel. The top and middle panels
display the significance and relative intensity maps, respectively, while the bottom one shows the 1D projection of the 2D map onto the R.A. axis. The blue curve
shows the first harmonic fitting to the data, and the black dashed line is the predicted Galactic CG effect with an amplitude of ∼0.19%.

Figure 4. 2D anisotropy maps in five energy samples (15, 50, 100, 300, and 1000 TeV, from top to bottom). Left panels show the relative intensity maps (with 30°
smoothing), while right panels show the 1D projections. The meaning of the blue curves in the right panels is the same as in Figure 3.

4

The Astrophysical Journal, 836:153 (7pp), 2017 February 20 Amenomori et al.

“Nose-in” (270º - 300º, 24º - 41º): heliospheric origin from the nose of HMS. 
Observed only by muon telescopes and neutron monitor.
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The origin of knee: the main open problem in Cosmic Ray Physics.


Understanding the origin of the "knee" is the key for a comprehensive theory of the 
origin of CRs up to the highest observed energies.


In fact, the knee is clearly connected with the issue of the end of the Galactic CR 
spectrum and the transition from Galactic to extra-galactic CRs.


The measurement of the energy spectrum of protons crucial to investigate  the 
maximum energy of accelerated particles in CR sources.

Gamma-ray astronomy in the 100 - 1000 TeV energy range


High statistics measurement of energy spectra of different nuclei up to 1017 — 1018 eV


Evolution of the anisotropy across the knee energy range separately for different 
primary masses


Right altitude: close to the shower maximum ➜ > 4000 m asl

What’s next ?



G. Di Sciascio, Roma La Sapienza, Nov. 23,  2017

Outlook to the future:  LHAASO
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N
O
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150 m

WFCTA

ED

MD

WCDA

• 1.3 km2 array, including 5195 scintillator detectors 1 m2 each, with 15 m spacing. 

• An overlapping 1 km2 array of 1171, underground water Cherenkov tanks 36 m2 each,  with 30 m 
spacing, for muon detection (total sensitive area ≈ 42,000 m2). 

• A close-packed, surface water Cherenkov detector facility with a total area of 80,000 m2. 

• 18 wide field-of-view air Cherenkov (and fluorescence) telescopes. 

• Neutron detectors
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The LHAASO site
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The experiment is located at 4400 m asl (600 g/cm2) in 
the Haizishan (Lakes’ Mountain) site, Sichuan province

Coordinates: 29º 21' 31’' N, 100º 08' 15’' E 

场地中心： 
29度21分30.7秒， 
                    100度08分14.65秒 
公路入口： 
29度21分32.76秒， 
                     100度07分43.03秒 
场地西边界： 
29度21分30.61秒， 
                     100度07分50.61秒 
场地东边界： 
29度21分30.68秒， 
                     100度08分38.73秒 
场地北边界： 
29度21分51.78秒， 
                     100度08分14.50秒 
场地南边界： 
29度21分9.54秒， 
                     100度08分14.73秒 
 
 

Beijing 

Chengdu 

Haizishan 

700 km to Chengdu

50 km to Daocheng City (3700 m asl, guest house)

10 km to the highest airport in the world
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Status of the experiment
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Large High-Altitude Air Shower Observatory

LHAASO status
• Approved in January 2017
• Construction already started
• Commissioning of ¼ by end 2018 – start 

operations
• Installation by end 2021 – full operation

Vannuccini - CSN2 - 10-12 Aprile 2017  

The first pond (HAWC-like) will be completed by 
the end of 2017 and instrumented in 2018.


1/4 of the experiment in commissioning by the 
end of 2018 (sensitivity better than HAWC):


• 6 WFCTA telescopes 

• 22,500 m2 water Cherenkov detector 

• ≈200 muon detectors

Completion of the installation in 2021.
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LHAASO vs other EAS arrays
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✓ LHAASO will operate with a coverage similar to KASCADE (about %) over a much larger effective area.

✓ The detection area of muon detectors is about 70 times larger than KASCADE (coverage 5%) !

✓ Redundancy: different detectors to study hadronic models dependence

Open problems in Galactic Cosmic Ray Physics 7

Table 1: Characteristics of di↵erent EAS-arrays

Experiment Altitude (m) e.m. Sensitive Area Instrumented Area Coverage
(m2) (m2)

LHAASO 4410 5.2⇥103 1.3⇥106 4⇥10�3

TIBET AS� 4300 380 3.7⇥104 10�2

IceTop 2835 4.2⇥102 106 4⇥10�4

ARGO-YBJ 4300 6700 11,000 0.93 (central carpet)

KASCADE 110 5⇥102 4⇥104 1.2⇥10�2

KASCADE-Grande 110 370 5⇥105 7⇥10�4

CASA-MIA 1450 1.6⇥103 2.3⇥105 7⇥10�3

µ Sensitive Area Instrumented Area Coverage
(m2) (m2)

LHAASO 4410 4.2⇥104 106 4.4⇥10�2

TIBET AS� 4300 4.5⇥103 3.7⇥104 1.2⇥10�1

KASCADE 110 6⇥102 4⇥104 1.5⇥10�2

CASA-MIA 1450 2.5⇥103 2.3⇥105 1.1⇥10�2

and primary energy is one of the most important problem for ground-based measurement, heavely a↵ecting the
reconstruction of the CR energy spectrum.

The key point for future experiments aiming at studying the cosmic radiation is the possibility to separate,
on a event by event basis, as much as possible mass groups to measure their spectra and anisotropies. As
demonstrated in the hybrid measurement carried out with ARGO-YBJ, the array of Cherenkov telescopes will
allow the selection, with high resolution, of the main primary mass groups on an event-by-event basis, without
any unfolding procedure and the reconstruction of energy spectra with an energy resolution of the order of
20% [6]. In addition, the correlation between electromagnetic, muonic and Cherenkov components will allow
the study of the dependence upon di↵erent hadronic models thus investigating for the first time if the EAS
development is correctly described by the current simulation codes.

(✦)

(✦) Muon detector area: 4.2 x 104 m2 + 8 x 104 m2 (WCDA)
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“New excesses”
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Excess Region (310º - 340º, 25º): 1 - 50 TeV 
ARGO-YBJ, Tibet ASγ. Cygnus region ???


Excess Region (230º - 260º, 0º): >100 TeV 
ARGO-YBJ, Tibet ASγ.


Excess Region (270º, <-20º): > 300 TeV 
IceCube, Tibet ASγ. CR streaming 
approximately from the Galactic Center 
direction.

Figure 3. Large-scale sidereal anisotropy at 300 TeV by the Tibet AS Array. The 2D maps are smoothed with a 30° Gaussian kernel. The top and middle panels
display the significance and relative intensity maps, respectively, while the bottom one shows the 1D projection of the 2D map onto the R.A. axis. The blue curve
shows the first harmonic fitting to the data, and the black dashed line is the predicted Galactic CG effect with an amplitude of ∼0.19%.

Figure 4. 2D anisotropy maps in five energy samples (15, 50, 100, 300, and 1000 TeV, from top to bottom). Left panels show the relative intensity maps (with 30°
smoothing), while right panels show the 1D projections. The meaning of the blue curves in the right panels is the same as in Figure 3.

4

The Astrophysical Journal, 836:153 (7pp), 2017 February 20 Amenomori et al.

15 TeV

50 TeV

100 TeV

300 TeV

103 TeV

Tibet ASγ

Tibet ASγ

ApJ 836 (2017) 153

The energy dependence of the anisotropy cannot 
be easily understood in a simple diffusion scenario 
with any types of GCR sources. 

The knowledge of the propagation of GCRs needs 
to be further improved for our full understanding 
the properties of the anisotropy, especially in the 
high-energy region where the conventional 
diffusion/drift models may not work anymore.
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Solar vs Sidereal day
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anisotropy discovered

• anisotropy of arrival direction of cosmic rays observed since 80’s

• 10’s GeV-100’s TeV in μ detector, surface arrays and ν detectors

• observed anisotropy of about 10-3

‣ originally measured as solar diurnal variation of
muon count rate with a seasonal modulation

‣ atmospheric daily/seasonal temperature variation
‣ Compton-Getting effect due to Earth’s motion

around the Sun

4

★ Sidereal day – time it takes a star at the meridian to return 
to the meridian. 23 hours 56 min 4 sec 


★ Solar day – time it takes the Sun at meridian (noon) to return 
to the meridian. noon to noon or 24 hours


Why the 4-minute difference? 


as it rotates, the Earth also orbits the Sun. 

Earth must rotate an extra degree (4 min) each day…

for any observer on Earth to be at noon again

Piera L. Ghia CR anisotropies 88

Sidereal day – time it takes a star at the meridian to

return to the meridian. 23 hours 56 min 4 sec

Solar day – time it takes the Sun at meridian (noon) to

return to the meridian. noon to noon or 24 hours

Why the 4-minute difference? as it rotates, the Earth

also orbits the Sun. Earth must rotate an extra degree (4

min) each day…for any observer on Earth to be at noon

again

Solar vs Sidereal daySolar vs Sidereal day
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Probing heliospheric magnetic structure
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The heliosphere is the bubble-like region of space dominated 
by material emanating from the Sun (solar wind particles), which 
extends far beyond the orbit of Pluto.


Solar wind particles reach escape velocity, streaming outwards at 
300 to 800 km/s. 

As it begins to interact with the interstellar medium, its velocity 
slows to a stop. The point where the solar wind becomes slower 
than the speed of sound is called the termination shock.  
The solar wind continues to slow as it passes through the 
heliosheath leading to a boundary called the heliopause, 
where the interstellar medium and solar wind pressures balance.

Cosmic rays, fast-moving neutral atoms, and cosmic dust 
can penetrate the heliosphere from the outside.

The heliotail is the tail of the heliosphere, and thus the solar 
system's tail. It can be compared to the tail of a comet.

The tail is a region where the Sun's solar wind slows down 
and ultimately escapes the heliosphere, slowly evaporating.

TeV CRs can be used to probe the far reaches of heliosphere (e.g. the heliotail) 

https://en.wikipedia.org/wiki/Outer_space#Interplanetary_space
https://en.wikipedia.org/wiki/Pluto
https://en.wikipedia.org/wiki/Escape_velocity
https://en.wikipedia.org/wiki/Interstellar_medium
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The Compton-Getting effect
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★ Expected CR anisotropy due to Earth’s orbital motion around the Sun: 
when an observer (CR detector) moves through a gas which is 
isotropic in the rest frame (CR “gas”), he sees a current of particles 
from the direction opposite to that of its own motion.

I = CR intensity 

γ = power-law index of CR spectrum (2.7)

v = detector velocity ≈ 30 km/s

θ = angle between detector motion and CR arrival direction

A detector on the Earth moving around the Sun scans various directions in space while the Earth spins.

Maximum at 6 hr solar time (when the detector is sensitive to a direction parallel to the Earth’s orbit)

A benchmark for the reliability of the detector and the analysis method. In fact, 
all the features (period, amplitude and phase) of the signal are predictable 
without uncertainty, due to the exquisitely kinetic nature of the effect.

The first clear observation of the SCG effect with an EAS array 
was reported by EAS-TOP (LNGS) in 1996 at about 1014 eV.

galactic cosmic ray anisotropy - Paolo Desiati

origin of large scale anisotropy : solar dipole

12

!"! !"!

#$!"!

#$!"!

‣ apparent energy-independent ~10-4 dipole 
anisotropy due to relative motion of Earth around 
the Sun

‣ motion of Earth around the Sun ~ 29 km/s

‣ reference system of cosmic rays is well known
Compton, A. H., & Getting, I. A. 1935, PhRv, 47, 817
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The ‘nose-in’ anisotropy

58

K. NAGASHIMA et al.: COSMIC RAY SIDEREAL ANISOTROPIES OF GALACTIC AND SOLAR ORIGINS 629

Fig. 21. Rise and fall of T(tSi ) and H(tSi ) of the neutron intensity with their
maximum phases, respectively, at 6 hours and 18 hours, (Nagashima et
al., 2005).

to ∼24 hours and also by the appearance of smaller peaks
in the QP- and QN-periods. T(tSi ) has a modulation pattern
nearly equal to that at the underground station Sakashita as

T(tSi) : QN < AN ≤ QP < AP, for ∼ 20 GeV. (3)

The modulation pattern for H(tSi ) cannot be obtained be-
cause of the lack of its explicit form in Fig. 20(c). H(tSi ),
however, can be clearly observed at some stations in some
times together with T(tSi ) as shown in Fig. 21. It has a sharp
peak at ∼18 hours as expected and is called hereafter the
nose-in anisotropy. H(tSi ) and T(tSi ) are unstable and eas-
ily reduce their magnitudes by their mutual interaction, re-
sulting in the averaged small variations shown in Figs. 20
and 21.

Although H(tSi ) was first found by neutron monitors, its
separation from T(tSi ) was more clearly seen in the muon
telescopes at Nagoya (35◦N; 137◦E) as shown in Fig. 22(a)
(Nagashima and Fujii, 2006). The variation with a large
peak at ∼6 hours expresses T(tSi ) and that of the small one
with a maximum at ∼18 hours expresses H(tSi ). Among
them, the S-component (5◦N, 64 GeV), which is charac-
terized by the most remarkable H(tSi ), is separated into the
four groups as shown in Fig. 22(b). Their modulation pat-

terns are

T(tSi) : QN ∼ AN < QP ≪ AP, for 60 ∼ 100 GeV,

(4)

H(tSi) : QN < AN > QP > AP, for 60 ∼ 100 GeV.

(5)

T(tSi ) is larger in an A-period than in a Q-period, similarly
to those in Eqs. (2) and (3), but, in the present case, it is
extremely larger in an AP-period than in a QP-period. This
is due to the following reason. As can be seen in Fig. 23,
the yearly decomposed variations of T(tSi ) in the respective
AP- and QP-periods show quite different variations. In a
QP-period, all the variations show one or two peaks at ∼6
and/or ∼18 hours which can be regarded as being due to
T(tSi ) and/or H(tSi ). In the case of two peaks, the variations
are generally small. This is partly due to the interaction
between T(tSi ) and H(tSi ) with the mutually opposite max-
imum phases. On the other hand, almost all SiD(tSi )s in
Fig. 23(a) show a large single peak of T(tSi ) at ∼6 hours,
indicating that an AP-period activates T(tSi ) and/or inacti-
vates H(tSi ). On the other hand, H(tSi ) in Fig. 22(b) shows
the largest enhancement in an AN-period, being different
from G(tSi ) in a QN-period and from T(tSi ) in an AP-period.
These differences will give a hint as to the origin of the
anisotropies.

Now, as for the direction of HA, the declination δH has
been estimated to be in the range of 21◦ ∼ 41◦ by an
analysis of muon data (cf. Nagashima and Fujii, 2006). For
reference, one set of data used for the estimation of δH is
the SiD(tSi )’s in Fig. 24(a). H(tSi ) in these SiD(tSi )’s first
appears in the E-telescope in the equatorial region as a tiny
protuberance at ∼18 hours, then gradually increases toward
the northern regions and finally reaches its maximum at the
W-component. The latitude distribution of the magnitude
of H(tSi ) is shown in Fig. 24(b). In this data, the maximum
appears at δH ∼ 40◦.

It is emphasized here that H(tSi ) seems to be the same as
Cg(tSi ) to be produced by the C-G effect by the motion of the
HMS, as their phases are considered to be the same as each
other (18 hr). But, they differ in the following points. First
of all, Cg(tSi ) is a broad sinusoidal diurnal variation with a
declination distribution of cos δ-type and has a flat energy
spectrum (Gleeson and Axford, 1967). On the other hand,
H(tSi ) shows the sharply-concentrated diurnal variation with
an N-S asymmetric δ-distribution (cf. Fig. 24) and has a
soft energy spectrum which almost disappears in the energy
region ≥300 GeV (cf. Fig. 19). Furthermore, H(tSi ) is
greater in an AN-period than a QN-period (cf. Eq. (5)). This
is against the galactic origin hypothesis as Cg(tSi ) must be
smaller in the A-period than the Q-period like the behavior
of the modulation pattern of G(tSi ), (cf. Eq. (1)). Therefore,
the C-G effect of CRs cannot be observed in an energy
region less than 104 GeV, as pointed out previously (Ref. 3).

Finally, in addition to T(tSi ) and H(tSi ), Fig. 22(b) con-
tains also G(tSi ). SiD(tSi ) in a QN-period in the figure shows
a straight line with its center at 0 hr and with the level higher
than the lowest value at 12 hr. This line, called a g-line,
is supposed to express a part of G(tSi ) whose whole figure
would be a trapezium bounded by the line through the fol-

nose-in

tail-in

Nagashima 2005, 2012
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Table 1. Modulation pattern of sidereal anisotropy by GA, TA, and HA.

Polarity Solar activity
22 yr period 11 yr period Direction !

P N A Q α (hr) δ(◦) Origin
GA < < 0 −20 Galactic
TA > > 6 −24 Solar (Tail boundary)
HA < > 18 >0 Solar (Nose boundary)

not drastically change their behavior in spite of the deforma-
tion from the spherical boundary to a comet-like structure.
This behavior can explain the modulation patterns of T(tSi )
and H(tSi ) assuming that:

(1) The structure of the HMS is surrounded by the nose-
and tail-boundaries, and has a wavy neutral sheet at the
heliomagnetic (HM) equatorial plane which divides
the HM polarity states in the N- and S-hemispheres.

(2) CRs are assumed to be accelerated uniformly all over
the boundaries depending on the solar activity.

The polarity dependence of T(tSi ) that is,

|T(tSi)|P > |T(tSi)|N (6)

would be produced by the following process. The accel-
erations of CRs responsible for |T(tSi)|P are limited on the
northern-most and southern-most narrow tail boundary re-
gions. In the P-state, all the CRs having been ejected from
the specified region in the above are deflected towards the
Sun. If the source region is far away from the Sun, some se-
lected CRs could arrive at the Earth through the wavy neu-
tral sheet and others would escape from the HMS through
the northern and southern boundaries (cf. Fig. 26). Such
northern- and southern-most regions are called Rb hereafter.
The flux of TA responsible for T(tSi ) is the congress of those
selected CRs. The sharply-concentrated distribution from
the direction of α = 6 hr would be determined by two fac-
tors: the width of the narrow boundary region, and the am-
plitude of the wavy neutral sheet. For the transition from the
P-state to the N-state, the CRs ejected from the boundaries
change their direction towards the tail-end side and cannot
be observed at the Earth. Instead, alternative flux from the
area (Ste) of the tail-end near the central line of the neutral
sheet can arrive at the Earth along the wavy neutral sheet
after automatically forming the sharply concentrated flux
(TA) from the direction of α = 6 hr, similar to the distribu-
tion in the P-state. In this case, some additional contribution
to the flux might be expected from the two side-boundaries
of the tail near the sheet. But this contribution is likely to be
negligible, as almost all the CRs from the side-boundaries
far away from the Sun escape from the HMS across the
other side-boundary without changing their direction. Such
a process to formulate the sharply-concentrated flux from
α = 6 hr is called hereafter the CR Lens Effect by the HMS.

The polarity dependence of Eq. (6) can be realized if the
HMS tail is extended long enough to achieve the CR flux
from the total sum of Rb larger than that of the tail-end
region (Re) near the central line of the neutral sheet.

On the other hand, the polarity dependence of H(tSi )
shown by Eq. (7) is observed in the head-side region of

Fig. 26. Cosmic-Ray-Lens Effect of HMS which focuses CRs along the
direction of the neutral sheet of HMS. Arrowed curves express the CR
trajectories in P- and N-states. Dashed line is the wavy neutral sheet.

the HMS where the CR trajectories are given by the axis-
symmetric reversal of those in Fig. 26 with respect to the
solar magnetic polar axis.

|H(tSi)|P < |H(tSi)|N. (7)

As the movement of CRs in the region is the same as before,
all the statements in the case of TA are applicable also in the
present case. Therefore, the polarity dependence in Eq. (7)
can be satisfied if the nose-boundary length is shortened so
that the CR flux from the total sum of Rb becomes smaller
than that from the head region (Rh) near the central line of
the neutral sheet. It is emphasized here that the direction of
motion of the HMS in space, in other words the direction of
the nose and tail of the HMS, can be determined automat-
ically by the HMS modulation of HA and TA without any
aids, such as the motion of the HMS relative to the neigh-
boring stars (Campbell and Moore, 1928).
6.2 Direction of nose head of the HMS in space

The nose direction (!HMS) of the HMS can be deter-
mined by observation on the basis of the model. As pointed
out earlier, the T- and H-anisotropies are observed in the
respective directions !T (αT = 6 hr, δT = −24◦) and !H

(αH = 18 hr, δH = 24◦ ∼ 41◦), both of which could be
considered to constitute a straight line through the Sun; that
is, the center line of the neutral sheet of the HMS. There-
fore, the motion of the HMS would be in the direction
!HMS (αHMS = 18 hr, δHMS = 24◦) and should produce
the C-G effect of CRs from the direction of 18 hr. Contrary
to this expectation, the C-G effect could not be observed
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galactic anisotropy, which produces sidereal variation at the Earth greater in the negative polarity state than
in the positive state. This indicates that they are not of the galactic origin and would be produced on the
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and solar magnetic fields could produce the cosmic-ray acceleration. The acceleration mechanism producing the
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1. Introduction
The existence of two kinds of cosmic-ray anisotropy (or

excess flux) in the energy region less than 104 GeV was re-
ported in previous papers (Nagashima et al., 1995, 1998).
One of them is the galactic anisotropy with the deficit in-
tensity in the direction with right ascension αG = 12 hours
and declination δG = 20◦ and the other is the heliotail-in
anisotropy with excess intensity in the direction of αT ∼ 6
hours and δT ∼ −24◦. The discovery of these anisotropies
was enabled by the use of the hourly display of the cosmic-
ray sidereal daily variations instead of their first and/or sec-
ond harmonic components reported in the past (e.g. Na-
gashima and Mori, 1976; Kiraly et al., 1979; Jacklyn, 1986;
Mori et al., 1989, and references therein). One of the key
variations for the discovery was the one with the maximum
phase at ∼6 hours having been observed since 1961 with
the underground muon telescope (Em ∼ 184 GeV) at Ho-
bart (geographic latitude λ = 43◦, longitude ϕ = 147◦E),
(Fenton et al., 1961; Jacklyn, 1966, 1986).

The observation showed that the sidereal variation G(t)
produced by the galactic anisotropy coincides in shape with
that observed with the air showers at Mt. Norikura (Em ∼
1.5 · 104 GeV; Nagashima et al., 1998, hereafter called
Ref. 1). Consequently, the solar modulation of G(t) in low
energy region (E < 500 GeV) was supposed to be not so
severe as that estimated from the simulation (Nagashima et
al., 1981, 1982), being in good agreement with the muon
observation at Ottawa (Em ∼ 90 ∼ 660 GeV; λ = 45◦,
ϕ = 76◦W) in the period of 1976–1984, which showed
no response of G(t) to the polarity reversal of the solar
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magnetic field at the north pole (Bercovitch, 1984).
However, after the lapse of about two decades since the

Ottawa observations, the polarity dependence of G(t) has
been found in 2004 by the muon observations at Sakashita
underground station (λ = 36◦N, ϕ = 138◦E, Em ∼ 340 ∼
650 GeV) in the period 1971–2000 owing to the accumu-
lation of data. The variation G(t) produced by the galactic
anisotropy is greater in the negative polarity state than in the
positive state as expected from the simulation of the solar
modulation, but the one produced by the tail-in anisotropy
does not show such a polarity dependence (Nagashima et
al., 2004). This indicates that G(t) is exactly of galactic
origin, but the tail-in anisotropy is not and would be pro-
duced on the boundary of the heliomagnetosphere (called
HMS hereafter) where the interaction between the galactic
and solar magnetic fields is thought to produce the cosmic-
ray acceleration.

In order to confirm the existence of these anisotropies and
their solar modulation in lower energy region (Em ∼ 20
GeV), the previous analysis of the sidereal variation of neu-
tron component (Nagashima et al., 1983) has been reex-
amined. As the result, it is found that the variation con-
tains two components produced respectively by two kinds
of sharply concentrated excess flux from the tail and nose
directions (α ∼ 6 hours and ∼18 hours) of HMS. The for-
mer flux is that found in the previous analysis and corre-
sponds to the tail-in anisotropy having been observed in
high energy region (∼400 GeV) and the latter is a new
anisotropy found in the present analysis. Although these
fluxes arrive at the Earth respectively from opposite direc-
tions, they can be discriminated by observation owing to
their sharp concentration. Similar to the tail-in anisotropy
in the high energy region, these fluxes do not show any
polarity dependence due to solar modulation, suggesting
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ray sidereal daily variations instead of their first and/or sec-
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Mori et al., 1989, and references therein). One of the key
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phase at ∼6 hours having been observed since 1961 with
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bart (geographic latitude λ = 43◦, longitude ϕ = 147◦E),
(Fenton et al., 1961; Jacklyn, 1966, 1986).

The observation showed that the sidereal variation G(t)
produced by the galactic anisotropy coincides in shape with
that observed with the air showers at Mt. Norikura (Em ∼
1.5 · 104 GeV; Nagashima et al., 1998, hereafter called
Ref. 1). Consequently, the solar modulation of G(t) in low
energy region (E < 500 GeV) was supposed to be not so
severe as that estimated from the simulation (Nagashima et
al., 1981, 1982), being in good agreement with the muon
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Ottawa observations, the polarity dependence of G(t) has
been found in 2004 by the muon observations at Sakashita
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lation of data. The variation G(t) produced by the galactic
anisotropy is greater in the negative polarity state than in the
positive state as expected from the simulation of the solar
modulation, but the one produced by the tail-in anisotropy
does not show such a polarity dependence (Nagashima et
al., 2004). This indicates that G(t) is exactly of galactic
origin, but the tail-in anisotropy is not and would be pro-
duced on the boundary of the heliomagnetosphere (called
HMS hereafter) where the interaction between the galactic
and solar magnetic fields is thought to produce the cosmic-
ray acceleration.

In order to confirm the existence of these anisotropies and
their solar modulation in lower energy region (Em ∼ 20
GeV), the previous analysis of the sidereal variation of neu-
tron component (Nagashima et al., 1983) has been reex-
amined. As the result, it is found that the variation con-
tains two components produced respectively by two kinds
of sharply concentrated excess flux from the tail and nose
directions (α ∼ 6 hours and ∼18 hours) of HMS. The for-
mer flux is that found in the previous analysis and corre-
sponds to the tail-in anisotropy having been observed in
high energy region (∼400 GeV) and the latter is a new
anisotropy found in the present analysis. Although these
fluxes arrive at the Earth respectively from opposite direc-
tions, they can be discriminated by observation owing to
their sharp concentration. Similar to the tail-in anisotropy
in the high energy region, these fluxes do not show any
polarity dependence due to solar modulation, suggesting
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excess flux) in the energy region less than 104 GeV was re-
ported in previous papers (Nagashima et al., 1995, 1998).
One of them is the galactic anisotropy with the deficit in-
tensity in the direction with right ascension αG = 12 hours
and declination δG = 20◦ and the other is the heliotail-in
anisotropy with excess intensity in the direction of αT ∼ 6
hours and δT ∼ −24◦. The discovery of these anisotropies
was enabled by the use of the hourly display of the cosmic-
ray sidereal daily variations instead of their first and/or sec-
ond harmonic components reported in the past (e.g. Na-
gashima and Mori, 1976; Kiraly et al., 1979; Jacklyn, 1986;
Mori et al., 1989, and references therein). One of the key
variations for the discovery was the one with the maximum
phase at ∼6 hours having been observed since 1961 with
the underground muon telescope (Em ∼ 184 GeV) at Ho-
bart (geographic latitude λ = 43◦, longitude ϕ = 147◦E),
(Fenton et al., 1961; Jacklyn, 1966, 1986).

The observation showed that the sidereal variation G(t)
produced by the galactic anisotropy coincides in shape with
that observed with the air showers at Mt. Norikura (Em ∼
1.5 · 104 GeV; Nagashima et al., 1998, hereafter called
Ref. 1). Consequently, the solar modulation of G(t) in low
energy region (E < 500 GeV) was supposed to be not so
severe as that estimated from the simulation (Nagashima et
al., 1981, 1982), being in good agreement with the muon
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It is shown that the sidereal anisotropy (SiA) of cosmic rays (CRs) with energies smaller than 104 GeV consists
of three kinds: one (GA) is of galactic origin from the direction !G (αG = 0 hr; δG = −20◦), and the other two
(tail-in TA and nose-in HA) are of solar origin from the respective directions !T (αT = 6 hr; δT ∼ −24◦) and !H
(αH = 18 hr; δH > 0◦) and supposed to be produced by the acceleration of CRs on the tail and nose boundaries
of the heliomagnetosphere (HMS). This conclusion was arrived at in 1995 after a long-term delay since the
beginning of CR observations in the early 20-th century. This delay was mainly due to the inconsistency among
observations caused by the belief that the sidereal anisotropy must be unidirectional in space. The inconsistency
has been solved at least qualitatively by the discovery of GA and TA. These anisotropies, including also HA, are
subject, respectively, to their proper solar modulations in the HMS characterized by a polarity reversal every 11
years of the solar polar magnetic field and solar activity dependence with an 11-year periodicity. By using these
modulation patterns, the origins of the three anisotropies have been determined. TA and HA thus determined
inversely produce the following kinds of evidence and problems in the HMS: (1) the structure of the HMS, (2)
acceleration of CRs on the boundary of the HMS, (3) CR Lens Effect of the HMS for the sharp concentration
of TA and HA, (4) the proper motion (VHMS) of the HMS relative to neighboring stars, (5) the proper motion
of interstellar gaseous matter (including the magnetic field) relative to neighboring stars, and (6) the existence
of the Subordinate HMS surrounding the HMS for the explanation of the duality of the motion of the HMS and
also of the absence of the Compton-Getting (C-G) effect on the HMS. The present paper not only presents a brief
summary of the studies of CR sidereal anisotropy made by many researchers during the 20th century leading to
the present understanding, but also presents some problems to open up a new vista of the future.
Key words: Cosmic rays (CR), sidereal anisotropy, heliomagnetosphere (HMS), interstellar matter (ISM),
Compton-Getting effect, motion of the HMS, motion of ISM, acceleration of CRs, cosmic ray lens effect.

1. Introduction
The sidereal anisotropy SiA of CRs has been inferred

indirectly from observations of the sidereal daily varia-
tion (SiD) on the ground ever since the discovery of CRs
(e.g. Forbush, 1937a, b, 1939). Recently, due to greatly
improved observational methods, the direct observation of
SiA has become possible in the high-energy region by ob-
servations with cosmic ray and gamma-ray detectors (e.g.
Amenomori et al., 2004, 2005; Guillian et al., 2007; Abdo
et al., 2008; Abbasi et al., 2010). This method is, however,
not applicable to SiA in the lower energy region as cosmic
rays cannot maintain their direction hindered by the influ-
ence of the heliomagnetic and geomagnetic fields. In such
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a low-energy region, SiD, with the frequency 366 cycles/yr
must be detected under the following difficult condition that
it is always superposed by the solar daily variation (SoD)
with the adjacent frequency of 365 cycles/yr produced in-
side the HMS and disturbed by the daily variations of the
Earth’s atmospheric pressure, temperature and wind veloc-
ity. If SoD is constant, its yearly average in units of sidereal
time, called the spurious sidereal daily variation (SSiD), be-
comes zero and does not affect SiD. Practically, however, as
SoD is supposed to be almost always disturbed by various
kinds of noises, the elimination of SSiD is indispensable.
In addition to such indirect influences upon SiD, some of
the HMS-phenomena, which directly influence SiD, have
been discovered successively during a long elapsed time,
such as the polarity reversal every 11 years of the solar po-
lar magnetic field. It is not an exaggeration to say that the
history of the study of SiD in the low-energy region (≤104

GeV) has been the history of the study of the direct and in-
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The ARGO-YBJ experiment
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Tibet ASγ 
ARGO 

The Yangbajing Cosmic Ray Laboratory 

Longitude: 90º 31’ 50’’ East
Latitude: 30º 06’ 38’’ North

90 km North from Lhasa (Tibet)

4300 m above sea level
∾ 600 g/cm2

INFN IHEP/CAS

ARGO-YBJ is a telescope optimized for the detection of small size air showers  
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The ARGO-YBJ layout
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Experimental Hall & Detector Layout

Vulcano Workshop 2010 G. Di Sciascio 4

Single layer of Resistive Plate Chambers (RPCs) 
with a full coverage (92% active surface) of a large area (5600 m2)

+ sampling guard ring (6700 m2 in total)

time resolution ~1-2 ns (pad)
space resolution = strip

10 Pads 
(56 x 62 cm2)
for each RPC

8 Strips 
(6.5 x 62 cm2) 

for each Pad1 CLUSTER = 12 RPCs

78 m
111 m

99
 m

74
 m

(5.7 7.6 m2)

Gas Mixture: Ar/ Iso/TFE = 15/10/75

HV = 7200 V

Central Carpet:
130 Clusters
1560 RPCs

124800 Strips



G. Di Sciascio, Roma La Sapienza, Nov. 23,  2017

The basic concepts
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…for an unconventional air shower detector
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❖ HIGH ALTITUDE SITE                             
(YBJ - Tibet 4300 m asl - 600 g/cm2)


❖ FULL COVERAGE                                  
(RPC technology, 92% covering factor)


❖ HIGH SEGMENTATION OF THE READOUT 
(small space-time pixels)

Space pixels: 146,880 strips (7×62 cm2) 

Time  pixels: 18,360 pads (56×62 cm2)    

 … in order to

• image the shower front with unprecedented details


• get an energy threshold of a few hundreds of GeV
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The RPC charge readout
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big pad spectrum. Two different amplitude scales have been used to extend
the energy range. In the upper scale the corresponding proton mean energy
is reported.

Clusters (ARGO-42, ª1820 m2 out of ª6700 m2), has been
put in data taking with a so-called ”Low Multiplicity Trigger”,
requiring at least 60 fired pads on the whole detector [13].
The corresponding median energy of proton-induced triggered
showers is º6 TeV. In this paper we present a first measure-
ment of the strip size spectrum performed with the ARGO-42
detector.

II. THE ARGO-YBJ DETECTOR
The ARGO-YBJ detector is constituted by a single layer of

RPCs with ª93% of active area. This carpet has a modular
structure, the basic module being a Cluster (5.7£7.6 m2),
divided into 12 RPCs (2.8£1.25 m2 each). Each chamber
is read by 80 strips of 6.75£61.8 cm2, logically organized
in 10 independent pads of 55.6£61.8 cm2 [14]. The central
carpet, constituted by 10£13 clusters, is enclosed by a guard
ring partially instrumented (ª40%) in order to improve the
rejection capability for external events. The full detector is
composed by 154 clusters for a total active surface of ª6700
m2. A lead converter 0.5 cm thick will uniformly cover the
apparatus in order to improve the angular resolution. The main
features of the ARGO-YBJ experiment are: (1) time resolution
ª1 ns; (2) space information from strips; (3) time information
from pads. Due to its small size pixels, the detector is able to
image the shower profile with an unprecedented granularity,
with high duty cycle (º 100%) in the typical field of view of
an EAS array (ª2 sr).

A. The digital read-out
The particle density measurement with the digital read-out

provided by the strip system is limited to showers with a
primary energy up to º 100 TeV (for proton-induced events)

due to a strip density of ª22 strips/m2. In Fig. 1 we show the
average strip and pad sizes (Ns and Npad) as a function of the
primary energy for proton-induced showers. For comparison,
the total shower size Nch and the so-called ”truncated size”
Ntr

ch, i.e., the size sampled by the ARGO-YBJ carpet, are also
plotted. In calculations only quasi-vertical (zenith angle µ <
15±) showers with core reconstructed inside a small fiducial
area (260 m2 around the center of the carpet corresponding
to the inner 6 clusters) have been used. An average strip
efficiency of 95% and an average strip multiplicity m = 1.2
have been taken into account. As can be seen from the figure,
log(Ns) is a linear function of log(E) up to about 100 TeV
(corresponding to a particle density of º 12-15 m°2) and
”saturates” above 1000 TeV. Accordingly, the digital response
of the detector can be used to study the primary spectrum up
to energies of a few hundreds of TeV.

B. The analog read-out

In order to extend the dynamic range up to PeV energies, a
charge read-out has been implemented by instrumenting every
RPC also with two large size pads of dimension 140£125 cm2

each (the so-called ”big pads”) [12]. The signal from the big
pad is read by a 12 bits ADC. Different signal amplitude scales
(0-330 mV, 0-2.5 V and 0-20 V) have been implemented in
order to extend the particle density measurement up to º104
particles/m2.
Since November 2004 the analog read-out has been put

in data taking into increasing portions of the full carpet
with a trigger requiring more than 32 particles on at least
one Cluster. In Fig. 2 a comparison between the measured
digital strip size spectrum and the analog big pad spectrum is
shown. Two different amplitude scales have been used in this
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ARGO-YBJ milestones
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• In data taking since July 2004  (with increasing portions of the detector)

• Commissioning of the central carpet in June 2006

• Stable data taking with full apparatus since November 2007

• End/Stop data taking: February 2013


• Average duty cycle ~87%

• Trigger rate ~3.5 kHz @ 20 pad threshold 

• N. recorded events: ≈ 5·1011 from 100 GeV to 10 PeV

• 100 TB/year data

D
ut

y-
cy

cl
e

Intrinsic Trigger Rate stability 0.5% 
(after corrections for T/p effects)
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Measurement of CR energy spectrum with ARGO-YBJ
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G. Di Sciascio Roma Tor Vergata 29/03/2010 40

Modelli vs Altitudine
Tibet ASγ (4300 m asl) vs KASCADE (sl)

Ad alta quota osservabili 
“indipendenti”  dai  modelli  di  

interazione adronica

At high altitude p and Fe produce 
showers with similar size.

•Working at high altitude (4300 m asl):

• Measurement of the CR energy spectrum (all-particle and light component) in the energy range 
TeV - 20 PeV by ARGO-YBJ with different ‘eyes’


‣  ‘Digital readout’ (based on strip multiplicity) below 300 TeV


‣  ‘Analog readout’ (based on the shower core density) up to 20 PeV


‣  ‘Hybrid' measurement with a Wide Field of view Cherenkov Telescope 200 TeV - few PeV

1. p and Fe produce showers with similar size

2. Small fluctuations: shower maximum

3. Low energy threshold: absolute energy scale 

calibration with the Moon Shadow technique and 
overposition with direct measurements
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Selection of light (p+He) component
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• Selection of (p+He)-induced showers: NOT by means of an unfolding procedure after the 
measurement of electronic and muonic sizes, but on an event-by-event basis exploiting showers 
topology, i.e. the lateral distribution of charged secondary particles. 

• Energy reconstruction is based on the Np8m parameter: the 
number of particle within 8 m from the shower core position. 

This truncated size is

• well correlated with primary energy

• not biased by finite detector effects

• weakly affected by shower fluctuations
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FIG. 4: The longitudinal age parameter slong vs the lateral
age s′ resulting from the fit of the reconstructed LDF, for
simulated showers initiated by different primary nuclei (see
text).
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FIG. 5: Two-dimensional histogram of log10(E/TeV ) vs
log10(N

max
p8 ) for a simulated mixture of quasi-vertical (θ <

15o) H, He, CNO group and Fe nuclei, in the assumption of
Hörandel composition model. A linear fit is superimposed.

is a mass-independent estimator of the average slong
(or Xmax). Obviously shower-to-shower fluctuations2

introduce unavoidable systematics, whose effects can be
anyway quantified and taken into account. Another4

implication is that s′ from the LDF fit close to the shower
axis, together with the measurement of the truncated size6

Np8, can give information on the primary particle nature,
thus making possible the study of mass composition8

and the selection of a light-component data sample (see
below).10

B. Shower energy determination

In order to get a mass independent energy estimator,12

the information of the shower age given by the LDF fit
was used to correct the number of particles detected14

on ground to the corresponding value at the shower
maximum. As it is well known, this value would be well16

correlated with energy, independently on the primary
mass.18

As a first approximation, we can assume that the
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FIG. 6: The log10 of energy distribution corresponding to the
interval of the truncated size at maximum log10(N

max
p8 ) =

[5.30, 5.38], just as an example. As shown, the distribution is
properly fitted by a Gaussian function.

shower is absorbed after its maximum in the atmosphere
following an exponential law:

N(X) = Nmax
tot · exp

[
− Xdet −Xmax

λabs

]
(3)

where the number N(X) of particles at depth X is
obtained from the number of particles at maximum
Nmax

tot , taking into account the shower maximum depth
Xmax and the absorption length in the atmosphere λabs.
It is then reasonable to apply the same absorption law to
the truncated size Np8, in order to get the corresponding
signal at maximum, Nmax

p8 . By inverting Eq.3

Nmax
p8 = Np8 · exp

[
h0 · sec(θ)−Xmax(s′)

λabs

]
(4)

where h0 is the atmospheric depth of the detection level, θ
is the zenith angle, and Xmax(s′) is the shower maximum
as estimated from the event LDF slope. Equivalently,
using Eq. 2, we obtain:

Nmax
p8 = Np8 · exp

{
3

2

h0 · sec(θ)
λabs

[
1− 1

slong(s′)

]}
(5)

which directly expresses Nmax
p8 as a function of s′,

through the longitudinal age

slong = (0.389± 0.005) · s′ + (0.678± 0.007) (6)

resulting from data in Fig.2. It is then possible to
get Nmax

p8 for each event, on the basis of the observed20

truncated size Np8 at ground and the s′ parameter LDF
fit. The value of λabs is left as a free parameter in order22

to optimize the energy reconstruction (see below).
The shower size at maximum, Nmax

tot , is only a
function of the total energy, mostly independent on
the primary nature [2]. The quantity Nmax

p8 is then
expected to be a good, and mass independent, estimator
of the primary energy. This is evident in Fig. 5,

6
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is a mass-independent estimator of the average slong
(or Xmax). Obviously shower-to-shower fluctuations2

introduce unavoidable systematics, whose effects can be
anyway quantified and taken into account. Another4

implication is that s′ from the LDF fit close to the shower
axis, together with the measurement of the truncated size6

Np8, can give information on the primary particle nature,
thus making possible the study of mass composition8

and the selection of a light-component data sample (see
below).10

B. Shower energy determination

In order to get a mass independent energy estimator,12

the information of the shower age given by the LDF fit
was used to correct the number of particles detected14

on ground to the corresponding value at the shower
maximum. As it is well known, this value would be well16

correlated with energy, independently on the primary
mass.18

As a first approximation, we can assume that the
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shower is absorbed after its maximum in the atmosphere
following an exponential law:

N(X) = Nmax
tot · exp

[
− Xdet −Xmax

λabs

]
(3)

where the number N(X) of particles at depth X is
obtained from the number of particles at maximum
Nmax

tot , taking into account the shower maximum depth
Xmax and the absorption length in the atmosphere λabs.
It is then reasonable to apply the same absorption law to
the truncated size Np8, in order to get the corresponding
signal at maximum, Nmax

p8 . By inverting Eq.3

Nmax
p8 = Np8 · exp

[
h0 · sec(θ)−Xmax(s′)

λabs

]
(4)

where h0 is the atmospheric depth of the detection level, θ
is the zenith angle, and Xmax(s′) is the shower maximum
as estimated from the event LDF slope. Equivalently,
using Eq. 2, we obtain:

Nmax
p8 = Np8 · exp

{
3

2

h0 · sec(θ)
λabs

[
1− 1

slong(s′)

]}
(5)

which directly expresses Nmax
p8 as a function of s′,

through the longitudinal age

slong = (0.389± 0.005) · s′ + (0.678± 0.007) (6)

resulting from data in Fig.2. It is then possible to
get Nmax

p8 for each event, on the basis of the observed20

truncated size Np8 at ground and the s′ parameter LDF
fit. The value of λabs is left as a free parameter in order22

to optimize the energy reconstruction (see below).
The shower size at maximum, Nmax

tot , is only a
function of the total energy, mostly independent on
the primary nature [2]. The quantity Nmax

p8 is then
expected to be a good, and mass independent, estimator
of the primary energy. This is evident in Fig. 5,

6

log10(Np8) = [5.30 - 5.38]

DRAFT 1.0 Compiled on 25/03/2016 at 1:14am IV THE ALL-PARTICLE ENERGY SPECTRUM

FIG. 7: Energy resolution as a function of the reconstructed
energy Erec for quasi-vertical events (θ < 15o), λabs =
100 g/cm2 and Hörandel model [13]. The method was
applied for E ≥ 100TeV.

FIG. 8: Energy calibration bias as a function of the
reconstructed energy Erec for quasi-vertical events (θ <
15o), λabs = 100 g/cm2 and Hörandel model [13]. The
method was applied for E ≥ 100TeV.

where a two-dimensional histogram of the Log(Nmax
p8 )

quantity versus Log(E/TeV ) is shown for a simulated
mixture of protons, He, CNO group and Fe, weighted
by the flux model proposed by Hörandel [13]. Very
similar results are obtained using other composition
models (for instance, the Gaisser-Stanev-Tilav model
[44]). Monte Carlo events have been selected with the
same quality cuts of real data and zenith angle within
15◦. The two-dimensional histogram has been divided in
Log(Nmax

p8 ) bins of 0.08. For each bin the distribution of
Log(E/TeV ) has been well fitted by a gaussian function
(see Fig. 6 for an example). The line superimposed
in Fig. 5 is a fit of the mean values of each gaussian
as a function of Log(Nmax

p8 ) Such relationship is well
described by:

Log(E/TeV ) = a · Log(Nmax
p8 ) + b (7)

with a=(0.98 ± 0.01) and b =(−2.42 ± 0.05). It is
important to note that the value of the slope a is in good2

agreement with expectations [2, 51].

The energy resolution, defined as one standard devia-4

tion of the distribution of the quantity Log(Erec/Etrue)
(being Etrue the true energy of the simulated event and6

Erec the value as reconstructed from Eq. 7), has been
evaluated at various energies. A value of 0.2 has been8

obtained at 30TeV, improving with energy, as shown in
Fig. 7, donw to 0.05 at 10PeV. Moreover, as shown in10

Fig.8, the energy reconstruction bias, defined as the dif-
ference Log(Erec/TeV ) - Log(Etrue/TeV ), stays within12

±0.05 for all energies above 30TeV.

The absorption length parameter λabs has been14

determined by optimizing the energy resolution and
bias in the whole considered energy range. The16

value λabs = 100 g/cm2 satisfies both the request of
Log(E/TeV ) resolution better than 0.2 and bias within18

±0.05 for all energies above 30TeV nad it is in agreement
with expectations and an independent ARGO-YBJ20

measurement [26].

Gain scale G4 G1
Data from 14-jul-2010 27-sep-2010

to 30-jul-2010 31-dec-2010
Live time (s) 1.14 × 106 7.14 × 106

Triggering events 8.5 × 106 5.4 × 107

Reconstructed events with 9.5 × 105 6.7 × 106

core in Afid and θ < 15◦

Events after G4/G1 fiducial cut 2.3 × 105 8.7 × 104

Events with LDF fit 2.1 × 105 8.2 × 104

p+He selection 1.3 × 105 3.7 × 104

TABLE I: Summary of data samples used in the present
analysis at each selection step (see text).

IV. THE ALL-PARTICLE ENERGY SPECTRUM22

As described in Sec.II and [33], the RPC charge
readout system has eight different and overlapping gain24

scale settings (G0,....,G7 from lower to higher gains, with
nominal shifts of a factor two) in order to explore the26

particle density range ≈(20 – 104) particles/m2. In
this paper the results obtained with two gain scales (so-28

called G1 and G4) are presented. The main information
concerning the two data samples are given in Tab.I,30

together with the number of events surviving various
steps in the analysis (see below).32

The analog system response, for each considered data
set and gain scale has been carefully calibrated by34

following the procedures fully discussed in [33, 34].
Fiducial cuts in order to ensure the operation in the36

proper linearity range for each gain scale have been
applied, namely (Log(Npeak) > 1.7 and 3 < Log(Np8) <38

5) for G4, and (Log(Npeak) > 2.7 and 4 < Log(Np8)) for
G1, where Npeak is the number of particles detected on40

the BP with the largest signal in the considered event.
The same procedure described in Sec.III was then42

applied to fit the single event LDF in the first 10 meters
around the reconstructed shower axis and get the value44

of the lateral slope parameter s′. The measured values
of s′ and Np8 were then used to reconstruct the energy46

7

Energy resolution
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FIG. 7. Cosmic ray all–particle and proton plus helium energy spectra as measured by ARGO–YBJ in this wors compared
with previous results of ARGO–YBJ [12, 22], other experimental results [23, 26–29] and theoretical models [21, 25].

new scenarios about the evolution of the light compo-
nent energy spectrum towards the highest energies and
the origin of the knee.
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