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at 1020 eV    
~ 1 part./km2/century 

at 1020 eV    
~ 400 TeV 

s ≅ 2mpE / A

dN
dE

~ 1
E3

note: at 1015 eV    
~ 1 part./m2/year 

UHECR = Ultra-High Energy Cosmic Rays 
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 SOURCES IDENTIFICATION 

•  nuclei (from p to Fe) likely of extragalactic 
origin 

rL[kpc] ~ E[EeV]
Z  B[µG]

thickness of  
galactic disk  

~ 300 pc 
B = 2 - 3 µG

•  sources identification 
possible if deflections in 
galactic and inter-galactic 
magnetic fields are small 

Galactic B     E/Z = 100 EeV  

•  mass composition is crucial 

IceCube  Auger Telescope Array   
JCAP 01 (2016) 037 
and references therein   
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PROPAGATION  V. Berezinsky et al., Phys. Rev. D, 74 
(2006) 043005 

p γCMB →  N π

K. Greisen, Phys. Rev. Lett., 16 (1966) 748 
G.T. Zatsepin and V.A. Kuz’min,  Sov. Phys. JETP Lett., 4 (1966) 114 

Eth ≈
mpmπ

2 εCMB
≈1020eV

abrupt suppression consistent with 
the GZK cut-off  
 
ankle consistent with 
 
  

interaction with the CMB 

A.A. Watson, Rep. on Prog. in Physics, (2015) 

•  GZK horizon depends on primary 
mass 

•  mass composition at Earth ≠ from 
the one at the sources 

A γCMB →  A -1  N

GZK 
effect 

p γCMB →  p e+e−
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 ATMOSPHERIC SHOWERS 
Air showers: electromagnetic and hadronic components
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Very efficient transfer of hadronic 
energy to em. component 

High-energy interactions most important

J. Matthews, Astropart.  
Phys. 22 (2005) 387 

•  most of the energy transferred to the em component 
•  shower development and signal at ground sensitive to the hadronic interactions  

R. Engel ICRC 2015	

π +π − π 0 → γγ

π ± → µνµ
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The importance to take under control the 
systematic uncertainties 

R.U. Abbasi et al., Phys. Rev. Lett., 100 (2008) 101101 

ΔJ
J
~ γ −1( )× ΔE

E
AGASA: 100 km2 array of scintillators 
Hires: fluorescence detector  
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FD 

SD 

DETECTION TECHNIQUES 

Hybrid detector (SD+FD)  
calibrate the SD signals against FD energies 

Surface Detector array (SD) 
detection of the shower front at ground 
 

(+) duty cycle ~ 100%  
(-)  shower size at ground ∝ E (systematics) 

Fluorescence Detector (FD) 

longitudinal shower development from 
fluorescence light from the N2 de-excitation 
 

(-)  duty cycle ~ 13% 
(+) calorimetric measurement of E 
        

note: from FD Xmax ~ ln
E
A
⎛

⎝
⎜

⎞

⎠
⎟
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UHECR HYBRID OBSERVATORIES 

1660 water-Cherenkov 
detectors 

 1.5 km spacing  
 

FD – 4 sites 507 scintillators 
1.2 km spacing  

FD – 3 sites 

TELESCOPE ARRAY 
Millard County, Utah (USA)  

390 N latitude    700 km2  

PIERRE AUGER OBSERVATORY 
Malargüe – Mendoza (Argentina)  

350 S latitude     3000 km2  

1400 
m a.s.l. 

The Pierre Auger Collaboration, NIM A 798 (2015) 172-213 M. Fukushima et al., Prog. Theor. Phys. Suppl. 151 (2003) 206  

fully operative since 2008 
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       rate ≈  
1/km2/sr/century 

AUGER  
vs  

ROMA 

TA smaller 
by a factor 4 

3000 km2 	
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•  autonomous units 

•  FADC at 40/50 MHz 

•  water cherenkov vs scintillators 
     à sensitive to showers inclined 
     at large zenith angle 
    àmore sensitive to µs 

Auger TA 

Auger TA 

•  large spherical 
mirrors 

•  camera in the focal 
surface covered by 
pmts 

•  FADC at 10/40 MHz 

•  similar f.o.v.  
(elevation ~ 00 – 300) 9	



LOW ENERGY EXTENSION 
Low energy extension 
 
•  denser array  
•  high elevation FD telescopes (~ 300 – 600) 
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AUGER SD  -  θ < 600  ‘vertical’ 
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TA SD  -  θ < 450   

E ~ S(1000) E ~ S(800) 

AUGER SD 
θ > 600  ‘inclined’ 
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ρµ = N19  ρµ ,19 (r,θ ,φ)
E ~ N19 

 
signal dominated 

by muons 
(em part absorbed 
in the atmosphere)  
	

SD EVENTS 
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FD ENERGY SCALE 
nADC ~ dE

dX
 Yflu  TatmCcalib

Fluorescence yield
Atmosphere

FD calibration
dE/dX reconst.

Invisible energy (ν, µ, ..)

⇒ Ecal =
dE
dX

dX∫
⇒ Einv

E  =  Ecal +Einv 12	



CHALLENGING 
EXPERIMENTS 

 FD Los Leones:
Lidar, Raman, HAM, FRAM

IR Camera
 Weather Station

 FD Los Morados:
Lidar, APF
IR Camera

 Weather Station

 FD Loma Amarilla:
Lidar

IR Camera
 Weather Station FD Coihueco:

Lidar, APF
IR Camera

 Weather Station

eu  Malarg

  Central Laser Facility
 Weather Station

  eXtreme Laser Facility

  Balloon
Launch
Station

10 km

Transmission
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molecular•  complex atmospheric 
monitoring  

     (aerosols, clouds, …) 
Auger, Astrop. Phys. 33 (2010) 108 

•  FD absolute calibration 

J. T. Brack et al.,  
JINST 8 (2013) P05014 

Auger Drum TA CRAYS 

S. Kawana et al.,  
Nucl. Instrum. Meth. A 681 (2012) 68 

TA ELS  
(linac accelerator) 

B. Shin et al.,  PoS (ICRC2015) 640 

light transmission 
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AUGER  

TA 

HYBRID EVENTS 
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CIC method to 
remove zenith 
angle dependence  

E = A SB

B ≈1

MC simulations to 
covert S(800) into 
shower energy 
(ETBL)  

E = ETBL

1.27

estimate of SD 
resolution 
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ENERGY SCALE 
AUGER 

ICRC13 arXiv:1307.5059 

TA 
Astropart.Phys. 61 (2015) 93-101 
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ENERGY SCALE 

3 4 5 6 7 8 9 10
Y 337 (ph/MeV)

Kakimoto

Nagano

Lefeuvre

MACFLY

FLASH

AirLight

Dandl

Airfly

Theoretical

<Y 337> = 7.04 ± 0.24 ph/MeV

J. Rosado et al., Astropart. Phys. 55 (2014) 51 

Fluorescence yield  
Auger uses Airfly 
TA uses Kakimoto + FLASH 

note: combined effect: 5%-10% relative shift between TA and Auger energy scales  

Invisible energy (ν, µ, ..) 
Auger: estimated from data 
exploiting the muon sensitivity 
of the SD signals  

M. Ave et al., Astropart. 
Phys. 28 (2007) 41 

16	



TA ENERGY SPECTRUM 

“Full-Range” TA Spectrum
T. AbuZayyad, CRI126

TA ICRC2017 Preliminary

13

TA 9-Year Exposures

TA 7 years (ICRC2015)

[Area * FoV * Time]

8100 km2 sr yr

2008/May/11 - 2017/May/11

2008/May/11 - 2017/May/11

θ < 45°

4

2014/Jun - 22 months

TA ENERGY 
SPECTRUM 

D. Ivanov (TA) Pos (ICRC15) 349 

see also D. Ivanov’s talk 

•  consistency between 
different measurements 

 
•  common FD energy scale 

exposure remarkable extension up to the knee 
 
common energy scale 

Y. Tsunesada et al.,  PoS (ICRC2017) 535 
 
Tareq AbuZayyad , PoS (ICRC2017) 534 
 
D. Ivanov, PoS (ICRC2015) 349  

cut-off 

ankle 
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AUGER ENERGY SPECTRUM Auger   
6.7×104 km2 sr yr 

TA 
0.8×104 km2 sr yr 

AGA 
SA 

unprecedented statistics 
 
SD spectra only above full efficiency energy threshold 
 
consistency between different measurements  
 
common energy scale 
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Auger (ICRC 2017)
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exposure 

γ1 = 3.293 ± 0.002 ± 0.05

Δγ = 2.5 ± 0.1 ± 0.4

Eankle = 5.08 ± 0.06 ± 0.8 EeV 

Es = 39 ± 2 ± 8 EeV 

E1/2 = 22.6 ± 0.8 ± 4.3 EeV 

E−(γ2+Δγ )

Auger ICRC17 arXiv:1708.06592 
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ENERGY SPECTRUM: AUGER vs TA 

  
•  consistency in the ankle position  
•  inconsistency in the cut-off position 
 

Auger TA 
Eankle (EeV)  5.08 5.2 
E1/2   (EeV)  22.6  60 
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TA SD Full Sky (ICRC 2015)

Auger SD Full Sky (ICRC 2017)

Auger + TA   Proceedings of UHECR2016   PoS (ICRC2017) 498  
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(E rescaled by -5.2%)

(E rescaled by +5.2%)

ENERGY SPECTRUM: AUGER vs TA 
•  a 10.4% rescaling factor is fully consistent with the different fluor. yield and Einv 
     (if TA uses Auger fluol. yeld & Einv à ΔE/E ≈ -9%) 
 
•  why the spectra are so different at the cut-off?  

•  astrophysics?  
•  and/or experimental effects? 

Auger + TA   Proceedings of UHECR2016   PoS (ICRC2017) 498  
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Auger 

TA Telescope Array & Auger 

•  common declination band à inter calibration, 
systematics, …, comparison of the energy spectra 

•  main goal: anisotropy with full sky coverage  

Dedicated conferences:  
 
1)  Nagoya (Japan) Dec 2010  
2)  CERN Feb 2012  
3)  Utah (USA) Oct 2014 
4)  Kyoto (Japan) Oct 2016 

next: Oct 2018  
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•  common declination band     -15.70 < δ < 250 
•  Auger has not a declination dependence 
•  TA: cut-off position in the common declination band closer to the Auger one (*) 

DECLINATION DEPENDENCE OF THE 
ENERGY SPECTRA 

Auger + TA   Proceedings of UHECR2016   PoS (ICRC2017) 498  

(*) common decl. band  log10(E2) = 19.59 e 19.56 for TA and Auger, respectively 22	



TA ‘hot spot’ 
S. Troitsky  
PoS (ICRC2017) 548 

250 around (α,δ) = (144.30, 40.30) 
143 events     E > 57 EeV 
Nobs =34      Nexp=13.5  

~ 3σ post-trial    

Hot spot  

19.07.2017 slide 11 of 17 TA anisotropy summary//ICRC2017 

Total events: 143   
Observed: 34 
Expected : 13.5 

Best circle center: RA=144.3o, Dec=+40.3o 

Best circle radius: 25o 

Local significance : 5 σ 
Global significance : 3 σ 

E>57 EeV   -  Years 1-9 excess map 

note: ‘hot spot’ outside the common 
declination band -15.70 < δ < 250 

Auger 
U. Cacciari  
PoS (ICRC2017) 484 

~ 3σ post-trial    

The Centaurus A region


4 

!  Compare the cumulative number of observed (nobs) events with the expected on average 
from isotropic simulations (nexp)  

!  Compute the cumulative binomial probability (P)  to measure nobs  given <nexp> 

!  Scan in parameters: 
     

 (degree)s
0 5 10 15 20 25 30

 (E
eV

)
thE
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-510

-410

-310

-210

-110

1 Largest excess

Eth = 58 EeV, Ψ = 15°

nobs = 19, nexp = 6.0

P ~ 1.1 × 10-5


(fraction of isotropic simulations  that   
 have a smaller probability under the   
 same scan) 

Post-trial probability 



~ 1.1 × 10-3 


Eth  in [40; 80] EeV in steps of 1 EeV 
Ψ   in [1°; 30°] in steps of 0.25° up to 5°, 1° for larger angles 

preliminary


Region of secondary 

minima above ~40 EeV 

Centaurus A 

AGN at 
only 3.4 

Mpc 
19 events      
E > 58 EeV 
Nobs = 19   Nexp= 6  

Anisotropies at intermediate scale 

23	



UHECR produced in gamma-ray sources 

9 

Best-fit parameters


Starburst Galaxies 

fani = 10%, Ψ  = 13° 
TS = 24.9           p-value 3.8 × 10-6 

Post-trial probability 





 4 × 10-5 ( ~ 3.9 σ)  




1-2σ contours  

(fraction of isotropic simulations  that   
 have a greater TS under the same energy scan) 

γ-ray detected AGNs 

fani = 7%, Ψ  = 7° 
TS = 15.2           p-value 5.1 × 10-4 

Post-trial probability 





 3 × 10-3 ( ~ 2.7 σ)  



preliminary


H0 : isotropy
H1 : (1− f )× isotropy+ f ×FluxMap(ψ)

TS = 2 ln H1

H0

⎛

⎝
⎜

⎞

⎠
⎟Likelihood ratio  

ψ

Anisotropies at intermediate scale - Auger U. Cacciari,  
PoS (ICRC2017) 484 

3.9 σ 2.7 σ

Active Galactic  
Nuclei 

•  17 AGNs from 2FHL Catalog (Fermi-LAT) with E > 50 GeV 
•  Φ(> 50 GeV) proxy of UHECR flux 
§  23 objects with Φ(> 1.4 GHz) from Fermi-LAT search list 
§  Φ(> 1.4 GHz) proxy of UHECR flux

Star-forming or  
Starburst Galaxies 

post-trial significances 24	
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harmonic analysis in right ascension 

modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting

The Pierre Auger Collaboration, Science 357, 1266–1270 (2017) 22 September 2017 3 of 5

Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8
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equatorial coordinates 

GC 

modulation > 8 EeV at 5.2 σ  

d = 6.5−0.9
+1.3%  αd,δd( ) = 1000,−240( )3d dipole > 8 EeV  
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with a similar analysis on azimuth angle: 

first 
time! 

25	



 

0.38

0.42

0.46

k
m

-2
 sr

-1
 y

r
-1

-90

90

180 -180

2MRS

5 EeV

2 EeV

EVIDENCE OF EXTRAGALACTIC ORIGIN OF UHECRs  
Auger, Science 57 (2017) 1266-1270 

galactic coordinates 

•  observed dipole lies ~1250 from GC 

•  infrared-detected galaxies in 2MRS catalog 
•  dipole lies ~ 550 from the expected one 
•  better agreement when the Galactic B is taken into account 

note: Z ~ 1.7 – 5 at 10 EeV 26	



ANISOTROPIES WITH FULL SKY COVERAGE 
anisotropy at ~1/l radians Higher order multipoles 

Auger 
+ TA 

O. Deligny 
PoS (ICRC2015) 395  

constraint 
on models? 

Di Matteo & Tyniakov 
arXiv:1706.02534   
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Auger + TA 2014
99.9% sensitivity

27	



MASS COMPOSITION - AUGER 

  14

X
max

 moments
(combining HeCo and FD-standard)
J. Bellido, PoS (ICRC2017) 522  

lightest composition at ~ 2 × 1018 eV  
heavier composition at lower and at higher energies 
narrower σ(Xmax) above  ~ 2 × 1018 eV  28	



  16

 lnA moments
(estimated using X

max
 moments,  for the method see JCAP 1302 (026), 2013)

MASS COMPOSITION - AUGER 

mass composition from Xmax distributions 

J. Bellido, PoS (ICRC2017) 522  

29	



  17

Composition fractions 
(obtained from fits to the X

max 
distributions)

17

•  largest proton fractions at ≈ 1018.3 eV 
•  above 1018.3 eV increasing fraction of He and N  
•  no Fe at almost all energies 

MASS COMPOSITION - AUGER 
J. Bellido, PoS (ICRC2017) 522  
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Xmax data 
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Telescope Array Composition Summary William Hanlon
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TA SD, QGSJET II-03
TA hybrid, QGSJET II-03

Figure 4: Mean atomic mass of data
measured using only the TA SD ar-
ray. This method requires a model
to compare the data to. Here QGSJet
II-03 is shown. The mean atomic
mass of the BR/LR hybrid data is
shown in comparison.

also consistent with a light composition as well (see Figure 1). For energies above 1019 eV though
TA’s exposure is rapidly decreasing, causing a possible depletion of events in the tails of the Xmax

distributions due to statistical undersampling.
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19

BR/LR Hybrid Data (A)
BR/LR Hybrid Data (B)
Stereo Data
MD Hybrid Data
QGSJet II-04 Proton
QGSJet II-04 Helium
QGSJet II-04 Nitrogen
QGSJet II-04 Iron

Preliminary

Figure 5: Comparison of four dif-
ferent measurements of Xmax using
TA data. The gray band are system-
atic uncertainties of 20.3 g/cm2 on
BR/LR hybrid reconstruction. Event
numbers of the BR/LR hybrid data
(A) all also shown.

The widths of the Xmax distributions, s(Xmax), of the different TA analyses is shown in Fig-
ure 6. The widths are also consistent with a light composition for 1018.2 < E < 1019.0 eV. The
widths of the distributions are shown only up to 1019 eV because TA statistics become too low
above that energy to accurately measure them. If deep Xmax tails are present in the true distribu-
tions, then high statistics are required to ensure s(Xmax) is not biased by undersampling. hXmaxi is
less susceptible to bias by the presence a few events in tails of the distribution. In the face of very
few total events in the entire distribution, even a couple of events in the tails may have a very large
effect on s(Xmax). For that reason, TA does not at this time have sufficient exposure in our Xmax

analyses to have confidence in the widths of our distributions above 1019 eV.

3. Conclusions

Telescope Array employs multiple analyses combining different components of the observa-
tory to perform high quality measurements Xmax of UHECRs. At least seven years of data have

6

  13

X
max

 moments TA Auger 

are the two measurements in agreement? 

J. Bellido, PoS (ICRC2017) 522  W. Hanlon, PoS (ICRC2017) 536  
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13

Xmax Shift versus Systematic Uncertainties

1)  simulate TA events according to the Auger 
composition 

2)  compare TA Xmax distributions: 
       data vs simulations  

consistency within 
the systematics 
V. De Souza PoS (ICRC2017) 522  32	

M. Unger PoS 
(ICRC2015) 307  

Auger 
vs TA 

they can’t be 
compared 

Auger: unbiased Xmax 
distributions 

TA: Xmax distributions folded 
with detector effects  
(maximize the statistics) 



SPECTRUM INTERPRETATION 

evidence of a mixed 
composition at the ankle  

correlation Xmax vs S(1000) 

ankle  5×1018 eV  
“dip” scenario requires 
extragal. protons (>85%)  

BUT 

cut-off  

combined fit spectrum and composition 

maximum rigidity (1) favored 
over photo-disintegration (2) 

ΦA ∝ fAE
−γ fcut (E,ZA,Rcut )

end of the spectrum due to 
propagation effects? 

BUT 

Auger, JCAP04 (2017) 038  

(1) 

(2) 

R. Aloisio &V. Berezinsky  arXiv1703.08671  

Auger, Phys Lett. B 762 (2016) 288  

G.Farrar & M.Unger , PoS (ICRC2015) 336513  others: 
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HADRONIC 
INTERACTIONS 

1019 1020

E/eV
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EPOS-LHC Mixed

showers inclined at large zenith angle 
muon excess ~ 30%-80% for mass 
composition from Xmax 

Auger, PRD 91 (2015) 032003  

S = RESEM + RhadRE
αShad

evidence of muon excess 
not sensitive to energy scale 
uncertainty 

rescaling factors to match the SD 
and FD signals (hybrid data) 

Auger, PRL 117 (2017) 192001 
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OTHER OBSERVABLES SENSITIVE TO MASS COMPOSITION 
Auger, PRD 90 (2014) 122005 

L.Collica (Auger) PoS (ICRC2015) 336 
Auger, PRD 92 (2015) 019903  Auger, PRD 93 (2016) 072006 

SD: Xµ
max  muons production 

depth  - ‘muons’ 
SD: (secθ)max  azimuthal 
asymmetry of rise time -   
‘e.m. + muons’ 

FD: Xmax - ‘e.m.’	

Hadronic interaction models fail to provide consistent interpretations of 
different observables 

35	



PHOTON LIMITS 

most of top-down models ruled-out 
 

start to constraint GZK photons 

FD: Xmax
 

SD: time spread, shower front curvature 

p γGZK →  p π 0

Auger,  
JCAP 04 (2017) 009 

and references 
therein 

36	



CR

CR

Time (ns)Time (ns)

O(800 g cm-2)        

“Young” shower
Broad pulse

“Old” shower
Narrow pulse

Si
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EM
)

Si
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al
 (V

EM
)

Look for deep neutrino showers

860 g cm-2
ATMOSPHERE

EARTH

�

Typical air shower

Xmax

3

Neutrino: Inclined air shower with broad component

NEUTRINO LIMITS 

Auger well suited 
for detecting 
cosmological 

neutrinos 

E. Zas PoS 
(ICRC2017) 972 

J. Alvarez-Muñiz 
 PoS (ICRC2017) 1111 

37	



 σp-air FROM FD 
NO ULTRARELATIVISTIC 

MONOPOLES IN AUGER FD DATA  R. Ulrich PoS (ICRC2015) 401 
R. Abbasi PoS (ICRC2015) 402 

Auger, Phys. Rev. D 94 (2016) 082002 

CORRELATIONS AMONG IceCube 
NEUTRINOS AND TA+AUGER CRs 

IceCube, Auger & TA  JCAP01 (2016) 037 

38	

NO NEUTRINOS (E>100 PeV) IN 
COINCIDENCE WITH GW IN 

AUGER SD DATA  

GW170817 

Auger Antares IceCube  arXiv:1710.05839 
E. Zas PoS (ICRC2017) 972 Auger, Phys. Rev. D 94, 122007 (2016)  

ApJL, 848:L12, 2017 
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FUTURE 
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Auger 	

Auger 	

•  accumulate exposure  
•  mass composition at the highest energies ? 
•  how to overcome the problem of the limited FD duty cycle ?   

  13

X
max

 moments



AUGER IN THE NEXT DECADE 

Auger upgrade  

scintillator  
faster electronic (120 MHz)  
 … 

Scintillator 3.8 m2 

WCD 

•  discriminate e.m. and muonic components 
 

•  mass sensitivity above the cut-off   
    (no sensitivity from FD)  

arXiv:1604.03637 

e.g. anisotropies for 
light primaries 

D. Martello,  PoS (ICRC17) 383 40	



TAx4       ~3000 km2 

SD: 507 scintillators  
1.2 km - 700 km2   

new 500 SD stations  
2.08 km spacing 

2 additional FDs in MD and BR 

J. Matthews,  PoS (ICRC17) 1096 
TA IN THE NEXT DECADE 

17 July 2017                                   J.N. Matthews                              35th ICRC, Busan, S.Korea 46
12

TA SD (~3000 km2):  Quadruple area
Approved in Japan 2015 
500 scintillator SDs
2.08 km spacing
3 yrs construction, first 173 SDs have 
arrived in Utah for final assembly, next 77 
SD to be prepared at Akeno Obs. (U.Tokyo) 
2017‐08 and shipped to Utah 

2 FD stations (12 HiRes Telescopes)  
Approved US NSF 2016
Telescopes/electronics being prepared at 
Univ. Utah
Site construction underway at the 
northern station. 

Get 19 TA‐equiv years of SD data by 2020
Get 16.3 (current) TA years of hybrid data

TAx4 Project

41	



Radio detection of EAS  

14

Comparison of array

(future) 

T. Heuge   
Phys. Rep. 620, 1-52 (2016)  

 

Askaryan effect 
25% of e- over e+ 

G. Askar ́yan,  
Soviet Phys. JETP 14, 441 (1962)  

~ 100 MHz 

42	

radio signals related to the em of the shower 
100% duty cycle  
no atmospheric attenuation, ... 
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S.B. et al, Nature 531, 70 (2016)

(ICRC 2015)

stat. uncertainty ~ 17 g/cm2 
Xmax syst. +14/-10 g/cm2 

E syst. 27% (LORA)

Results

6

Radio detection of EAS  

Reconstruction of Xmax
- based on fitting 2D radio profile (S.B et al., PRD 90 082003 (2014).

background: CORSIKA / CoREAS 
circles: data 
fit: 2D radio + 1D particle

for each shower a dedicated MC set is produced: 

Xmax reco: use quality-of-fit 
energy reco: from particles

3

 
 
Raphael Krause | RWTH Aachen University 

4 

Radio Energy Calibration 

�  zenith angle < 55° 

energy resolution 17% 

15.8 MeV 

�  LPDA stations 
�  coincidences with surface detector 

126 events 

Aab et al., PRL 116 241101 (2016) 
Aab et al., PRD 93 122005 (2016) 

Reconstruction of Xmax
- based on fitting 2D radio profile (S.B et al., PRD 90 082003 (2014).

background: CORSIKA / CoREAS 
circles: data 
fit: 2D radio + 1D particle

for each shower a dedicated MC set is produced: 

Xmax reco: use quality-of-fit 
energy reco: from particles

3

LOFAR 	

AERA (Auger) 	

many progresses and CR physics feasible 
•  Xmax from LOFAR 
•  energy estimation from AERA (Auger) 

main limitation: 
•  small footprint at ground à requires dense array of antennas 



GRAND (preliminary) projected sensitivity

44 NOTE: All limits & models per flavor. Differential ones converted to 1 decade in log10(E) 

Neutrino with radio detectors   
J. Alvarez-Muñiz  PoS (ICRC2017) 1111 

44	



Fluorescence radiation detection from space 

3 

JEM-EUSO Program 
 
EUSO-TA           (2013 -) 
 
EUSO-Balloon  (2014) 
 
EUSO-SPB1       (2017) 
 
MiniEUSO         (2018) 
 
EUSO-SPB2       (2021) 
 
K-EUSO              (2023) 

Also.. 
POEMMA (2025 +) 

EUSO-SPB1 

JEM-EUSO Program 
 
EUSO-TA            (2013 -)  
 
EUSO-Balloon    (2014)  
 
EUSO-SPB1        (2017) 
 
MiniEUSO          (2018) 
 
EUSO-SPB2       (2021) 
 
K-EUSO             (2023)  
 
also 
POEMMA          (2025 +) 

M. Casolino  PoS (ICRC2017) 370 45	



Fluorescence radiation detection from space 5. K-EUSO

M. Casolino  PoS (ICRC2017) 370 

K-Euso - ISS  
•  approved by Russian Space 

Agency  
•  it is a concrete mission at a 

fraction of the cost of JEM- EUSO  
 
uniform full sky coverage with large 
exposure Total and differential exposure

•Uniform response over 
both hemispheres

•Some (5%) disuniformity
due to clouds, continents 
and moon phase

K-EUSO baseline 
(Schmidt mirror 40 deg)

K-EUSO refractive (previous)

and moon phase
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OUTLOOK 
•  successful implementation of the hybrid technique (FD+SD) 

but still many open issues 
o  UHECRs are of extragalactic origin  
o  there is some level of anisotropy but what are the sources?  
o  UHECRs are not only protons. What is the mass composition 

at the cut-off? ankle and cut-off interpretation?  
o  hadronic interaction models? 

 

Ø  Auger and TA will take data in the next decade 
o  6000 km2 with full sky coverage	
o  mass sensitivity at the highest energies 
 

Ø  next generation experiments 
o  fluorescence detection from space  
o  current UHECRs observatories are the ideal place where to 

develop new detection techniques (radio …) 
 

Ø  new LHC data  
 

ANITA 

JEM-EUSO 47	



THANKS 
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•  common declination band     -15.70 < δ < 250 
•  account for the different shapes of the directional exposure 
 

à better agreement than in the full declination band 
à still some discrepancy that has to be due to experimental effects 
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COMPARISON OF THE ENERGY SPECTRA 
IN THE COMMON DECLINATION BAND 
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Test Statistic vs. Energy


8 

Mass composition model following   
JCAP 04 (2017) 38 for accounting  
CRs propagation 

Homogeneous distribution of sources  
EPOS-LHC, γ = 1 
log10(Rcut/V) = 18.68 
fH(%) = 0, fHe(%) = 67.3 , fN(%) = 28.1 
fSi(%) = 4.6, fFe(%) = 0   
 
  attenuation:  negligible impact on nearby objects (starburst) 











              more impact on distant objects (AGNs)


Starburst Galaxies

TS = 24.9, Eth =  39 EeV 

γ-ray detected AGNs

TS = 15.2, Eth =  60 EeV 

Swift-BAT AGNs 

TS = 19.9, Eth =  60 EeV 

Other scenarios  
also tested  

                          

Anisotropies at intermediate scale - Auger U. Cacciari,  
PoS (ICRC2017) 484 
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Search for Intermediate-scale UHECR AnisotropiesSearch for Intermediate-scale UHECR Anisotropies

f = 10%,  = 13�

pre-trial⇤ p-value: 4 ⇥ 10�6

post-trial⇤⇤ p-value: 4 ⇥ 10�5

post-trial⇤⇤ significance: 3.9�

f = 7%,  = 7�

pre-trial⇤ p-value: 5 ⇥ 10�4

post-trial⇤⇤ p-value: 3 ⇥ 10�3

post-trial⇤⇤ significance: 2.7�

starburst AGN

⇤ incl. f and  fit ⇤⇤penalization for energy scan only. N
cat

= 3, previous searches and hidden trials not accounted for.

preliminary

� 10�3

� 10�2

� 10�1

� 10�4

� 10�5

� 10�6
pre-trial

p
value

pr
el

im
in

ar
y

[21 of 30]

Anisotropies at intermediate scale - Auger U. Cacciari,  
PoS (ICRC2017) 484 

3.9 σ 2.7 σpost-trial significances 
(energy scan) 51	



OBSERVATION OF A LARGE SCALE ANISOTROPY 
Auger, Science 57 (2017) 1266-1270 

52	
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zenith angles, the array is not fully efficient at these
distances. To avoid a possible mass-composition bias
due to the different trigger probabilities for proton- and
iron-induced showers, events are only accepted if the
average expected SD trigger probability is larger than
95%. The probability is estimated for each event given
its energy, core location and zenith angle (cf. [75]). This cut
removes about 5% of events, mainly at low energies.

2. Xmax observed

It is required that the obtained Xmax is within the
observed profile range. Events where only the rising
and/or falling edge of the profile has been observed are
discarded, since in such cases the position of Xmax cannot
be reliably estimated. As can be seen in Table I, about 30%
of the events from the tails of the Xmax distribution are lost
due to the limited field of view of the FD telescopes.

3. Quality cuts

Faint showers with a poor Xmax resolution are rejected
based on the expected precision of the Xmax measurement,
σ̂, which is calculated in a semianalytic approach by
expanding the Gaisser-Hillas function around Xmax and
then using this linearized version to propagate the statistical
uncertainties of the number of photoelectrons at the PMT to
an uncertainty of Xmax. Only showers with σ̂ < 40 g=cm2

are accepted. Moreover, geometries for which the shower
light is expected to be observed at small angles with respect
to the shower axis are rejected. Such events exhibit a large
contribution of direct Cherenkov light that falls off expo-
nentially with the observation angle. Therefore, even small
uncertainties in the event geometry can change the recon-
structed profile by a large amount. We studied the behavior
of hXmaxi as a function of the minimum observation angle,
αmin, and found systematic deviations below αmin ¼ 20°,
which is therefore used as a lower limit on the allowed
viewing angle. About 80% of the events fulfill these quality
criteria.

4. Fiducial field of view

The aim of this selection is to minimize the influence of
the effective field of view on the Xmax distribution by
selecting only type (C) geometries (cf. Fig. 2).
The quality variables σ̂ and αmin are calculated for

different Xmax values in steps of 10 g=cm2 along the
shower axis within the geometrical field-of-view bounda-
ries. In that way, the effective slant-depth range for high-
quality showers can be exactly defined and it is given by the
interval in slant depth for which both σ̂ < 40 g=cm2 and
αmin > 20°. The shower is accepted if this interval is
sufficiently large to accommodate the bulk of the Xmax
distribution. The true Xmax distribution is unfortunately not

FIG. 2. Illustration of the influence of the FD field of view on the sampling of the Xmax distribution. The slant-depth axes in g=cm2 are
shown on the left panel for three different examples of event geometries (A), (B) and (C) with different ground distances R, zenith angle
θ and azimuthal angle ϕ. The FD field of view is indicated by the hatched area inside the dashed lines. Examples of correspondingly
truncated Xmax distributions are shown on the right panel together with their sum. For the purpose of this illustration, the same number
of events for each geometry has been assumed.

DEPTH OF MAXIMUM OF … . I. MEASUREMENTS AT … PHYSICAL REVIEW D 90, 122005 (2014)

122005-9

•  Auger:  cuts to obtain unbiased Xmax 
distributions 

•  TA: Xmax distributions folded with 
detector effects (maximize the statistics) 

Xmax distributions distorted by the 
FD field of view 

Xmax: Auger vs TA 



Calibrate SD mass estimator againts Xmax from FD 
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rise time in SD signals sensitive to 
mass composition  
 
but its interpretation is not 
consistent with the one from Xmax 
 
calibrate it against Xmax from FD 

rise of mass 
composition  

> 50 EeV 
seems to 

stop  
	

Auger arXiv:1710.07249 
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TA data compared to QGSJet-II.3 
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ΦA ∝ fAE
−γ fcut (E,ZA,Rcut )fit (fA,γ,Rcut) at sources  

SPECTRUM 
INTERPRETATION 
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Auger, JCAP04 (2017) 038  

predict the energy spectrum at Earth assuming that 
CRs are of extragalactic origin 

56	



T. Pierog, KIT - 20/26ICRC – Jul 2017

Interactions EM Signal Muon SignalComparisons

EAS with Re-tuned CR Models : X
max

40gr/cm2 

After LHC :

Sibyll shifted by ~+20 g/cm2

for other models about the same <X
max

> value at 1018 eV but

slope increased for QGSJETII

slope decreased for EPOS

very similar elongation rate (slope) for all models

70gr/cm2 

T. Pierog, KIT - 20/26ICRC – Jul 2017

Interactions EM Signal Muon SignalComparisons

EAS with Re-tuned CR Models : X
max

40gr/cm2 

After LHC :

Sibyll shifted by ~+20 g/cm2

for other models about the same <X
max

> value at 1018 eV but

slope increased for QGSJETII

slope decreased for EPOS

very similar elongation rate (slope) for all models

70gr/cm2 

pre LHC post LHC 

Xmax ~ λe ln (1− k)
2 ntot

×
E
A

⎛

⎝
⎜

⎞

⎠
⎟+λine

J. Matthews, Astropart. Phys. 22 (2005) 387 

elasticity cross 
section 

multiplicity 

generalized Heitler model 	HADRONIC 
INTERACTIONS 

T. Pierog PoS (ICRC2017) 1100  

predictions pre LHC post LHC 
<Xmax> ~ 70 g/cm2 ~ 40 g/cm2 
elongation rate different similar 
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T. Pierog, KIT - 23/26ICRC – Jul 2017

Interactions EM Signal Muon SignalComparisons

Muons at Ground

Muon production depends on all int. energies

Muon production dominated by pion interactions 
(LHC indirectly important)

Resonance and baryon production important

Post-LHC Models ~ agrees on numbers but with 
different production height (MPD) and spectrapre LHC post LHC 

HADRONIC 
INTERACTIONS 

T. Pierog PoS 
(ICRC2017) 
1100  
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Summary

• analysis of ⇡�-C data taken by NA61/SHINE

I measurements of the ⇡±, K±, p and p̄ spectra

I measurements of the ⇢0, ! and K0⇤ spectra⌥⌃ ⌅⇧unique measurements provided for future model tunning
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• phase space extrapolation based on

models Epos 1.99, EposLHC and Sibyll 2.3c
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R. Prado PoS (ICRC2017) 315  

ρ0 → π +π −
π 0 → γγ

π ± → µνµ
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HADRONIC 
INTERACTIONS 
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HADRONIC INTERACTIONS 

Auger hybrid events      
E ~ 1019 eV      θ < 600 

•  simulate showers matching FD data 
•  compare simulated signal at ground 

with SD data 

J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i
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> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
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+ γ log

( r
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) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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Expected events: 1 Jan 04 – 31 Mar 17

11EXCLUDED (> 90% CL), DISFAVORED (85% < CL < 90% ), ALLOWED

Expected cosmogenic νs with the  
Auger exposure E. Zas PoS 

(ICRC2017) 972 
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Constraints on Cosmogenic neutrinos 
from proton-dominated sources   

Constraints on Cosmogenic neutrinos from
proton-dominated sources

12
Above black line – excluded at 90% CL by IceCube (7 yrs of data) – PRL 2016
Above white line – excluded at 90% CL by Auger 2016 (8.4 yrs of full Auger) 

Auger data
Jan 04 – Mar 17
IceCube data
April 08 – May 15

Cosmogenic ν fluxes
depend on: 
•Redshift evolution of
sources ψ(z) ~ (1+z)m

(m evolution parameter)
•Maximum source
redshift zmax
•Spectral index α of UHECR 
flux at injection dN/dE ~ E−α

source evolution ~ (1+z)m 

maximum 
source 

distance 

Injection spectra dN/dE ~ E-α
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Reconstruction of Xmax
- based on fitting 2D radio profile (S.B et al., PRD 90 082003 (2014).

background: CORSIKA / CoREAS 
circles: data 
fit: 2D radio + 1D particle

for each shower a dedicated MC set is produced: 

Xmax reco: use quality-of-fit 
energy reco: from particles

3

Reconstruction of Xmax
- based on fitting 2D radio profile (S.B et al., PRD 90 082003 (2014).

background: CORSIKA / CoREAS 
circles: data 
fit: 2D radio + 1D particle

for each shower a dedicated MC set is produced: 

Xmax reco: use quality-of-fit 
energy reco: from particles
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3. Reconstruction

Figure 1: Left: event reconstruction. The small circles indicate LOFAR antenna positions (grouped in larger
circles) projected into the shower plane. Their color indicates the measured power of the radio pulse. The
background is the two-dimensional simulated radio power map. The fit quality is high when the colors inside
the circles blend into the background. Right: reconstruction of Xmax. Every data point corresponds to a single
simulated shower. Together they form the dedicated simulation set produced for this particular shower. The
reduced c2 of the fit is plotted against Xmax and a parabola is fitted to find the optimum Xmax . The inlay is a
zoomed-in version of the minimum of the curve demonstrating the its sharpness. Purple squares correspond
to iron showers and blue circles to proton showers.

The radio and particle profiles are fitted to the data simultaneously. The fit has four free
parameters: two for the shower core position and scaling parameters for both the radio and the
particle profiles. Inclusion of the particle data in the fit does not have much effect on the fitted core
position in practice. However, it acts as an additional consistency check and sets the energy scale.
The analysis presented here does not yet include the absolute calibration of the antennas [21] so
the scaling parameter for the radio power has an arbitrary value. In effect, the ratio of two scaling
parameters also has an arbitrary but constant value. The width of the distribution of this parameter
is a measure for the energy resolution of the reconstruction, which is 32%.

The reduced c2 of the fit is very sensitive to Xmax as is seen in Fig. 1. The minimum of
the c2-curve is found by fitting a parabola to the points near the lowest value. The curve is not
smooth because shower-to-shower fluctuations other than variations in Xmax . In order to obtain a
robust parabola fit, data points that have neighbours on both sides that have a lower c2-value are
excluded from the fit. Monte Carlo simulations have shown that this produces a significant increase
in Xmax resolution.

4. Results

The two main results from the first LOFAR composition analysis are shown in Fig. 2. The
left panel displays the LOFAR Xmax measurements in comparison with other experiments based

3

S.B. et al, Nature 531, 70 (2016)

(ICRC 2015)

stat. uncertainty ~ 17 g/cm2 
Xmax syst. +14/-10 g/cm2 

E syst. 27% (LORA)

Results

6

Xmax measured 
by LOFAR 

fit of the asymmetric l.d.f. 
 
200-450 antennas/event 
 
118 showers  
 
δXmax ~ 15 g/cm2 

δE ~ 27% (LORA) 
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