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Outline

jets (some definitions, concepts & new ideas)

various level of perturbative (bottleneck, techniques, status & update)

event shapes and resummation

not covered: all the rest (apologies)

2

This talk: 
20’+5’ ⇒ no complete overview of recent theory progress in QCD!

Instead: discuss some selected  topics

* Selected 
  1. because of the fair amount of recent progress
  2. as a reflection of knowledge and taste of the speaker

* 
➟ see talk by G. Altarelli
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Jets: true or false? 

3

Cones are IR 
unsafe!

IR unsafety affects 
jet cross-sections by 
less than 1%, so don’t 

need to care!

Jet area not well 
defined in kt: U.E. and 
pile-up subtraction 

too difficult!

kt collects 
too much soft 

radiation! 

The Cone 
is too 
rigid!

After all, if D=1.35 R 
Cone and kt are 

practically the same 
thing....

Cones has a 
well-defined 

circular area!

What 
about 
dark 

towers??



Recent progress in defining and understanding jets∗

Gavin P. Salam

LPTHE, CNRS UMR 7589; Université Pierre et Marie Curie (Paris VI);
Université Denis Diderot (Paris VII), 75252 Paris Cedex 05, France

This talk reviews some key developments that have occurred in jet find-
ing in the past couple of years, including: technical advances such as the
complete formulation of an infrared safe seedless cone algorithm and fast
computational approaches to the kt and Cambridge/Aachen algorithms,
together with universal methods for subtracting pileup; progress in un-
derstanding the sensitivity of jet algorithms to the underlying event and
hadronisation; and work that exploits our knowledge of QCD divergences
to better define and predict heavy-flavour jet cross sections.

1. Introduction

Jet algorithms provide a way of projecting away the multiparticle dy-
namics of an event so as to leave a simple quasi-partonic picture of the
underlying hard scattering. This projection is however fundamentally am-
biguous, reflecting the divergent and quantum mechanical nature of QCD.
Consequently, jet physics is a rich subject.

Key developments in the history of jet finding have often been spurred
by advances in experimental sophistication, and in this vein, the upcoming
startup of the LHC provides a motivation for reexamining the technology
at our disposal.

To appreciate what changes at LHC, consider the physics scales and
processes at play: in addition to having the electroweak (∼ 100 GeV) and
hadronisation (0.5 GeV) scales familiar at LEP and HERA, and an un-
derlying event (∼ 10 GeV) 2–4 times larger than the Tevatron’s, the LHC
will routinely probe multi-jet events of unprecedented complexity (think
tt̄H → 8 jets), it will suffer from huge pileup (∼ 100 GeV of pt per unit
rapidity), and it may well discover new-particle cascades that mix the TeV
scale and electroweak scales. That’s vastly more to disentangle than ever

∗ Presented at the 37th International Symposium on Multiparticle Dynamics, Berkeley,
USA, August 2007
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Jet algorithms
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Jet algorithms
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Cone type
(UA1,JetCLU, Midpoint, 

SISCone..)

Sequential
 (kt-type, Jade, Cambridge/

Aachen...)
⤷⤶

top down approach:
cluster particles 
according to distance 
in coordinate-space

bottom up approach: 
cluster particles 
according to distance 
in momentum-space

Jet algorithms

[Salam, ISMD-proc’07]
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Easier said than done?
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(7) = -m(tanti/Z))) and azimuth (4) (CDF, UAI, DO, UA2). B is the polar 

angle with respect to the beamline. The (~,c5) metric has the virtue of tak- 

ing into account the Lorentz boosts of jet systems, and is an integral part of 

most new calorimeter designs [5] [6]. 

Several important properties that should be met by a jet definition are 

[31: 

1. Simple to implement in an experimental analysis; 

2. Simple to implement in the theoretical calculation; 

3. Defined at any order of perturbation theory; 

4. Yields finite cross section at any order of perturbation theory; 

5. Yields a cross section that is relatively insensitive to hadronization. 

We have studied various jet cluster definitions and have reached an agree- 

ment on a standard definition. As a starting point for experimental data, it is 

assumed that a cluster of energy has been identified in a segmented calorime- 

ter. The theoretical starting point is that partons have been identified with 

some separation in the 7 - 4 metric. 

We propose to use a standard jet definition using cones in n-4 space. This 

has the advantage that it is related to the prescription for handling radiation 

in QCD introduced by Sterman and Weinberg [7]. The cone algorithms in 

pp collisions were first explored by the UAl collaboration [S]. This technique 

is to be contrasted to nearest neighbor algorithms where clusters are formed 

from contiguous towers above some energy threshold. Clusters are defined ss 

separate if some local minimum can be found between peaks of energy [9]. 

A cone of a radius R. is used to define the energy associated with the jet. 

Calorimeter cells or partons have a distance from the jet center defined by the 

radius R G (+i - &.)s + (vi - q,,)‘, where 4. and 71~ represent the center of 

the cone and 4i and vi are the coordinates of the parton or the center of the 

calorimeter tower. Either partons or the energy found in calorimeter towers 

are associated with the jet if they lie inside the cone, that is, R 5 R,,. 

There is no precise guidance for the choice of the value of R., but studies 

involving the simulation of jet fragmentation at transverse energies in excess 

of 20 GeV indicate that values between 0.4 and 1.0 yield results where the 
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Snowmass accord Other desirable properties: 

- flexibility 
- transparency 
- few parameters
- fast algorithm
- jet flavour ∼ flavour of 

origination hard parton
- ...
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Easier said than done?
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Despite this:

‣cone algorithms used at Tevatron are IR unsafe

‣often additional parameters or patches to fix IR unsafety

‣some theory/exp. comparison carried out with different algorithms

‣no systematic study of hadronization effects/U.E.
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Figure 1: Configuration illustrating one of the IR unsafety problems of the midpoint jet
algorithm (R = 1); (a) the stable cones (ellipses) found in the midpoint algorithm; (b)
with the addition of an arbitrarily soft seed particle (red wavy line) an extra stable cone
is found.

these two stable cones, at y ! 1.247R, one iterates back to the stable cone at y ! 0.194R,
therefore the stable cone at y = 1.53R is never found. The result is that particles 1 and 2
are in one jet, and particle 3 in another, fig.1a.

If additionally a soft particle (4) is present to act as a seed near y = 1.53R, fig.1b, then
the stable cone there is found from the iterative procedure. In this case we have three
overlapping stable cones, with hard-particle content 1 + 2, 2 + 3 and 3. What happens
next depends on the precise splitting and merging procedure that is adopted. Using that
of [6] then for f < 0.55 the jets are merged into a single large jet 1 + 2 + 3, otherwise they
are split into 1 and 2 + 3. Either way the jets are different from those obtained without
the extra soft seed particle, meaning that the procedure is infrared unsafe. In contrast, a
seedless approach would have found the three stable cones independently of the presence
of the soft particle and so would have given identical sets of jets.

The infrared divergence arises for configurations with 3 hard particles in a common
neighbourhood plus one soft one (and a further hard electroweak boson or QCD parton
to balance momentum). Quantities where it will be seen include the NLO contribution
to the heavy-jet mass in W/Z+2-jet (or 3-jet) events, the NNLO contribution to the
W/Z+2-jet cross section or the 3-jet cross section, or alternatively at NNNLO in the
inclusive jet cross section. The problem might therefore initially seem remote, since the
theoretical state of the art is far from calculations of any of these quantities. However
one should recall that infrared safety at all orders is a prerequisite if the perturbation
series is to make sense at all. If one takes the specific example of the Z+2-jet cross
section (measured in [10]) then the NNLO divergent piece would be regulated physically
by confinement at the non-perturbative scale ΛQCD, and would give a contribution of order
αEWα4

s ln pt/ΛQCD. Since αs(pt) ln pt/ΛQCD ∼ 1, this divergent NNLO contribution will be
of the same order as the NLO piece αEWα3

s. Therefore the NLO calculation has little formal
meaning for the midpoint algorithm, since contributions involving yet higher powers of αs

7

Théorie des jets (p. 25)

Mainstream jet algorithms

Cone
Iterative cone problems

! What are the starting points for iteration?
! Start with hardest particle as seed: collinear unsafe
! Use all particles: extra soft one → new solution

Iterative cone finding plagued by IR and collinear unsafety problems

Among consequences of IR unsafety:

Last meaningful order
It. cone MidPoint

Inclusive jets LO NLO
W /Z + 1 jet LO NLO
3 jets none LO
W /Z + 2 jets none LO
mjet in 2j + X none none

NB: $30− 50M investment in NLO

Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

Infrared unsafety of seeded cone algorithms

6

3 h ⇒ 2 stable cones 3 h + 1 s  ⇒ 3 stable cones

 Soft emission changes the structure of the jets ⇒ algorithm is IR unsafe

IR-safety more 
important at the LHC

* e.g.: observed discrepancy between IR safe/unsafe only O(1%) because in inclusive 
case the violation appears first at relative O(    ), in other cases it will be a O(1)  

* 

α2
s

➟
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Seedless cone algorithm

7

Seedless algorithm: consider all possible enclosures of the N particles 
in the event. IR safe, but clustering time growths as N⋅2N , i.e. 100 
particles: 1017 years ⇒ prohibitive beyond  PT (N∼4,5,...).

[Blazey at al.’00]
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(a) (b) (c) (d)

Figure 3: (a) Some initial circular enclosure; (b) moving the circle in a random direction
until some enclosed or external point touches the edge of the circle; (c) pivoting the circle
around the edge point until a second point touches the edge; (d) all circles defined by pairs
of edge points leading to the same circular enclosure.

4.2 The two-dimensional case

4.2.1 General approach

The solution to the full problem can be seen as a 2-dimensional generalisation of the
above procedure.6 The key idea is again that of trying to identify all distinct circular
enclosures, which we also call distinct cones (by ‘distinct’ we mean having a different point
content), and testing the stability of each one. In the one-dimensional example there was a
single degree of freedom in specifying the position of the segment and all distinct segment
enclosures could be obtained by considering all segments with an extremity defined by a
point in the set. In 2 dimensions there are two degrees of freedom in specifying the position
of a circle, and as we shall see, the solution to finding all distinct circular enclosures will
be to examine all circles whose circumference lies on a pair of points from the set.

To see in detail how one reaches this conclusion, it is useful to examine fig. 3. Box (a)
shows a circle enclosing two points, the (red) crosses. Suppose, in analogy with fig. 2 that
one wishes to slide the circle until its point content changes. One might choose a direction
at random and after moving a certain distance, the circle’s edge will hit some point in the
plane, box (b), signalling that the point content is about to change. In the 1-dimensional
case a single point, together with a binary orientation (taking it to be the left or right-hand
point) were sufficient to characterise the segment enclosure. However in the 2-dimensional
case one may orient the circle in an infinite number of ways. We can therefore pivot the
circle around the boundary point. As one does this, at some point a second point will then
touch the boundary of the circle, box (c).

The importance of fig. 3 is that it illustrates that for each and every enclosure, one
can always move the corresponding circle (without changing the enclosure contents) into
a position where two points lie on its boundary.7 Conversely, if one considers each circle

6We illustrate the planar problem rather than the cylindrical one since for R < π/2 the latter is a
trivial generalisation of the former.

7There are two minor exceptions to this: (a) for any point separated from all others by more than 2R,
the circle containing it can never have more than that one point on its edge — any such point forms a
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SISCone: recast the problem as a computational geometry problem, 
the identification of all distinct circular enclosures for points in 2D and 
find a solution to that (+ minor fixes) ⇒ N2 ln N time IR safe algorithm  ismd-salam-jets-v3 printed on December 27, 2007 3
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Fig. 1. Left: IR safety failure rate for a range of jet algorithms in artificial events
with between 2 and 10 hard particles (for details, see [4]). Right: speeds of various
algorithms as a function of the particle multiplicity N .

The design of an IRC safe cone algorithm starts with the observation
that you should find all stable cones [2]. Ref. [3] showed how, for a handful
of particles (in N2N time, i.e. 1017 years for N = 100). Recently, Ref. [4]
reduced that to a more manageable N2 ln N . The trick was to recast it
as a computational geometry problem, i.e. the identification of all distinct
circular enclosures for points in 2D, and to find a (previously unknown)
solution to that. Together with a few other minor fixes, this has led to the
first ever IRC safe jet algorithm, SISCone (cf. left plot of fig. 1).

Sequential recombination algorithms (SRAs), such as kt [5], take a
bottom-up approach to creating jets, successively merging the closest pair
of objects in an event until all are sufficiently well separated. They work
because of relations between the distance measures that are used and the
divergences of QCD. Their attractions include their conceptual simplicity,
as well as the hierarchical structure they ascribe to an event, and they were
ubiquitous at LEP and HERA.

There had been two major issues for SRAs in pp collisions: they used
to be slow (∼ N3 time to cluster N particles, i.e. 1 minute for N = 4000)
and the shape of the resulting jets was unknown and irregular, which com-
plicated pileup subtraction. Recently the speed issue was solved [6] by
observing a connection with computational geometry problems: e.g. the kt

algorithm factorises into a priority queue and the problem of constructing
a nearest-neighbour-graph in 2D and maintaining it under point changes
(solved in [7]). Asymptotically, run times are now N ln N , and in practice
∼ 20ms for N = 4000. That’s better even than a fast (but very IR unsafe)
iterative cone algorithm such as CDF’s JetClu (cf. right-plot of fig. 1).

The problem of the unknown shape of SRA jets has also been solved, by
the simple expedient of adding very many infinitely soft “ghost” particles [8].

[Salam, Soyez ’07]

http://projects.hepforge.org/siscone/

http://www.lpthe.jussieu.fr/~salam/fastjet
http://www.lpthe.jussieu.fr/~salam/fastjet
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Figure 5: Time to cluster N particles, as a function of N , for various algorithms, with
R = 0.7 and f = 0.5, on a 3.4GHz Pentium r© IV processor. For the CDF midpoint
algorithm, s is the threshold transverse momentum above which particles are used as
seeds.

algorithm are similar to those for the kt algorithm.

5.3 Rsep: an inexistent problem

Suppose we have two partons separated by ∆R and with transverse momenta pt1 and pt2

(pt1 > pt2). Both partons end up in the same jet if the cone containing both is stable, i.e.
if

∆R

R
< 1 + z , z =

pt2

pt1
, (3)

where the result is exact for small R or with pt-scheme recombination. Equivalently one
can write the probability for two partons to be clustered into a single jet as

P2→1(∆R, z) = Θ

(

1 + z −
∆R

R

)

. (4)

The limit on ∆R/R ranges from 1 for z = 0 to 2 for z = 1. This z-dependent limit is the
main low-order perturbative difference between the cone algorithm and inclusive versions
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http://www.lpthe.jussieu.fr/~salam/fastjet/
Jets @LH (G. Salam, LPTHE) (p. 12)

Status and plans Jet areas – visualised

[Cacciari, Salam ’07]
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Jet 〈δpt〉 given by product of dependence on
scale colour factor R

√
s

perturbative radiation ∼ αs(pt)
π

pt Ci lnR + O (1) –

hadronisation Λh Ci −1/R + O (R) –
underlying event ΛUE – R2/2 + O

(

R4
)

sω

Table 1. Summary of the main physical effects that contribute to the average
difference 〈δpt〉 between the transverse momentum of a jet and its parent parton
(for small R). Λh & 0.35 − 0.4 GeV based on e+e− event-shape studies [14],

ΛUEsω & 4 GeV ·
(

s/(2 TeV)2
)0.25

[13].

based on the results in table 1.

While to a first approximation the effects shown in table 1 are inde-
pendent of the specific jet algorithm, more refined studies, for jet areas [8],
do highlight differences between algorithms, but not always as one would
expect. For example, with heavy pileup, the kt algorithm, often labelled a
vacuum cleaner, actually has an average area quite close to πR2 (essentially
because pileup is not vacuum); cone algorithms are widely assumed to have
an area πR2, but modern versions with split-merge steps (e.g. SISCone)
actually turn out not to be quite conical, having an area ∼ πR2/2. This
small area is part of the reason why they work well in noisy environments.
This has important implications for strategies that assume an area of πR2

in correcting for pileup with cone-type algorithms.
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Fig. 4. b-jet fraction at LHC and scale
dependence, with flavour-kt jets [15].

Perhaps the most striking exam-
ple to date where a better understand-
ing of clustering dynamics can lead
to improved algorithms concerns jet
flavour. This concept is often taken for
granted (over 350 articles’ titles contain
the words ‘quark jet’ or ‘gluon jet’), but
it turns out that even in algorithms for
which the jet momenta are IRC safe,
the flavour is subject to contamination
by large-angle g → qq̄ splitting of a soft
gluon, where the q and q̄ then enter sep-
arate jets. A simple modification [16]
of the distance measure in the kt algo-
rithm can solve the problem and make
the flavour IRC safe. A key advantage of the resulting IRC safe “flavour-
kt” algorithm emerges when talking about heavy-flavour jet cross sections.
With unsafe definitions, higher orders involve powers of large logarithms
ln pt/mb, giving large NLO scale uncertainties. With the IRC safe defini-
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Different effects on the transverse momentum of jets: 

⇒ Different R dependence:
a) disentagle different effects
b) choose an optimal R 
minimizing some (or all) 
effects 

4 ismd-salam-jets-v3 printed on December 27, 2007

 0

 0.01

 0.02

          

 40  60  80  100  120  140  160  180  200  220

1/
N

 d
N

/d
m

 [G
eV

-1
]

 

kt, R=0.4

LHC, high lumiW
top

no pileup

no pileup, sub

 0

 0.01

 0.02

40 60 80 100 120 140 160 180 200 220

          

1/
N

 d
N

/d
m

 [G
eV

-1
]

reconstructed W / top mass [GeV]

SISCone, R=0.4, f=0.5

W
top

pileup

pileup, sub

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

-50  0  50  100  150

1/
n co

ll 
d 

n je
ts

 / 
d 

P
t [

G
eV

-1
]

Pt [GeV]

LHC, Pb Pb, !s = 5.5 TeV

Hydjet, dNch/dy = 1600

|y| < 5

scaled pp

raw Pb-Pb

after subtraction

kt, R=0.4

Fig. 2. Left: hadronic W and top mass peaks with pileup subtraction in high-
luminosity semi-leptonic tt̄ events at LHC. Right: inclusive jet spectrum in LHC
PbPb events before and after background subtraction. Adapted from [9], simula-
tions used Pythia [11] and Hydjet [12].

These serve to fill in all empty space in the event and so give a well-defined
boundary and total area to each jet. Subtracting a correction proportional
to that area works rather well for removing pileup [9] and can even be
applied to the extremely noisy environment of LHC Pb Pb collisions (fig. 2).
This progress, together with the the recent successful measurement of the
inclusive jet spectrum by CDF with the kt algorithm [10], means that all
objections raised in the past about SRAs are now essentially resolved.

3. Understanding and improving jet algorithms
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Fig. 3. Simple estimate for optimal
R as a function of jet pt, collider
and initiating parton.

Once you have a set of safe, fast al-
gorithms (all conveniently packaged in
FastJet [6]), you can start trying to
understand their physics behaviour. A
simple question, for example, is that of
how hadronisation and the underly-
ing event (UE) modify a jet’s transverse
momentum. The situation is summarised
in table 1 [13], whose results are essen-
tially common to all jet algorithms with
a radius parameter R. The distinct R-
dependence for each effect may provide a
way of disentangling them experimentally.
It also implies an optimal R (minimising
the sum of squares of effects) that varies
significantly with the jet initiator’s colour and pt, as illustrated in fig. 3,

Take advantage of flexibility offered by modern jet tools: 
make flexible choices of jet-definitions and parameters!

Dependence of jet 〈δpt〉 on

‘partonic’ pt colour factor R
√

s

perturbative radiation ∼ αs(pt) pt Ci ln R + O (1) –

hadronization – Ci −1/R + O (R) –

underlying event – – R2 + O
(

R4
)

sω

Table 1: Summary of the main physical effects that contribute to the relation between the trans-
verse momentum of a jet and that of a parton, together with their dependence on the properties
of the parton, the jet radius R and collider centre of mass energy. Cases labelled “–” do not
have any dependence on the corresponding variable in a leading approximation, but may develop
anomalous-dimension type dependences at higher orders.

data (such as the inclusive jet spectrum) with high-order perturbative QCD calculations,

and attempt to deduce information about fundamentals of QCD or the electroweak the-

ory. In the first case, one seeks to extract the cleanest possible kinematic structures, and

therefore one should minimise both perturbative and non-perturbative modifications of a

jet pt; in the second case, one presumes that the perturbative loss is calculated with good

precision for typical ranges of R, and one wishes to minimise the two non-perturbative

contributions, since they cannot be precisely computed from first principles.
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UE we have used the full R dependence and set ΛUE = 4 GeV.

When considering how well one can reconstruct kinematic structures such as mass

peaks, one needs to know the dispersion due to both perturbative and non-perturbative

effects, as well as any non-trivial correlations between them. Although this goes beyond

the scope of what has been calculated in this paper, some basic quantitative information

can nonetheless be obtained, by arguing that the dispersion on a jet pt (and therefore on
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Figure 2: Top: K-factor for inclusive b-jet spectrum as computed with MCFM [10], clus-
tering particles into jets using the kt jet-algorithm [9] with R=0.7, and selecting jets in the
central rapidity region (|y| < 0.7). Middle: scale dependence obtained by simultaneously
varying the renormalisation and factorisation scales by a factor two around pt, the trans-
verse momentum of the hardest jet in the event. Bottom: breakdown of the Herwig [11]
inclusive b-jet spectrum into the three major hard underlying channels cross sections (for
simplicity the small bb → bb is not shown).

fig. 2. Its top panels show the K-factor (NLO/LO) as obtained with MCFM for the
Tevatron Run II (pp̄,

√
s = 1.96 TeV, left) and for the LHC (pp,

√
s = 14 TeV, right).1

The fact that the K-factor is considerably larger than one indicates that the perturbative
series is very poorly convergent, and implies that the NLO result cannot be an accurate
approximation to the full result. It is for this reason that the scale dependence (middle
panels) is large. One might think that a calculation with MC@NLO [12] should do better,
since it includes both NLO and all-order resummed logarithmically enhanced terms. This
turns out not to be the case, as can be seen from its persistently large scale dependence.2

Essentially, while MC@NLO contains a good matching between the NLO b-production

1Fig. 1 has been obtained using a midpoint type [6] cone algorithm, however given the recent discover-
ies [7, 8] of infrared safety issues in midpoint cone algorithms, we prefer to illustrate our arguments with
an inclusive kt-algorithm [9]. In practice, we expect most features of the figure to be insensitive to the
choice of algorithm, for example also with an infrared safe cone-type algorithm such as SISCone [8].

2Poor numerical convergence prevented us from presenting the scale dependence for MC@NLO at the
LHC. Note also that no K-factor has been shown for MC@NLO because the LO result is not unambiguously
defined.
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Tevatron Run II (pp̄,

√
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√
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The fact that the K-factor is considerably larger than one indicates that the perturbative
series is very poorly convergent, and implies that the NLO result cannot be an accurate
approximation to the full result. It is for this reason that the scale dependence (middle
panels) is large. One might think that a calculation with MC@NLO [12] should do better,
since it includes both NLO and all-order resummed logarithmically enhanced terms. This
turns out not to be the case, as can be seen from its persistently large scale dependence.2

Essentially, while MC@NLO contains a good matching between the NLO b-production

1Fig. 1 has been obtained using a midpoint type [6] cone algorithm, however given the recent discover-
ies [7, 8] of infrared safety issues in midpoint cone algorithms, we prefer to illustrate our arguments with
an inclusive kt-algorithm [9]. In practice, we expect most features of the figure to be insensitive to the
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Heavy flavoured jets
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[CDF-note 8418]

b-jet ≡ any jet 
containing at 
least a b-quark 

 ⇒ NLO calculation (MC@NLO) has 

∼40-60% theoretical uncertainty 

MCFM ‣LO (FC) < NLO (FEX+GSP)

‣higher orders enhanced by 
log(mb/pt)

‣despite mb     pt need massive 
calculation
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Figure 3: Inclusive jet spectrum at the Tevatron (right) and at the LHC (left). The top
two panels show results for both b-jets and all-jets, while the lower three panels apply only
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3 Results

In Fig. 3 we present the inclusive b-jet pt-spectrum as obtained with the flavour algorithm
specified above. We have used the jet-algorithm parameters α = 1, and R = 0.7, the latter
having been shown to limit corrections associated with the non-perturbative underlying
event [5]. The left (right) column of the figure shows results for the Tevatron run II (LHC).
We have selected only those jets with rapidity |y| < 0.7. We also show the full inclusive
jet spectrum (all jets) as obtained with a standard inclusive kt-algorithm with R = 0.7.

The spectra have been calculated using NLOJET [19]. The publicly available version
sums over the flavour of outgoing partons. We therefore had to extend it so as to have access
to the flavour of both incoming and outgoing partons. We fixed the default renormalisation
and the factorisation scales to be Pt, the transverse momentum of the hardest jet in the
event and chose as a default PDF set CTEQ61m [20]. We also used the a posteriori PDF
library (APPL) of [21], together with the HOPPET [22] and LHAPDF [23] packages to
allow us to vary scales and PDF sets after the NLOJET Monte Carlo integration.

The figure shows the inclusive jet spectrum at LO (blue, dashed) and at NLO (red,
solid) for all jets and for b-jets. The b-jet cross section is always a few percent of the
light jet one. The K-factor, the ratio of NLO over LO cross-section is shown below and is
similar (between 1.15 and 1.4) for light and b-jets, both at the Tevatron and at the LHC.
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and the factorisation scales to be Pt, the transverse momentum of the hardest jet in the
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allow us to vary scales and PDF sets after the NLOJET Monte Carlo integration.
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Flavour jet-algorithm

11

Flavour kt-distance measure:

Reflects different (q,g) divergences of QCD 
⇒ undo splittings occurred in the branching 

1. jet with   and    = gluon jet 
(not trivial experimentally)

2. resum FEX logs in p-PDFs 
(collinear factorization)

1. + 2. ⇒ no large logs left take mb=0 limit

➥ As a result: th. uncertainty goes down
     from 40-60% to 10-20% (~ light jets)

b b

[Banfi et al. ’07]
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Perturbative: various levels of approximations

12

Parton showers (Ariadne, Herwig, Pythia,...)

LO matrix elements (ALPGEN, Madgraph...)

LO matrix elements + parton shower (ALPGEN, Madgraph...)

NLO matrix elements (MCFM, NLOjet,...)

NLO matrix elements + parton shower  (MC@NLO, POWHEG)

NNLO matrix elements (e.g. Higgs, DY, ee → 3jets)
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Performance of LO techniques

Helicity amplitudes & LO recursions→ BG           [Berends, Giele ’88]

from twistors: onshell-recursion / MHV vertices → BCF / CSW
[Britto, Cachazo, Feng ’04, Cachazo, Svrcek, Witten ‘04] 

other methods [HELAS, ALPHA, HELAC...]
[Hagiwara et al.’92, Caravaglios & M. Moretti ‘95; Kanaki & Papadopoulos’00]

☛ Various automated methods: limiting factor is computer time 

13
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Pure gluon amplitudes (theorists favourite playground):

CO: Color Ordered (partial)
CD: Color Dressed (full)

➡BCF/CSW: compact, but 
factorial growth 

➡BG: power-like algorithm 
→ much faster at large n 0.1
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[Duhr et al. ‘06]
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LO matrix elements + parton shower

14

Procedures:

‣CKKW: separate ME&PS domain using  a clustering variable

‣MLM: match parton to jet, no modification to the shower (simple)

‣others (CKKW-L, Pseudo-shower...)

Comparison among different ME generators
(Alwall etal, Jul.07): compare Alpgen,Ariadne,Helac,MadEvent,Sherpa

W + n jets, jet ET spectra
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THE MESSAGE:
good agreement among different ME implementation, in spite of different
matching prescriptions (CKKW, MLM, and others)

30

➡ reasonable good agreement
➡ systematics at Tevatron ∼ LHC
☛ tune codes to Tevatron and 
give consistent predictions for LHC

[Catani et al. ’01]

[Mangano ’02]

[Alwall et al. ’07]

Matching: improve ME in soft-collinear regions (using Sudakov) and 
parton shower at large angles (using ME)

⇒ Different showers, ME and 
     matching procedures
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ME + parton shower: back to basics

15

Similar study in simplest environment e+e- → qq at Z pole 

[Lavesson & Lonnblad ’07]

Aim: check whether various schemes meet their goals
NB: correct answer known (reweight hardest emission of the PS)  
Outcome: various problems, e.g. 
‣ inconsistent results with SHERPA 
‣ problems with CKKM and 

virtuality ordered shower
‣ poor cancellation of merging-

scale & fudge factor in pseudo-
shower
‣MLM: no convergence lowering 

ME cutoff

Conclusion: extra parameters need to be tuned (different for different 
processes, scales, observables?)  ⇒ predictability of models reduced

MLM
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Why NLO?

LO predictions only qualitative, due to poor convergence of 
perturbative expansion (         0.1) ⇒ NLO can be 30-100% ! 

16

αs ∼
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first prediction of normalization of cross-sections is at NLO

reduce dependence from unphysical scales

more physics at NLO 

‣ resolve structure of jets 
‣more species of incoming partons enter at NLO 
‣ initial state radiation effects

first step for matching with other resummed calculations, e.g. for 
NLO parton showers

16

αs ∼

⇒ gain confidence that cross sections are
    under control for precision measurements



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

LHC example: SUSY search 

17

SUSY signature: missing ET + jets   

[Gianotti&Mangano’05]

Meff = ET,Mis +
4∑

j=1

ET,j
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LHC example: SUSY search 

17

SUSY signature: missing ET + jets   

SM background from Z+jets 

Early ATLAS TDR used pythia 
(parton shower) ⇒ overly optimistic

[Gianotti&Mangano’05]

Meff = ET,Mis +
4∑

j=1

ET,j

ALPGEN includes full matrix elements  
much better than pythia

But ALPGEN is LO only ⇒ potentially 
large NLO corrections

What would a disagreement with 
ALPGEN mean ???

⇒ need Z+4 jets at NLO
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NLO: elements of the calculation & status 

18

An N-particle NLO calculation requires:



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

NLO: elements of the calculation & status 

18

tree graph rates with N+1 partons 
➔ soft/collinear divergences 

An N-particle NLO calculation requires:



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

NLO: elements of the calculation & status 

18

tree graph rates with N+1 partons 
➔ soft/collinear divergences 

An N-particle NLO calculation requires:

virtual correction to N-leg process 
➔ divergence from loop integration 



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

NLO: elements of the calculation & status 

18

set of subtraction terms  

tree graph rates with N+1 partons 
➔ soft/collinear divergences 

An N-particle NLO calculation requires:

virtual correction to N-leg process 
➔ divergence from loop integration 



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

NLO: elements of the calculation & status 

18

tree graph rates with N+1 partons 
➔ soft/collinear divergences 

set of subtraction terms  

An N-particle NLO calculation requires:

virtual correction to N-leg process 
➔ divergence from loop integration 

bottleneck



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

NLO: elements of the calculation & status 

18

tree graph rates with N+1 partons 
➔ soft/collinear divergences 

set of subtraction terms  

An N-particle NLO calculation requires:

virtual correction to N-leg process 
➔ divergence from loop integration 

bottleneck

2⇒2: well established in SM and MSSM

2⇒3: some SM processes known, some missing

2⇒4: NO NLO CALCULATION FOR THE LHC EXISTS 

Status:



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

NLO: elements of the calculation & status 

18

tree graph rates with N+1 partons 
➔ soft/collinear divergences 

set of subtraction terms  

An N-particle NLO calculation requires:

virtual correction to N-leg process 
➔ divergence from loop integration 

bottleneck

2⇒2: well established in SM and MSSM

2⇒3: some SM processes known, some missing

2⇒4: NO NLO CALCULATION FOR THE LHC EXISTS 

Status:

Problem as most new-physics signatures involve high multiplicity 
final states ⇒ huge effort devoted to NLO multi-leg calculations



Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

Techniques at NLO 
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Traditionally: Feynman diagrams, agonizing pain for each calculation. 
NLO programs available at: http://www.cedar.ac.uk./hepcode

http://www.lpthe.jussieu.fr/~salam/fastjet
http://www.lpthe.jussieu.fr/~salam/fastjet
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[ ... ]

Analytic approaches : get result without doing integrations
helicity amplitudes, twistors, supersymmetric decompositions, on-shell methods, 
unitarity, cut-constructability, triple and quadrupole cuts, recursion relations, MHV-
vertices, onshell recursive bootstrap....
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Analytic approaches : get result without doing integrations
helicity amplitudes, twistors, supersymmetric decompositions, on-shell methods, 
unitarity, cut-constructability, triple and quadrupole cuts, recursion relations, MHV-
vertices, onshell recursive bootstrap....

[ ... ]

Numerical approaches: let the computer do the work for you
helicity amplitudes, tensor decomposition, recursion relations, reduction to master 
integrals, sector decomposition, integration by parts ...

Recently: merge & get the best out of the two, examples:
‘Numerical unitarity formalism for evaluating one-loop amplitudes’
‘Full one-loop amplitudes from tree amplitudes’ 

[Ellis, Giele, Kunszt ’07; Giele, Kunszt, Melnikov ‘08]
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NLO programs available at: http://www.cedar.ac.uk./hepcode

[ ... ]

Analytic approaches : get result without doing integrations
helicity amplitudes, twistors, supersymmetric decompositions, on-shell methods, 
unitarity, cut-constructability, triple and quadrupole cuts, recursion relations, MHV-
vertices, onshell recursive bootstrap....

[ ... ]

Numerical approaches: let the computer do the work for you
helicity amplitudes, tensor decomposition, recursion relations, reduction to master 
integrals, sector decomposition, integration by parts ...

Final aim: ∼〜～	 ALPGEN at NLO (power-like algorithm).  In 3-5 years?

Recently: merge & get the best out of the two, examples:
‘Numerical unitarity formalism for evaluating one-loop amplitudes’
‘Full one-loop amplitudes from tree amplitudes’ 

[Ellis, Giele, Kunszt ’07; Giele, Kunszt, Melnikov ‘08]
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NLO progress in ’06-’07
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                  (VBF, no decays)                       [Bozzi, Jaeger, Oleari, Zeppenfeld ’06]

 [Bredenstein, Denner, Dittmaier, Uwer ’06]

[Binoth, Karg, Kauer, Rueckl ’06]

                                                                   [Binoth, Ciccolini, Kauer, Kramer ’06]

                     via gg-fusion (no decay)                 [Ellis, Campbell, Zanderighi  ’06]

             (no decays)                                              [Dittmaier, Uwer, Weinzierl ’06]

                (no decays)                                 [Lazopoulos, Petriello, Melnichov ’07]

                                                               [Andersen, Binoth, Heinrich, Smillie ’07]

                (gluon induced part, no decay)                           [Lazopoulos et al. ’07]

                                    [Dittmaier, Kallweit, Uwer; Campbell, Ellis, Zanderighi ’07]

(amplitude  only)  [N:Campbell et al. ’06; A: finished by Xiao et al.’06]

                    (amplitude only)   [Nagy et al. ’07, Binoth et al. ’07, Ossola et al. ’07]

various other multi-parton helicity amplitudes, 1 to 2, 2 to 2 in BSM                [....]

qq → qqV V

H → 4f

gg → HH(H)

gg →WW

pp→ H + 2j

pp→ tt̄j

pp→ H + 2j(V BF )× pp→ H + 2j(ggf)

pp→ ZZZ

pp→ tt̄Z

pp→WWj

γγ → γγγγ

gg → gggg
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Beyond NLO: NLO+PS 
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Working (LHC) examples:

Combine best features: 
Get correct rates (NLO) and hadron-level description of events (PS) 
Difficult because need exact NLO subtraction and remove it from PS

‣MC@NLO: do NLO, add PS without MC NLO, negative weights, 
Herwig only (DY, Higgs, QQ, VV, H+V, single top)

‣POWHEG: generate the hardest emission first at NLO, add then 
any parton shower, positive weights but truncated shower (ZZ, 
QQ)

[Frixione&Webber ’02 and later refs.]

Other recent progress: 
Shower with quantum inteference [Nagy, Soper], SCET [Bauer, Schwartz], Vincia 
(antenna factorization) [Giele et al.], Dipole factorization [Schumann]

[Nason ’04 and later refs.]



αs(MZ) = 0.121± 0.001(exp.)±0.005(th.)
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Beyond NLO: NNLO 

22

Motivation: error on     from jet-observables

After several years, NNLO 3-jet calculation in e+e- completed in 2007

[Bethke ’06]

αs

Method: developed antenna subtraction at NNLO

First application: NNLO fit of     from event-shapes

[Gehrmann, Gehrmann-DeRidder, Glover, Heinrich ’07]

αs

➥ dominated by theoretical uncertainty

Collider processes known at NNLO today: 

(a) Higgs                  ➟ see talk by G. Bozzi
(b) Drell-Yan (Z,W)    ➟ see talk by C. Carloni Calame
(c) 3-jets in e+e-



T = max
!n

∑
i !pi · !n∑
i |!pi|

1− T " 1 1− T ∼ 1
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Event shapes

23

Candle example in e+e-: The thrust 

Event-shapes and jet-rates: infrared safe observables describing 
the energy and momentum flow of the final state. 

Pencil-like event: Planar event:
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Figure 5: Dependence of the extracted α
s

on the renormalisation scale when fitting the thrust
(left) and heavy jet mass (right) distributions with predictions at different orders of perturbation
theory.

of calculating the αs combination and perturbative error is iterated until convergence is

reached, typically after two iterations.

At LEP2 energies the statistical fluctuations are large. In order to avoid biases from

downward fluctuations, the theoretical uncertainties are calculated with the value of αs

measured at LEP1. For each variable, the corresponding measurement is evolved to the

appropriate energy scale and the uncertainty is calculated for the fit range used at that

energy point.

An additional error is evaluated for the b-quark mass correction procedure. This

correction has only been calculated to O(α2
s); no resummed and NNLO expressions are

yet available. The difference in αs obtained with and without mass corrections is taken as

systematic error. The total perturbative uncertainty quoted in the tables is the quadratic

sum of the errors for missing higher orders and for the mass correction procedure. The

total perturbative error is between 3% and 4% at MZ and decreases to between 2% and

3% at LEP2 energies.

The hadronisation model uncertainty is estimated by comparing the standard hadron-

level event generator programs HERWIG and ARIADNE to PYTHIA for both hadronisa-

tion and detector corrections. The maximum change with respect to the nominal result

using PYTHIA is taken as systematic error. At LEP2 energies the hadronisation model

– 12 –
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    from NNLO event shapes
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αs

[Dissertori et al. 
0712.0327]

‣ scale variation reduced by a factor 2 at NNLO
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Figure 8: The measurements of the strong coupling constant αs for the six event shapes, at√
s = MZ, when using QCD predictions at different approximations in perturbation theory.

NLO or NLO+NLLA expansions. Not only are the extracted values of αs more precise,

but the spread obtained from the different observables is smaller. This is clearly shown for

the data set at
√

s = MZ in Fig. 8. The key to this dramatic improvement is the rather

different size of the NNLO corrections to the various observables.

Despite these improvements our final combined result on αs(M2
Z) still appears to be

larger than the world average [4]. We recall that the value of αs(M2
Z) obtained from fits

with NLO+NLLA predictions is smaller than that obtained with pure NLO calculations

alone. Here we observe that when going from NLO to NNLO there is also a trend in the

direction of lower values of αs(M2
Z).

Clearly, resummed predictions are mandatory in the two-jet region. Figures 3 and

4 clearly show the improvement achieved with NLO+NLLA predictions in the two-jet

region. Measurements of αs using NLO+NLLA approximations profit from an extended fit

range in this region. While a consistent matching of NNLLA predictions to NNLO would

require the analytic resummation of next-to-next-to-leading logarithmic terms, which are

not known at present, a matching of existing NLLA expressions to the NNLO calculations

requires only the calculation of certain matching coefficients [44]. In this case also a better

description in the two-jet region can be expected. First preliminary results have been

obtained by us with such matched NNLO+NNLA predictions and fits to data seem to

– 16 –
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of calculating the αs combination and perturbative error is iterated until convergence is

reached, typically after two iterations.

At LEP2 energies the statistical fluctuations are large. In order to avoid biases from

downward fluctuations, the theoretical uncertainties are calculated with the value of αs

measured at LEP1. For each variable, the corresponding measurement is evolved to the

appropriate energy scale and the uncertainty is calculated for the fit range used at that

energy point.

An additional error is evaluated for the b-quark mass correction procedure. This

correction has only been calculated to O(α2
s); no resummed and NNLO expressions are

yet available. The difference in αs obtained with and without mass corrections is taken as

systematic error. The total perturbative uncertainty quoted in the tables is the quadratic

sum of the errors for missing higher orders and for the mass correction procedure. The

total perturbative error is between 3% and 4% at MZ and decreases to between 2% and

3% at LEP2 energies.

The hadronisation model uncertainty is estimated by comparing the standard hadron-

level event generator programs HERWIG and ARIADNE to PYTHIA for both hadronisa-

tion and detector corrections. The maximum change with respect to the nominal result

using PYTHIA is taken as systematic error. At LEP2 energies the hadronisation model
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    from NNLO event shapes

24

αs

[Dissertori et al. 
0712.0327]

‣ scale variation reduced by a factor 2 at NNLO

‣ scatter between     from different event-shape reduced αs
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NLO or NLO+NLLA expansions. Not only are the extracted values of αs more precise,

but the spread obtained from the different observables is smaller. This is clearly shown for

the data set at
√

s = MZ in Fig. 8. The key to this dramatic improvement is the rather

different size of the NNLO corrections to the various observables.

Despite these improvements our final combined result on αs(M2
Z) still appears to be

larger than the world average [4]. We recall that the value of αs(M2
Z) obtained from fits

with NLO+NLLA predictions is smaller than that obtained with pure NLO calculations

alone. Here we observe that when going from NLO to NNLO there is also a trend in the

direction of lower values of αs(M2
Z).

Clearly, resummed predictions are mandatory in the two-jet region. Figures 3 and

4 clearly show the improvement achieved with NLO+NLLA predictions in the two-jet

region. Measurements of αs using NLO+NLLA approximations profit from an extended fit

range in this region. While a consistent matching of NNLLA predictions to NNLO would

require the analytic resummation of next-to-next-to-leading logarithmic terms, which are

not known at present, a matching of existing NLLA expressions to the NNLO calculations

requires only the calculation of certain matching coefficients [44]. In this case also a better

description in the two-jet region can be expected. First preliminary results have been

obtained by us with such matched NNLO+NNLA predictions and fits to data seem to
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of calculating the αs combination and perturbative error is iterated until convergence is

reached, typically after two iterations.

At LEP2 energies the statistical fluctuations are large. In order to avoid biases from

downward fluctuations, the theoretical uncertainties are calculated with the value of αs

measured at LEP1. For each variable, the corresponding measurement is evolved to the

appropriate energy scale and the uncertainty is calculated for the fit range used at that

energy point.

An additional error is evaluated for the b-quark mass correction procedure. This

correction has only been calculated to O(α2
s); no resummed and NNLO expressions are

yet available. The difference in αs obtained with and without mass corrections is taken as

systematic error. The total perturbative uncertainty quoted in the tables is the quadratic

sum of the errors for missing higher orders and for the mass correction procedure. The

total perturbative error is between 3% and 4% at MZ and decreases to between 2% and

3% at LEP2 energies.

The hadronisation model uncertainty is estimated by comparing the standard hadron-

level event generator programs HERWIG and ARIADNE to PYTHIA for both hadronisa-

tion and detector corrections. The maximum change with respect to the nominal result

using PYTHIA is taken as systematic error. At LEP2 energies the hadronisation model
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Figure 3: Distributions measured by ALEPH at LEP1, after correction for backgrounds and
detector effects, of thrust, heavy jet mass, total and wide jet broadening. Fitted QCD predictions
at different orders of perturbation theory are overlaid. The lower insets show a relative comparison
of data and QCD fits.
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Figure 8: The measurements of the strong coupling constant αs for the six event shapes, at√
s = MZ, when using QCD predictions at different approximations in perturbation theory.

NLO or NLO+NLLA expansions. Not only are the extracted values of αs more precise,

but the spread obtained from the different observables is smaller. This is clearly shown for

the data set at
√

s = MZ in Fig. 8. The key to this dramatic improvement is the rather

different size of the NNLO corrections to the various observables.

Despite these improvements our final combined result on αs(M2
Z) still appears to be

larger than the world average [4]. We recall that the value of αs(M2
Z) obtained from fits

with NLO+NLLA predictions is smaller than that obtained with pure NLO calculations

alone. Here we observe that when going from NLO to NNLO there is also a trend in the

direction of lower values of αs(M2
Z).

Clearly, resummed predictions are mandatory in the two-jet region. Figures 3 and

4 clearly show the improvement achieved with NLO+NLLA predictions in the two-jet

region. Measurements of αs using NLO+NLLA approximations profit from an extended fit

range in this region. While a consistent matching of NNLLA predictions to NNLO would

require the analytic resummation of next-to-next-to-leading logarithmic terms, which are

not known at present, a matching of existing NLLA expressions to the NNLO calculations

requires only the calculation of certain matching coefficients [44]. In this case also a better

description in the two-jet region can be expected. First preliminary results have been

obtained by us with such matched NNLO+NNLA predictions and fits to data seem to
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Figure 5: Dependence of the extracted α
s

on the renormalisation scale when fitting the thrust
(left) and heavy jet mass (right) distributions with predictions at different orders of perturbation
theory.

of calculating the αs combination and perturbative error is iterated until convergence is

reached, typically after two iterations.

At LEP2 energies the statistical fluctuations are large. In order to avoid biases from

downward fluctuations, the theoretical uncertainties are calculated with the value of αs

measured at LEP1. For each variable, the corresponding measurement is evolved to the

appropriate energy scale and the uncertainty is calculated for the fit range used at that

energy point.

An additional error is evaluated for the b-quark mass correction procedure. This

correction has only been calculated to O(α2
s); no resummed and NNLO expressions are

yet available. The difference in αs obtained with and without mass corrections is taken as

systematic error. The total perturbative uncertainty quoted in the tables is the quadratic

sum of the errors for missing higher orders and for the mass correction procedure. The

total perturbative error is between 3% and 4% at MZ and decreases to between 2% and

3% at LEP2 energies.

The hadronisation model uncertainty is estimated by comparing the standard hadron-

level event generator programs HERWIG and ARIADNE to PYTHIA for both hadronisa-

tion and detector corrections. The maximum change with respect to the nominal result

using PYTHIA is taken as systematic error. At LEP2 energies the hadronisation model
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confirm the expected trend towards lower values of αs(M2
Z). We will address this issue in

a forthcoming publication.

Electroweak corrections may also be of a similar size as the NNLO corrections discussed

here. At present, these corrections are only known for the inclusive observables like the

hadronic cross section [45], where they are found to be sizeable [46], but not for the event-

shape distributions. This issue deserves further study and will also be addressed in a

forthcoming publication.

8. Conclusions

In this paper we used the newly derived NNLO QCD corrections to event shapes in e+e−

annihilation [18, 19] to perform the first determination of the strong coupling constant

αs from event-shape data at NNLO. Our analysis is based on the full set of event-shape

distributions measured by the ALEPH collaboration [20] at LEP1 and LEP2.

We observe that the inclusion of NNLO QCD corrections to the different shape vari-

ables yields several important effects, when compared to the previously available determi-

nations of αs(M2
Z), based either on pure NLO calculations or NLO predictions matched to

NLL approximations :

(a) The dominant theoretical uncertainty on αs(M2
Z), as estimated from scale variations,

is reduced by a factor 2 (1.3) compared to NLO (NLO+NLLA). A further improve-

ment can be anticipated from a matching of NNLO and NLLA predictions.

(b) The central value obtained at NNLO,

αs(M2
Z) = 0.1240 ± 0.0008 (stat) ± 0.0010 (exp) ± 0.0011 (had) ± 0.0029 (theo),

is about 10% lower than at NLO, and therefore closer to, albeit still larger than, the

world average from other observables. It is also larger than the central value obtained

at NLO+NLLA [20], which shows the obvious need for a matching of NNLO+NLLA

for a fully reliable result.

(c) The scatter among the values of αs(M2
Z) extracted from the six different event-shape

variables is reduced very substantially at NNLO. This is a clear indication that this

scatter was largely due to missing higher order perturbative corrections in previous

studies.

These observations visibly illustrate the improvements gained from the inclusion of

the NNLO corrections, and highlight the need for further studies on the matching of

NNLO+NLLA, on the derivation of NNLLA resummation terms, and on the electroweak

corrections to event shapes in e+e− annihilation.
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Figure 8: The measurements of the strong coupling constant αs for the six event shapes, at√
s = MZ, when using QCD predictions at different approximations in perturbation theory.

NLO or NLO+NLLA expansions. Not only are the extracted values of αs more precise,

but the spread obtained from the different observables is smaller. This is clearly shown for

the data set at
√

s = MZ in Fig. 8. The key to this dramatic improvement is the rather

different size of the NNLO corrections to the various observables.

Despite these improvements our final combined result on αs(M2
Z) still appears to be

larger than the world average [4]. We recall that the value of αs(M2
Z) obtained from fits

with NLO+NLLA predictions is smaller than that obtained with pure NLO calculations

alone. Here we observe that when going from NLO to NNLO there is also a trend in the

direction of lower values of αs(M2
Z).

Clearly, resummed predictions are mandatory in the two-jet region. Figures 3 and

4 clearly show the improvement achieved with NLO+NLLA predictions in the two-jet

region. Measurements of αs using NLO+NLLA approximations profit from an extended fit

range in this region. While a consistent matching of NNLLA predictions to NNLO would

require the analytic resummation of next-to-next-to-leading logarithmic terms, which are

not known at present, a matching of existing NLLA expressions to the NNLO calculations

requires only the calculation of certain matching coefficients [44]. In this case also a better

description in the two-jet region can be expected. First preliminary results have been

obtained by us with such matched NNLO+NNLA predictions and fits to data seem to
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of calculating the αs combination and perturbative error is iterated until convergence is

reached, typically after two iterations.

At LEP2 energies the statistical fluctuations are large. In order to avoid biases from

downward fluctuations, the theoretical uncertainties are calculated with the value of αs

measured at LEP1. For each variable, the corresponding measurement is evolved to the

appropriate energy scale and the uncertainty is calculated for the fit range used at that

energy point.

An additional error is evaluated for the b-quark mass correction procedure. This

correction has only been calculated to O(α2
s); no resummed and NNLO expressions are

yet available. The difference in αs obtained with and without mass corrections is taken as

systematic error. The total perturbative uncertainty quoted in the tables is the quadratic

sum of the errors for missing higher orders and for the mass correction procedure. The

total perturbative error is between 3% and 4% at MZ and decreases to between 2% and

3% at LEP2 energies.

The hadronisation model uncertainty is estimated by comparing the standard hadron-

level event generator programs HERWIG and ARIADNE to PYTHIA for both hadronisa-

tion and detector corrections. The maximum change with respect to the nominal result

using PYTHIA is taken as systematic error. At LEP2 energies the hadronisation model
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confirm the expected trend towards lower values of αs(M2
Z). We will address this issue in

a forthcoming publication.

Electroweak corrections may also be of a similar size as the NNLO corrections discussed

here. At present, these corrections are only known for the inclusive observables like the

hadronic cross section [45], where they are found to be sizeable [46], but not for the event-

shape distributions. This issue deserves further study and will also be addressed in a

forthcoming publication.

8. Conclusions

In this paper we used the newly derived NNLO QCD corrections to event shapes in e+e−

annihilation [18, 19] to perform the first determination of the strong coupling constant

αs from event-shape data at NNLO. Our analysis is based on the full set of event-shape

distributions measured by the ALEPH collaboration [20] at LEP1 and LEP2.

We observe that the inclusion of NNLO QCD corrections to the different shape vari-

ables yields several important effects, when compared to the previously available determi-

nations of αs(M2
Z), based either on pure NLO calculations or NLO predictions matched to

NLL approximations :

(a) The dominant theoretical uncertainty on αs(M2
Z), as estimated from scale variations,

is reduced by a factor 2 (1.3) compared to NLO (NLO+NLLA). A further improve-

ment can be anticipated from a matching of NNLO and NLLA predictions.

(b) The central value obtained at NNLO,

αs(M2
Z) = 0.1240 ± 0.0008 (stat) ± 0.0010 (exp) ± 0.0011 (had) ± 0.0029 (theo),

is about 10% lower than at NLO, and therefore closer to, albeit still larger than, the

world average from other observables. It is also larger than the central value obtained

at NLO+NLLA [20], which shows the obvious need for a matching of NNLO+NLLA

for a fully reliable result.

(c) The scatter among the values of αs(M2
Z) extracted from the six different event-shape

variables is reduced very substantially at NNLO. This is a clear indication that this

scatter was largely due to missing higher order perturbative corrections in previous

studies.

These observations visibly illustrate the improvements gained from the inclusion of

the NNLO corrections, and highlight the need for further studies on the matching of

NNLO+NLLA, on the derivation of NNLLA resummation terms, and on the electroweak

corrections to event shapes in e+e− annihilation.
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Event shapes at hadron colliders

25

 So far event shapes largely neglected at hadron colliders because 
of difficulties associated to U.E.
 Only (published) exceptions: measurement of the broadening by
 CDF in ’91 and of a thrust by D0 in ‘02

✗model independent New Physics searches: heavy states change
   shapes of distributions

✗theoretically challenging but automated NLL resummation
    available for global event shapes (CAESAR)

✗U.E. and hadronization effects in shapes of distributions 
  ⇒ Monte-Carlo tuning 

✗event shapes distributions robust against jet-energy scale 
  ⇒ optimal for initial data analysis 



T⊥,R ≡ max
!n

∑
i∈R !p⊥,i · !n∑
i∈R |!p⊥,i|

Quinto workshop sulla fisica pp a LHC  −  QCD: theory part /27

Definition of event shapes at hadron colliders

26

Definition analogous to e+e- case, but use only transverse momenta, 
e.g. transverse thrust:

Global: measure all particles, can be resummed automatically, but 
forward region experimentally inaccessible

Directly global observables

Procedure:

select event with two-jets with some large transverse momentum

define observables similar to e+e− but purely in the transverse plane

Examples

Directly global transverse thrust

T⊥,g ≡ max
!n⊥

∑
i |!p⊥i × !n⊥|∑

i |!p⊥i|
τ⊥,g ≡ 1 − T⊥,g

Directly global thrust minor

Tm,g ≡
∑

i |!p⊥i · !nm|∑
i |!p⊥i|

!n⊥ · !nm = 0

n

n

m

Beam 

in the measurements include emissions as forward as possible

[η0 ∼ 3.5 at the Tevatron, η0 ∼ 5 at the LHC]

the radiation in the unobserved region has a negligible effect if the

observable is not too small. Formally:

If V ∼ d"

(
kt
Q

)a
e−b!ηg"(φ) for a soft emission collinear to leg $

⇒ lnV ! −(a + b) · η0 b ≡ min{b1, b2}

neglect η0 in theoretical predictions

check a posteriori which portion of the tail is beyond control

hh event shapes - March 2004 – p. 9/19

Observables with recoil term

Procedure:

define a well central region C, e. g. |η| < ηmax ∼ O (1)

pp

!
0jet

jet

PSfrag replacements

C

C

C̄

C̄

define central observables using particles only in the central region

transverse momentum conservation ensures that

R⊥,C ≡ 1
Q⊥,C

∣∣∣∣∣
∑

i∈C
"q⊥i

∣∣∣∣∣
!=

1
Q⊥,C

∣∣∣∣∣
∑

i #∈C
"q⊥i

∣∣∣∣∣ Q⊥,C ≡
∑

i∈C
q⊥i

make central observables global by adding R⊥,C

[or a power of it to ensure continuous globalness]

! NB: Indirect sensitivity to unobserved emissions!
Not measuring everywhere is NOT equivalent to non-global!

hh event shapes - March 2004 – p. 10/19

Non-global:            sensitive only to subset (central) of the particles, 
but theoretically not so well understood 

⇒ use tricks to make event-shapes global, e.g. exploit recoil effects,
     or add term exponentially suppressed at large rapidities 

[Banfi et al. ’04]

R = C
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Ongoing activity
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Tevatron (CDF): first measurements 
MC shifted wrt data?  

!"Lester Pinera, University of Florida ICHEP 2006, Moscow

#$%&'()*+,%-(.(/+'+#$%&'()*+,%-(.(/+'+

Central Event Shapes:

Recoil:

Data !  Detector Sim. + Shift
Present in Tracks and Towers
Is it 1/Q?  Awaiting analytical predictions 

Data =  Detector Sim. 
No surprises there 
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Ongoing activity

27

Tevatron (CDF): first measurements 
MC shifted wrt data?  

LHC (CMS) MC based preliminary studies:
‣ev. shapes robust under jet-energy scaling 

and jet energy resolution on generator level
‣complementary properties of different ev. 

shapes 
‣ev. shapes stable against change of MC

           QCD Meeting,

           December 11th, 2007

Matthias Weber, ETHZ5

        Jet Energy Scaling and Resolution

QCD_pt_50_80: 50 GeV < Et1 < 80 GeV • Used the QCD  CMSSW_1_3_x – samples
with

• Required: at least two generator level jets
within |!| < 3 and Et > 30 GeV, the two
hardest jets are central |!|<1.5=!C

• Cut on Et1 for each        bin of QCD:

• Jet Energy Scaling Factors: 1.0 ± 0.15

• Jet Energy Resolution:

                normalized distribution is robust (within

                about 10 %) against both effects over a

                good subrange for QCD_pt_50_80
directly global transverse thrust
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Ongoing activity

27

Tevatron (CDF): first measurements 
MC shifted wrt data?  

Theory: NLL resummation with NLO 
matching for several event-shapes in 
progress

LHC (CMS) MC based preliminary studies:
‣ev. shapes robust under jet-energy scaling 

and jet energy resolution on generator level
‣complementary properties of different ev. 

shapes 
‣ev. shapes stable against change of MC
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Backup slides
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Iterative cone algorithms (Snowmass implementation)
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φ̄C ≡
∑

i∈C φi · pT,i∑
i∈C pT,i

ȳC ≡
∑

i∈C yi · pT,i∑
i∈C pT,i

2. Define

3. If weighted and geometrical averages coincide                                                          
a stable cone (⇒ jet) is found, otherwise set                           & iterate 

Ideally: place trial cones everywhere and find all stable cones 
Practically (JetClu, MidPoint, PxCone..): introduce trial directions (seeds) 

Seeds make cone algorithms infrared unsafe 

4. Split-merge on overlapping jets ( 2nd par: overlap parameter f )

1. A particle i at rapidity and azimuthal angle            ⊂ cone C iff (yi,φi)
√

(yi − yC)2 + (φi − φC)2 ≤ Rcone

(yC ,φC) = (ȳC , φ̄C)
(yC ,φC) = (ȳC , φ̄C)

Théorie des jets (p. 23)

Mainstream jet algorithms

Cone
Cone basics

Modern cone algs have two main steps:

! Find some/all stable cones
≡ cone pointing in same direction as the momentum of its contents

! Resolve cases of overlapping stable cones
By running a ‘split–merge’ procedure

[Blazey et al. ’00 (Run II jet physics)]



diB = k2
ti
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Longitudinally invariant inclusive kt algorithm
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1. For any pair of final state particles i,j define the distance 

4. repeat the procedure until no particles are left 

2. For each particle i define a distance with respect to the beam 

3. Find the smallest distance. If it is a      recombine i and j into a new 
particle (⇒ recombintion scheme); if it is       declare i to be a jet 
and remove it from the list of particles 

diB

[Catani et. al ’92-’93, Ellis&Soper ’93]

dij

dij =
∆y2

ij + ∆φ2
ij

R2
min{k2

ti, k
2
tj}

Exclusive version: stop when all dij, diB > dcut or when reaching n-jets

Aachen/Cambridge: same with                                     and  dij = (∆2
ij + ∆φ2

ij)/R2 diB = 1

[Dotshitzer et. al ’97, Wobisch &Wengler ’99]


