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LHCb timeline in the next decades
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LHCb Upgrade I
Phase II

HL-LHC

Belle II
2018 2025

50 ab-1

Install LHCb 
Upgrade I

Install HL-LHC and 
ATLAS & CMS 
Phase II Upgrades

LHCb potentially the only running flavour 
physics experiment in Run 4 (Ib) and Run 5 (II). 

LHCb-Upgrade IbLHCb-Upgrade Ia

The LHCb Upgrade I will enable to integrate about 22 fb-1 by end of Run 3 and 50 fb-1 by end of Run 4. 

8fb-1 50fb-1

22 fb-1



Proposal for future LHCb upgrades  

• LHCb Upgrade I in Run-3, Run-4 (2021-2023, 2026-2029) 
• Linst= 2 x 1033 cm-2 s-1, integrate 50 fb-1 by the end of Run 4. 

• Profit from LS3 for a “consolidation” of Upgrade I in Run 4 (1b). 

• LHCb Upgrade II in Run 5 (2031-2033) and beyond.  
• New experiment to be installed in LS4  

• Linst = 2 x 1034 cm-2 s-1, integrate > 300 fb-1.  

• May be the only general heavy flavour experiment on this timescale.
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CERN-LHCC-2017-003

“It is proposed to upgrade the LHCb experiment in order to take full advantage of the flavour-
physics opportunities at the High Luminosity LHC (HL-LHC).  
..... 
This project will extend the HL-LHC's capabilities to search for physics beyond the Standard 
Model, and implements the highest-priority recommendation of the European Strategy for 
Particle Physics (Update 2013), which is to exploit the full potential of the LHC for a variety of 
physics goals, including flavour.” 



LHCb Upgrade I (Run 3)
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Increasing LHCb statistics

Current detector
First selection: Hardware

trigger (L0) based on ET and
muon PT

L0 limited to a max.
readout rate of 1.1 MHz

Upgrade to a full
software trigger

Readout at 40 MHz
Full event reconstruction

(IP, tracks, PID) CERN/LHCC 2011-001
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LHCb now

increase in precision 
on key parameters 

hadronic channels 
signal yields saturate 
with hardware trigger

5 x current luminosity 

 triggerless readout at 
40 MHz

Upgrade of the whole detector planned during LS2 (2019/2020)

Why upgrade?

• higher rate  
• higher pile up 
• higher occupancy 
• higher fluence  

Challenges

muon channels

hadronic channels
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Figure 2: (left) Evolution of interaction rates in LHCb (for 25 ns running, as will be the case
after LS1) as a function of luminosity, split into categories of number of interactions per event. A
significant increase in pile-up is visible when going from 1 to 2 ⇥1033 cm�2 s�1. (right) Average
number of pp interactions per bunch crossing visible in LHCb as a function of luminosity, for
events with at least one visible interaction.
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Figure 3: Number of vertices per event for
running at various values of µ. The default
value used in the simulation, corresponding to
2⇥1033 cm�2 s�1, is indicated by the dotted line.

1.3 VELO upgrade overview

As explained above, the upgraded VELO must maintain or improve its physics performance
while delivering readout at 40 MHz in the operating conditions of the upgrade. This
can only be achieved by a complete replacement of the silicon sensors and electronics.
Following an externally refereed review the collaboration has chosen to install a detector
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• visible interactions=5.5 (1.1) 
• √s=14 TeV (13 TeV) 
• lumi: 2 x 1033 cm-2 s-1                  

(4 x 1032 cm-2 s-1) 
• expected integrated lumi: 

50 fb-1 (8 fb-1)
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Figure 1.2: Schematic view of the LHCb upgrade detector. To be compared with Fig. 1.1. UT =
Upstream Tracker. SciFi Tracker = Scintillating Fibre Tracker.

tracking subsystems, the Tracker Turicensis (TT) and the T-stations, located just before
and just after the LHCb dipole magnet. These subsystems and their projected upgrade
performance are the focus of this TDR. The four TT planes will be replaced by new high
granularity silicon micro-strip planes with an improved coverage of the LHCb acceptance.
The new system is called the Upstream Tracker (UT) and is the subject of Chap. 2. The
current downstream tracker (T-stations) is composed of two detector technologies: a
silicon micro-strip Inner Tracker (IT) in the high ⌘ region and a straw drift tube Outer
Tracker (OT) in the low ⌘ region. The three OT/IT tracking stations will be replaced
with a Scintillating Fibre Tracker (SFT), composed of 2.5m long fibres read out by silicon
photo-multipliers (SiPMs) outside the acceptance. The SFT is discussed in detail in
Chap. 3. The performance of the UT and SFT detectors, as far as the individual detection
planes are concerned, are addressed separately in their respective chapters, where also the
cost, schedule and task sharing of these subsystems are presented. The charged particle
tracking is an essential physics tool of the LHCb experiment. It must provide the basic
track reconstruction, leading to a precise measurement of the charged particle momenta
in the extreme environment of the LHCb upgrade over its entire lifetime. Therefore, the
projected performance of the complete LHCb upgrade tracking system, which involves
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Upstream Tracker. SciFi Tracker = Scintillating Fibre Tracker.

tracking subsystems, the Tracker Turicensis (TT) and the T-stations, located just before
and just after the LHCb dipole magnet. These subsystems and their projected upgrade
performance are the focus of this TDR. The four TT planes will be replaced by new high
granularity silicon micro-strip planes with an improved coverage of the LHCb acceptance.
The new system is called the Upstream Tracker (UT) and is the subject of Chap. 2. The
current downstream tracker (T-stations) is composed of two detector technologies: a
silicon micro-strip Inner Tracker (IT) in the high ⌘ region and a straw drift tube Outer
Tracker (OT) in the low ⌘ region. The three OT/IT tracking stations will be replaced
with a Scintillating Fibre Tracker (SFT), composed of 2.5m long fibres read out by silicon
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Figure 2.7: Overview of UT geometry looking downstream. The di↵erent sensor geometries are
colour coded.

1526mm in X and 1336mm in Y, corresponding to ✓
x

between ± 317mrad, and ✓
y

between
± 279mrad. The UTbX plane covers wider in X of 1717 mm. Its angular coverage is
± 314mrad and ± 248mrad in X and Y directions, respectively.

The radius of the circular cutout in the innermost sensors is determined by the size
of the beam-pipe, the thickness of thermal insulation layer, and the clearance required.
The outer radius of the existing beam-pipe at UTbX is 27.4mm. The current design of
thermal insulation, presented in Ref. [19] is 3.5mm thick aerogel heat shield. We allow
for 2.5mm clearance. These considerations lead to an inner radius of the silicon sensor of
33.4mm. Due to the 0.8mm guard ring, the active area starts at 34.2mm. The central
hole leads to an acceptance starting at roughly 14mrad for straight tracks from the centre
of the interaction region. We have verified by simulation that for the typical B decay of
interest, we lose only about 5% of the events because one track is in the beam-pipe hole,
when compared with tracks reconstructed in the VELO and the outer tracker.

Each UT sensors is composed of 250 µm thick silicon and a 10 µm metalisation layer.
The sensors positions are shown as coloured squares in Fig. 2.7. In the central area the
track density is very high. To deal with the high density, sensors of thinner strips, and
also shorter lengths are used. Sensors shaded in yellow have nominal length, and 95µm
pitch, half that of the nominal sensor. Sensors shaded in pink have both half the nominal
pitch and the half nominal length, being about 5 cm long in Y direction. Thus, the central
two staves have sixteen sensors each, instead of fourteen. Each of these fine pitch sensors
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SCIntillating FIbres 
• Scintillating fibres as active 

detector elements 
• 3 stations with 4 detection 

layers (x-u-v-x) 
• 2 x 2.5 m long modules 

with mirror in the middle 
• Readout with SiPMs at the 

outer edge 

LHCB-TDR-012

Silicon Inner Tracker will 
be removed. 

Major upgrade of the 
electronics to allow the read-out 
of all sub-detectors at 40MHz. 



 LHCb Upgrade Trigger
• Detector read-out at 40 MHz (30 MHz of visible 

pp collisions). 

• From CERN-LHCC-2014-016: “The main 
challenge for the trigger-less readout is to build a 
cost-effective system that can handle the sizable 
bandwidth of 4 TBytes/s.” and  “In 2019 we 
expect to be able to run 400 instances of the 
Moore application on a server. Therefore, the CPU 
time budget for each Moore application is 13 ms 
assuming a farm of 1000 servers, and an input 
rate of 30 MHz.”  Estimated cost in 2014 was 2.8 
MCHF. 

• 30 MHZ of events (at L=2 x1033) must be fully 
reconstructed in realtime with an excellent quality.

5
Event (today full size) 70 KB → 70kHz 

Event (today turbo size)    5 KB → 1000kHz



LHCb Upgrade Trigger
• No possible any further offline data processing.  

- Physics output will entirely rely on the real-time analysis. Signal and control mode 
selections for a given measurement must be fully prepared in advance.   

- Control of systematics will be crucial.                                                                                                            

• Physics not reconstructed in the trigger is lost. For instance, downstream 
tracks (essential to increase acceptance and efficiency of long-lived 
particles Ks,KL,!) are not in the Run 3 base plan at the moment. 
Computing power not sufficient.  

• Evolution of computing power and costs estimates were assumed to be 
too optimistic in 2013 (CERN-LHCC-2014-016). It may be possible to 
have some “safety knob” (LLT, GEC cuts, prescaling) in order to reduce 
the input rate to the EFF. 
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LHCb-Upgrade: physics reach
• Classic broad-range measurements 

-  CKM physics and search for very rare decays  

• Measurements in specific sectors where anomalies are emerging in recent years. 

- Lepton-flavour universality in b → s "+"-  transitions, and related b → s "+"- picture of decay rates.  

- Lepton-flavour universality in semi-leptonic b-hadron decays.  

• Spectroscopy (not covered here) 

- While primarily looking for BSM physics, the LHC is also a unique laboratory to better understand 
QCD in the low-energy regime.
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I am not going to cover all items, but just a small set of observables of common 
interest to LHCb and Belle II. I will focus on the LHCb-Upgrade Phase I, but you can 
easily project from 50 fb-1 to 300 fb-1, assuming the 1/sqrt(S) behavior (that is our 
best guess at the moment) .



Classic program
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Global UT fits today
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•  Don’t	forget:	relevant	inputs	from	LQCD,	flavour	theory	and	constant	dedicaMon	
from	the	HFLAV	group	(h[p://www.slac.stanford.edu/xorg/hflav/)	

•  In	the	presence	of	relevant	new	physics	effects,	the	various	contours	would	not	
cross	each	other	in	a	single	point	

•  Certainly	that’s	a	great	success	of	the	Standard	Model	CKM	picture,	but	there	is	
sMll	room	for	new	physics	at	the	10%-15%	level	

Where	we	are	with	global	UT	fits	
h[p://ckmfi[er.in2p3.fr	 h[p://www.ukit.org	

Great success of the Standard Model CKM picture, but there is still room for new 
physics at the 10%-15% level. Still far from EW precision tests. Relevant inputs 
from Lattice QCD and flavour theory to make strong statements.
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Figure 1: (a) Background-subtracted invariant mass distributions of the K+K� system in
the selected B0

s

! J/ K+K� candidates (black points). The vertical red lines denote the
boundaries of the six bins used in the maximum likelihood fit. (b) Distribution of m(J/ K+K�)
for the data sample (black points) and projection of the maximum likelihood fit (blue line). The
B0

s

signal component is shown by the red dashed line and the combinatorial background by
the green long-dashed line. Background from misidentified B0 and ⇤0

b

decays is subtracted, as
described in the text.

show contributions from approximately 1700 B0 ! J/ K+⇡� (4800 ⇤0
b

! J/ pK�)
decays where the pion (proton) is misidentified as a kaon. These background events have
complicated correlations between the angular variables and m(J/ K+K�). In order to
avoid the need to describe explicitly such correlations in the analysis, the contributions
from these backgrounds are statistically subtracted by adding to the data simulated events
of these decays with negative weight. Prior to injection, the simulated events are weighted
such that the distributions of the relevant variables used in the fit, and their correlations,
match those of data.

The principal physics parameters of interest are �
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s

, �
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di↵erence, �m

s

, and the polarisation amplitudes A
k

= |A
k

|e�i�k , where the indices
k 2 {0, k,?, S} refer to the di↵erent polarisation states of the K+K� system. The
sum |Ak|2 + |A0|2 + |A?|2 equals unity and by convention �0 is zero. The parameter
� describes CP violation in the interference between mixing and decay and is defined
by ⌘

k

(q/p)(Ā
k

/A
k

), where it is assumed to be the same for all polarisation states. The
complex parameters p = hB0

s

|BLi and q = hB0
s

|BLi describe the relation between mass
and flavour eigenstates and ⌘

k

is the CP eigenvalue of the polarisation state k. The
CP -violating phase is defined by �

s

⌘ � arg �. In the absence of CP violation in de-
cay, |�| = 1. CP violation in B0

s

-meson mixing is negligible, following measurements in
Ref. [16]. Measurements of the above parameters are obtained from a weighted maxi-
mum likelihood fit [17] to the decay-time and helicity angle distributions of the data as
described in Ref. [6].

The B0
s

decay-time distribution is distorted by the trigger selection requirements and
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1.4 Analysis of the time-evolution of B0
sæJ/Â„ decays

where Af and Āf are the decay amplitudes of B0
s æ f and B̄0

s æ f , respectively. In the absence of
direct CP violation Āf /Af = ÷f . With these approximations, the CP violating phases appearing in
B0

s mixing reduce to the phase „s ¥ ≠2—J/Â„
s , defined as [4]

—J/Â„
s © arg

3
≠ VtsV ú

tb

VcsV ú
cb

4
. (1.23)

If non-SM physics occurs in Ms
12 or in the decay amplitudes, the measured value of —J/Â„

s can di�er
from the true value of —SM

s :
2—J/Â„

s = 2—SM
s ≠ „NP

s (1.24)

where from the experimental constraints on the CKM-matrix elements [10], ≠2—SM
s assumes the value

2—SM
s = 0.0363+0.0016

≠0.0015. (1.25)

With the current experimental sensitivity, the non-SM physics phase would be expected to domi-
nate a measurement of phase. The study of the time evolution of B0

sæJ/Â„ decays is widely recognized
as the best way to probe CP -violation in the interefence between mixing and decay in the B0

s sector.
The J/Â„ final state is common to B0

s and B̄0
s decays, a necessary condition for mixing-induced CP

violation to occur. The mixing phase becomes observable through the interference of two amplitudes,
the amplitude of direct decay and the amplitude of decay preceded by mixing to a common final-state,
Fig. 1.4. What is actually observable is the phase di�erence between decay and mixing, but since
the decay is dominated by a single real amplitude, the di�erence approximates accurately the mixing
phase. The fact that the decay is strongly dominated by a single, tree-level, real amplitude is what
makes the extraction of the mixing phase from this process theoretically solid. Subleading penguin
amplitudes are expected to contribuite at the O(10≠3) level [39, 40, 41], introducing additional phases
that in principle complicate the theoretical interpretation of the experimental results. While these
e�ects are completely negligible compared to the expected resolution of the present measurement,
they will likely need to be accounted for in the interpretation of future, more precise results.

Figure 1.4: Leading Feynman graph of the B

0

s æ J/Â„ decay with (left) and without (right) mixing.

Because of the spin-composition of the initial- and final-state particles, angular momentum con-
servation imposes a relative angular momentum (L) between the vector (spin-1) final-state particles
in order to match the zero net total angular momentum of the initial state. Three independent de-
cay amplitudes determine the transition probability, each corresponding to one of the three possible
relative angular momenta, L = 0, 1, 2. The transversity basis illustrated in Fig. 1.5, is particularly
convenient because when applied to the amplitude, it allows to separate the latter into three terms,
each corresponding to a definite CP eigenvalue of the final state, and their interferences. Determin-
ing independently the time evolution of decays into CP -even and CP -odd final states enhances the
sensitivity to the CP -violating phase, while providing also access to observables, arising from the
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phase. The fact that the decay is strongly dominated by a single, tree-level, real amplitude is what
makes the extraction of the mixing phase from this process theoretically solid. Subleading penguin
amplitudes are expected to contribuite at the O(10≠3) level [39, 40, 41], introducing additional phases
that in principle complicate the theoretical interpretation of the experimental results. While these
e�ects are completely negligible compared to the expected resolution of the present measurement,
they will likely need to be accounted for in the interpretation of future, more precise results.

Figure 1.4: Leading Feynman graph of the B

0

s æ J/Â„ decay with (left) and without (right) mixing.

Because of the spin-composition of the initial- and final-state particles, angular momentum con-
servation imposes a relative angular momentum (L) between the vector (spin-1) final-state particles
in order to match the zero net total angular momentum of the initial state. Three independent de-
cay amplitudes determine the transition probability, each corresponding to one of the three possible
relative angular momenta, L = 0, 1, 2. The transversity basis illustrated in Fig. 1.5, is particularly
convenient because when applied to the amplitude, it allows to separate the latter into three terms,
each corresponding to a definite CP eigenvalue of the final state, and their interferences. Determin-
ing independently the time evolution of decays into CP -even and CP -odd final states enhances the
sensitivity to the CP -violating phase, while providing also access to observables, arising from the

9

φs from b→ccs transitions

• Measures the phase-difference φs between the two diagrams, Precisely predicted from 
global CKM fits in the SM to be φs = −2λ2η = −37.4 ± 0.7 mrad can be altered by NP.  

• A small pollution (~5%) of sub-leading SM amplitudes must be accurately taken under 
control via subsidiary measurements (i.e. B0 → J/ψππ).

10

B0s J/ψφ 
#dec

• Golden mode Bs → J/ψφ proceeds (mostly) via a b→ccs tree diagram  

• Interference between Bs mixing and decay graphs:

B0s J/ψφ -#decB0s
#mix

yield (3fb-1) 
~96000Precision measurement of

violation in B0
s ! J/ K+K�

Phys. Rev. Lett. 114, 041801 (2015)



φs,∆Γs and ∆Γd
• φs precision mostly driven by LHCb, but 

ATLAS and CMS also contribute significantly to 
the global endeavor. Systematic uncertainties 
much lower than statistical ones.  

- HFLAV 2017 world average φs =−21± 31mrad, 

- SM prediction [CKM fitter]: φs =−37.6± 0.8 mrad.  

• Compatible with the SM at the present level of 
precision.  

• Most precise measurement of ∆Γd/Γd by 
ATLAS, by comparing decay-time distributions 
of B0 → J/ψKS and B0 → J/ψK*0 decays:

11

Heavy Flavor Averaging Group (HFLAV), Summer 2017 1

Table 1: Direct experimental measurements of �ccs
s , ��s and �s using B0

s ! J/ �, J/ K+K�,
 (2S)�, J/ ⇡+⇡� and D+

s D�
s decays. Only the solution with ��s > 0 is shown, since the

two-fold ambiguity has been resolved in Ref. [1]. The first error is due to statistics, the second
one to systematics. The last line gives our average.

Exp. Mode Dataset �ccs
s ��s (ps�1) Ref.

CDF J/ � 9.6 fb�1 [�0.60, +0.12], 68% CL +0.068± 0.026± 0.009 [2]
D0 J/ � 8.0 fb�1 �0.55+0.38

�0.36 +0.163+0.065
�0.064 [3]

ATLAS J/ � 4.9 fb�1 +0.12± 0.25± 0.05 +0.053± 0.021± 0.010 [4]
ATLAS J/ � 14.3 fb�1 �0.110± 0.082± 0.042 +0.101± 0.013± 0.007 [5]
ATLAS above 2 combined �0.090± 0.078± 0.041 +0.085± 0.011± 0.007 [5]
CMS J/ � 19.7 fb�1 �0.075± 0.097± 0.031 +0.095± 0.013± 0.007 [6]
LHCb J/ K+K� 3.0 fb�1 �0.058± 0.049± 0.006 +0.0805± 0.0091± 0.0032 [7]
LHCb J/ ⇡+⇡� 3.0 fb�1 +0.070± 0.068± 0.008 — [8]
LHCb J/ K+K�a 3.0 fb�1 +0.119± 0.107± 0.034 +0.066± 0.018± 0.010 [9]
LHCb above 3 combined +0.001± 0.037(tot) +0.0813± 0.0073± 0.0036 [9]
LHCb  (2S)� 3.0 fb�1 +0.23+0.29

�0.28 ± 0.02 +0.066+0.41
�0.44 ± 0.007 [10]

LHCb D+
s D�

s 3.0 fb�1 +0.02± 0.17± 0.02 — [11]
All combined �0.021± 0.031 +0.085± 0.006
a m(K+K�) > 1.05 GeV/c2.
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•  φs	precision	mostly	driven	by	
LHCb,	but	ATLAS	and	CMS	
also	contribute	significantly	
to	the	global	endeavour	

•  Latest	HFLAV	world	average	
–  φs	=	−21	±	31	mrad	

•  SMll	compaMble	with	the	SM	
at	the	present	level	of	
precision	

φs	,	ΔΓs	and	ΔΓd	

See	HFLAV	page	for	the	list	of	references	
h[p://www.slac.stanford.edu/xorg/hflav/	

•  Also	most	precise	
measurement	of	∆Γd/Γd	
by	ATLAS,	by	comparing	
decay-Mme	distribuMons	
of	B0àJ/ψKS	and	
B0àJ/ψK�0	decays	

JHEP	06	(2016)	081	

Parallel	WG4	talks	by	
Francesca	Dordei	
Pavel	Reznicek	
Subir	Sarkar	

Table 7: Lifetime ratios for the B+, B0, B0
s mesons and ⇤0

b baryon. The first uncertainty is
statistical and the second is systematic.

Ratio Value
⌧B+/⌧B0!J/ K⇤0 1.074 ± 0.005 ± 0.003
⌧B0

s
/⌧B0!J/ K⇤0 0.971 ± 0.009 ± 0.004

⌧⇤0
b
/⌧B0!J/ K⇤0 0.929 ± 0.018 ± 0.004

⌧B+/⌧B� 1.002 ± 0.004 ± 0.002
⌧⇤0

b
/⌧
⇤
0
b

0.940 ± 0.035 ± 0.006

⌧B0!J/ K⇤0/⌧
B

0!J/ K
⇤0 1.000 ± 0.008 ± 0.009

the absolute lifetime measurements are propagated to the ratios, taking into account
the correlations between the systematic uncertainties. All ratios are consistent with SM
predictions [15,22–25,30–32] and with previous measurements [13]. Furthermore, the ratios
⌧B+/⌧B� , ⌧⇤0

b
/⌧
⇤
0
b
and ⌧B0!J/ K⇤0/⌧

B
0!J/ K

⇤0 are reported. Measuring any of these di↵erent

from unity would indicate a violation of CPT invariance or, for B0! J/ K⇤0 decays,
could also indicate that ��d is non-zero and B0! J/ K⇤0 is not 100% flavour-specific.
No deviation from unity of these ratios is observed.

The e↵ective lifetimes of B0! J/ K⇤0 and B0 ! J/ K0
S decays are used

to measure ��d/�d. Flavour-specific final states such as B0 ! J/ K⇤0 have

AB0!J/ K⇤0

��d
= 0, while AB0!J/ K0

S
��d

= cos(2�) to a good approximation in the SM, where
� ⌘ arg [�(VcdV

⇤
cb)/(VtdV

⇤
tb)] is one of the CKM unitarity triangle angles. Hence, the two

e↵ective lifetimes can be expressed as

⌧B0!J/ K⇤0 =
1

�d

1

1� y2d

�
1 + y2d

�
, (7)

⌧B0!J/ K0
S
=

1

�d

1

1� y2d

✓
1 + 2 cos(2�)yd + y2d

1 + cos(2�)yd

◆
. (8)

Using the e↵ective lifetimes reported in Table 6 and � = (21.5+0.8
�0.7)

� [13], a fit of ��d and
�d to the expressions in Eq. (7) and Eq. (8) leads to

�d = 0.656± 0.003± 0.002 ps�1, (9)

��d = �0.029± 0.016± 0.007 ps�1, (10)

where the first uncertainty is statistical and the second is systematic. The correlation coef-
ficient between ��d and �d is 0.43 when including statistical and systematic uncertainties.
The combination gives

��d

�d

= �0.044± 0.025± 0.011, (11)

consistent with the SM expectation [14, 15] and the current world-average value [13].

18

With 1fb-1 of data in Run 1 LHCb measures:

JHEP04(2014)114
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Statistical uncertainty as a function of integrate luminosity assuming current detector performances.

50fb-1  
2030

50fb-1  
2030

Complementary channels like b→sss would in principle greatly benefit of the new trigger approach, 
that should be more efficient of the current hadronic trigger (Calorimeter+HLT). This assumes LHCb 
will be able to reconstruct at offline quality all tracks in real-time including also PID.
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sin(2β) ≡ sin(2φ1)
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0.69 ± 0.02

HFLAVHFLAV
Summer 2016

Decay time [ps]
5 10 15

S
ig
n
al

yi
el
d
as
ym

m
et
ry

-0.2

0

0.2
LHCb

B0! J/ K0
S

Decay time [ps]
5 10 15

S
ig
n
al

yi
el
d
as
ym

m
et
ry

-0.2

0

0.2
LHCb

B0!  (2S)K0
S

Figure 3: Signal yield asymmetries (N
B

0 � N
B

0)/(N
B

0 + N
B

0) versus the decay time for
(left) B0! J/ K0

S and (right) B0!  (2S)K0
S decays. The symbol N

B

0 (N
B

0) is the number of
decays with a B0 (B0) flavour tag. The solid curves are the projections of the PDF with the
combined flavour tagging decision.
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Figure 4: Two-dimensional likelihood scans for the combination of the (left) B0! J/ K0
S modes

and (right) all B0 ! [cc]K0
S modes. The coloured regions correspond to 39% and 87% confidence

levels.

with a correlation coe�cient of 0.42. These results are consistent with indirect mea-
surements by the CKMfitter group [7] and the UTfit collaboration [8]. Furthermore,
they improve the precision of sin 2� at LHCb by 20%, and are expected to improve the
precision of the world average.

9

arXiv:1709.03944 [hep-ex] (2017)

3 fb-1

Table 3: Systematic uncertainties for the CP -violation observables S and C.

B0! J/ K0
S B0!  (2S)K0

S

Source �
S

�
C

�
S

�
C

�� 0.003 0.007 0.007 0.003
�m 0.004 0.004 0.004 0.004
Production asymmetry 0.004 0.009 0.007 0.005
Tagging calibration 0.002 0.005 0.005 0.002
Decay-time bias 0.006 0.006 0.006 0.004
�
t

scaling 0.003 0.005 0.002 0.002
Decay-time e�ciency 0.006 0.004 0.006 0.004

Total 0.011 0.016 0.014 0.010

7 Results and conclusion

The analysis of 10 630± 140 B0! J/ K0
S and 7970± 100 B0!  (2S)K0

S decays, where
the J/ is reconstructed from two electrons and the  (2S) from two muons, in a sample
corresponding to 3 fb�1 of pp collision data results in the CP -violation observables

C
�
B0! J/ K0

S

�
= 0.12 ± 0.07± 0.02 ,

S
�
B0! J/ K0

S

�
= 0.83 ± 0.08± 0.01 ,

C
�
B0!  (2S)K0

S

�
= � 0.05 ± 0.10± 0.01 ,

S
�
B0!  (2S)K0

S

�
= 0.84 ± 0.10± 0.01 ,

with correlation coe�cients between S and C of 0.46 and 0.48 for the J/ and the  (2S)
mode, respectively. The first uncertainties are statistical and the second are systematic.
The signal yield asymmetries, (N

B

0 � N
B

0)/(N
B

0 + N
B

0), as a function of decay time
are shown in Fig. 3, where N

B

0 (N
B

0) is the number of decays with a B0 (B0) flavour
tag. The results for the electron and muon modes are compatible with each other and
with the previous LHCb measurements using B0! J/ K0

S decays of S = 0.73± 0.04 and
C = �0.038± 0.032 [11], where the J/ is reconstructed from two muons.

Combinations are performed using two-dimensional likelihood scans (see Fig. 4) taking
into account the correlations between the single measurements. The quoted uncertainties
include statistical and systematic contributions. Combining the LHCb results for both
J/ modes leads to

C(B0! J/ K0
S ) = �0.014± 0.030 ,

S(B0! J/ K0
S ) = 0.75 ± 0.04 ,

with a correlation coe�cient of 0.42. This combination is compatible within 1.9 standard
deviations with the B0! J/ K0

S average of the B-factories [6], while the result for the
 (2S) mode is compatible within 0.3 standard deviations with the B0!  (2S)K0

S average
of the B-factories [6]. Building an LHCb average using the results from all B0 ! [cc]K0

S

modes, i.e. B0! J/ K0
S , where the J/ is either reconstructed from two muons or two

electrons, and B0!  (2S)K0
S , the CP -violation observables are determined to be

C(B0 ! [cc]K0
S ) = �0.017± 0.029 ,

S(B0 ! [cc]K0
S ) = 0.760± 0.034 ,

8LHCb Run 1 precision very close to that of B-Factories.  
Run 1 + Run 2 measurement is coming.

Final LHCb results on Run 1

S=
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Belle II projection from: 
https://confluence.desy.de/display/BI/B2TiP+B2TIPGoldenModes

50fb-1 22fb-1 

3fb-1 
Dominant Run 1 systematic uncertainty 
(Backg. tagging asymmetry) should easily 
reduce with the increasing of the statistics 
at the level or lesser than others.   

current LHCb systematics
Origin �S �C

Background tagging asymmetry 0.0179 (2.5%) 0.0015 ( 4.5%)
Tagging calibration 0.0062 (0.9%) 0.0024 ( 7.2%)
�� 0.0047 (0.6%) —
Fraction of wrong PV component 0.0021 (0.3%) 0.0011 ( 3.3%)
z-scale 0.0012 (0.2%) 0.0023 ( 7.0%)
�m — 0.0034 (10.3%)
Upper decay time acceptance — 0.0012 ( 3.6%)
Correlation between mass and decay time — —
Decay time resolution calibration — —
Decay time resolution o↵set — —
Low decay time acceptance — —
Production asymmetry — —

Sum 0.020 (2.7%) 0.005 (15.2%)

Phys. Rev. Lett. 115, 031601 (2015)

β from B0 → J/ψKS → [µ+µ-]KS

Really nice competition here.  
In 2025 both experiments will reach a precision of about 0.4 degree.

300fb-1 



Measurement	of	γ

8	

•  γ	is	the	least	known	angle	of	the	
UT,	although	not	for	too	long	yet,	
measured	via	the	interference	
between	bàu	and	bàc	tree-
level	transiMons	

•  Simple	and	clean	theoreMcal	
interpretaMon,	but	staMsMcally	
very	challenging	

Measurement of γ 
• γ is the least known angle of the UT, 

although not for too long yet, 
measured via the interference between 
b → u and b → c tree-level transitions 

• Simple and clean theoretical 
interpretation, but statistically very 
challenging (even if many cases 
flavour tagging not necessary). 
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Measurement	of	γ

8	

•  γ	is	the	least	known	angle	of	the	
UT,	although	not	for	too	long	yet,	
measured	via	the	interference	
between	bàu	and	bàc	tree-
level	transiMons	

•  Simple	and	clean	theoreMcal	
interpretaMon,	but	staMsMcally	
very	challenging	

5	

•  Don’t	forget:	relevant	inputs	from	LQCD,	flavour	theory	and	constant	dedicaMon	
from	the	HFLAV	group	(h[p://www.slac.stanford.edu/xorg/hflav/)	

•  In	the	presence	of	relevant	new	physics	effects,	the	various	contours	would	not	
cross	each	other	in	a	single	point	

•  Certainly	that’s	a	great	success	of	the	Standard	Model	CKM	picture,	but	there	is	
sMll	room	for	new	physics	at	the	10%-15%	level	

Where	we	are	with	global	UT	fits	
h[p://ckmfi[er.in2p3.fr	 h[p://www.ukit.org	

1 Introduction

The Cabibbo-Kobayashi-Maskawa (CKM) angle � ⌘ arg [�VudV
⇤
ub/VcdV

⇤
cb] can be measured

with the LHCb detector using a large number of decay channels where interference between
b ! u and b ! c amplitudes occurs. The best sensitivity is achieved through a combination
of measurements that determine � along with several other hadronic parameters. A detailed
description of the strategy of the LHCb combination to measure the CKM angle � is
given in Ref. [1]. This note reports the results of a new combination which includes an
update of two measurements and the inclusion of two new measurements as described in
Sec. 2. The procedure is identical to that described in Ref. [1] and the result presented
here supersedes the previous combinations [1–5]. The combination follows a frequentist
treatment described in detail in Ref. [2], in which the nuisance parameters are kept at
their best fit values (the so-called “Plugin” method).

The document is organized as follows: Firstly the new or updated LHCb input
measurements with respect to Ref. [1] are described in Sec. 2, and the additional auxiliary
inputs are described in Sec. 3. The results are described in Sec. 4 and a brief summary
concludes the report in Sec. 5.

2 Inputs from LHCb analyses sensitive to �

The LHCb measurements used as inputs to the combination are summarised in Table 1
and those which have been updated or added since the combinations of Ref. [1] are
described briefly below. The symbol h denotes either a kaon or a pion in Table 1 and
in the following. The Run 1 data sample corresponds to data collected during 2011 and
2012 at centre of mass energies of 7 and 8TeV, respectively. The Run 2 data sample
was collected during 2015 and 2016 at centre of mass energy 13TeV. The relationships
between the observables and the physics parameters are listed in Appendix A, the values
and uncertainties of the observables are provided in Appendix B, and the correlations are
given in Appendix C.

• B+ ! DK+, D ! h+h�. The GLW measurement of B+ ! DK+, D ! h+h�

decays [16] is an update of a previous analysis [17], using an additional data sample
corresponding to 2 fb�1 of Run 2 data. Here D represents a neutral charm meson
that is a mixture of the D0 and D0 flavour eigenstates.

• B+ ! D⇤K+, D ! h+h�. This GLW analysis of B+ ! D⇤K+, D ! h+h�

decays [16], where the neutral D⇤ meson is partially reconstructed in decays to D⇡0

and D�, is included in the combination for the first time. The analysis uses a data
sample corresponding to 3 fb�1 of data from Run 1 and 2 fb�1 from Run 2.

• B+ ! DK⇤+, D ! h+h�. The GLW/ADS measurement using the B+ !
DK⇤+, D ! h+h� decay modes, where K⇤+ ! K0

S⇡
+ [21], is added to the combi-

nation for the first time. The analysis is based on a data sample corresponding to
3 fb�1 of Run 1 data and 1 fb�1 of Run 2 data.

• B0
s ! D⌥

s K±. The inputs used from the time-dependent analysis of B0
s ! D⌥

s K
±

decays using data corresponding to 3 fb�1 of Run 1 data sample [26] are an update
of the results in Ref. [27].

1
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LHCb	combina?on	for	γ	

9	

•  A	plethora	of	independent	
measurements	exploiMng	
different	methods	and	decays	

•  Recent	addiMons	to	the	LHCb	
combinaMon	

BaBar	

γ =	(69							)o	+17	
�16	

Phys.	Rev.	D87	(2013)	052015	

Belle	
	arXiv:1301.2033		

γ =	(68							)o	+15	
�14	

•  Significantly	more	precise	than	
previous	results	from	the	B-
factories	and	undergoing	
conMnuous	improvements	

LHCb-CONF-2017-004	

γ =	(76.8							)o	+5.1	
�5.7	

Parallel	WG4	talk	by	Francesca	

• A plethora of independent measurements 
exploiting different methods and decays.  

• Recent additions to the LHCb combination.  

• Significantly more precise than previous 
results from the B- factories and 
undergoing continuous improvements. 
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•  A	plethora	of	independent	
measurements	exploiMng	
different	methods	and	decays	

•  Recent	addiMons	to	the	LHCb	
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	arXiv:1301.2033		
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�14	
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previous	results	from	the	B-
factories	and	undergoing	
conMnuous	improvements	

LHCb-CONF-2017-004	

γ =	(76.8							)o	+5.1	
�5.7	

Parallel	WG4	talk	by	Francesca	

For more details see talk of F. Dordei LHCb Implication Workshop
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Prospects	for	γ	

28	

•  Belle-II	will	be	in	the	game	well	before	the	start	of	

HL-LHC	

•  LHCb	will	have	more	precise	results	in	fully-charged	final	

states,	but	might	become	more	compeMMve	in	neutral	

modes	too	with	improvements	in	the	calorimeter	

•  Belle-II	targets	a	precision	
on	γ	of	about	2o	at	the	
end	of	the	data	taking,	

whereas	with	an	LHCb	

upgrade	to	reach	300	|�1,	

a	precision	at	be[er	than	

0.4o	is	expected	

LHCb	now	

LHCb	Run-5	(300	|�1)	

Belle-II	

Parallel	WG4	talk	by	Francesca	

LHCb Run-3 (2024,22fb-1)

Table 1: List of the LHCb measurements used in the combination, where TD is time-dependent
and the method acronyms refer to the authors of Refs. [6–15].

B decay D decay Method Ref. Status since last
combination [1]

B+ ! DK+ D ! h+h� GLW [16] Updated to Run 1 +
2 fb�1 Run 2

B+ ! DK+ D ! h+h� ADS [17] As before

B+ ! DK+ D ! h+⇡�⇡+⇡� GLW/ADS [17] As before

B+ ! DK+ D ! h+h�⇡0 GLW/ADS [18] As before

B+ ! DK+ D ! K0
Sh

+h� GGSZ [19] As before

B+ ! DK+ D ! K0
SK

+⇡� GLS [20] As before

B+ ! D⇤K+ D ! h+h� GLW [16] New

B+ ! DK⇤+ D ! h+h� GLW/ADS [21] New

B+ ! DK+⇡+⇡� D ! h+h� GLW/ADS [22] As before

B0 ! DK⇤0 D ! K+⇡� ADS [23] As before

B0! DK+⇡� D ! h+h� GLW-Dalitz [24] As before

B0 ! DK⇤0 D ! K0
S⇡

+⇡� GGSZ [25] As before

B0
s ! D⌥

s K
± D+

s ! h+h�⇡+ TD [26] Updated to 3 fb�1

Run 1

3 Auxiliary inputs

All auxiliary inputs are identical to those used in Ref. [1] with the addition of a constraint
on the coherence factor for B+ ! DK⇤+ decays, DK⇤+

B . The value used is taken from
Ref. [21] as DK⇤+

B = 0.95± 0.06.

4 Results

The combination consists of 85 observables and 37 free parameters. The goodness of fit
computed from the �2 value at the best fit point given the number of degrees of freedom
is p = 84.8%. The equivalent value calculated from the fraction of pseudoexperiments,
which are generated from the best fit point, and have a �2 larger than that found in the
data, is p = (86.8± 0.2)%.

The main results of the combination are �, the ratio of magnitudes of suppressed
(b ! u) and favoured (b ! c) amplitudes, denoted rB, and the strong phase di↵erence, �B,
between the two amplitudes. The rate equations from which the observables are extracted
are invariant under the simultaneous transformation � ! � + 180�, � ! � + 180�, where �
represents the strong phases �DK

B , �D
⇤K+

B , �DK⇤+
B , �DK⇤0

B , �DK⇡⇡
B or �DsK

B . Therefore results
for all angles are expressed modulo 180�, and only the solution most consistent with

2

LHCb-CONF-2017-004
July 26, 2017
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CP violation in B mixing

Must control detection asymmetries at O(10-4)

In Run 1 we used large D+ → KSπ0 control samples 
to understand detector-induced asymmetries. Can 
we sustain this with equal MagUp/Down statistics?

→ Move to MC-based efficiencies and relative data/
MC corrections?

SV resolution is essential to maintain/improve 
performance for the corrected-mass observable

→ Removal of RF foil?
34

LHCb unofficial

O(2x10-4)

Tiny in the SM - [Artuso et al., arXiv:1511.09466]

reconstruction efficiency for single kaons suffers from a
sizeable difference between Kþ and K− cross sections with
the detector material, which depends on the kaon momen-
tum. This asymmetry largely cancels in AtrackðKþK−Þ due
to the similar kinematic distributions of the positive and
negative kaons. The kaon asymmetry is calculated using
prompt D− → Kþπ−π− and D− → K0

Sπ
− decays, similarly

to Refs. [20,25]. For pions and muons, the charge asym-
metry due to interactions in the detector material is assumed
to be negligible, and a systematic uncertainty is assigned
for this assumption [20]. Effects from the track
reconstruction algorithms and detector acceptance, com-
bined with a difference in kinematic distributions between
pions and muons, can result in a charge asymmetry.
It is assessed here with two methods. The first method
measures the track reconstruction efficiency using samples
of partially reconstructed J=ψ → μþμ− decays as described
in Ref. [26]. The second method uses fully and partially
reconstructed D$− → D̄0ðKþπ−πþπ−Þπ− decays as
described in Ref. [27]. The final value of Atrackðπ−μþÞ is
obtained as the weighted average from the two methods.
The systematic uncertainty on this number includes a
small effect from differences in the detector acceptance
for positive and negative particles.
The asymmetry induced by the PID requirements, APID,

is determined using large samples of D$þ → D0ðK−πþÞπþ
and J=ψ → μþμ− decays. The D$þ charge identifies the
kaon and the pion of the D0 decay without the use of PID
requirements, which is then used to determine the PID
efficiencies and corresponding charge asymmetries.
The asymmetry induced by the trigger, Atrig, is split into

contributions from the muon hardware trigger and from
the software trigger. The first, AtrigðhardwareÞ, is assessed
using samples of J=ψ → μþμ− decays in data. The second,
AtrigðsoftwareÞ, is mainly caused by the trigger require-
ments on the muon or one of the hadrons from the D−

s
decay. The asymmetry from the muon software trigger is
determined in a similar fashion to that from the hardware
trigger. The asymmetry due to the trigger requirement
on the hadrons is determined using samples of prompt
D−

s → KþK−π− decays that have been triggered by other
particles in the event. The combined asymmetry takes into
account the overlap between the two triggers.
The measured values of all detection asymmetries with

their statistical and systematic uncertainties are shown in
Table I. The overall corrections are small and compatiblewith
zero. In contrast, corrections for separate magnet polarities
aremore significant (atmost 1.1% in 2011 and0.3% in 2012),
as expected for most of the detector-induced charge asym-
metries. The corrections for the detection asymmetries are
almost fully correlated between the Dalitz regions.
The previous analysis, based on 1.0 fb−1, used only

candidates in the ϕπ region of the Dalitz plot, with different
selection criteria, and used a different fit method to
determine the signal yields [7]. A more stringent selection

resulted in a cleaner signal sample, but with roughly 30%
fewer signal candidates in the ϕπ region. As a cross-check,
the approach of the previous analysis is repeated on the full
3.0 fb−1 data sample and the result is compatible within 1
standard deviation.
The twelve values of assl for each Dalitz region, polarity,

and data-taking period are consistent with each other. The
combined result, taking into account all correlations, is

assl ¼ ð0.39& 0.26& 0.20Þ%;

where the first uncertainty is statistical, originating from
the size of the signal and calibration samples, and the

TABLE I. Overview of contributions in the determination of
assl, averaged over Dalitz plot regions, magnet polarities, and data
taking periods, with their statistical and systematic uncertainties.
All numbers are in percent. The central value of assl is calculated
according to Eq. (3). The uncertainties are added in quadrature
and multiplied by 2=ð1 − fbkgÞ, which is the same for all twelve
subsamples, to obtain the uncertainties on assl.

Source Value
Statistical

uncertainties
Systematic
uncertainties

Araw 0.11 0.09 0.02
−AtrackðKþK−Þ 0.01 0.00 0.03
−Atrackðπ−μþÞ 0.01 0.05 0.04
−APID −0.01 0.02 0.03
−AtrigðhardwareÞ 0.03 0.02 0.02
−AtrigðsoftwareÞ 0.00 0.01 0.02
−fbkg Abkg 0.02 − 0.03 þ
ð1 − fbkgÞassl=2 0.16 0.11 0.08
2=ð1 − fbkgÞ 2.45 − 0.18 ×

assl 0.39 0.26 0.20

 [%]d
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FIG. 3. Overview of the most precise measurements of adsl and
assl. The horizontal and vertical bands indicate the naive averages
of pure assl and adsl measurements [20,28–32]. The yellow ellipse
represents the D0 dimuon measurement with ΔΓd=Γd set to
its SM expectation value [5]. The error bands and contours
correspond to a 68% confidence level.
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the detector material, which depends on the kaon momen-
tum. This asymmetry largely cancels in AtrackðKþK−Þ due
to the similar kinematic distributions of the positive and
negative kaons. The kaon asymmetry is calculated using
prompt D− → Kþπ−π− and D− → K0

Sπ
− decays, similarly

to Refs. [20,25]. For pions and muons, the charge asym-
metry due to interactions in the detector material is assumed
to be negligible, and a systematic uncertainty is assigned
for this assumption [20]. Effects from the track
reconstruction algorithms and detector acceptance, com-
bined with a difference in kinematic distributions between
pions and muons, can result in a charge asymmetry.
It is assessed here with two methods. The first method
measures the track reconstruction efficiency using samples
of partially reconstructed J=ψ → μþμ− decays as described
in Ref. [26]. The second method uses fully and partially
reconstructed D$− → D̄0ðKþπ−πþπ−Þπ− decays as
described in Ref. [27]. The final value of Atrackðπ−μþÞ is
obtained as the weighted average from the two methods.
The systematic uncertainty on this number includes a
small effect from differences in the detector acceptance
for positive and negative particles.
The asymmetry induced by the PID requirements, APID,

is determined using large samples of D$þ → D0ðK−πþÞπþ
and J=ψ → μþμ− decays. The D$þ charge identifies the
kaon and the pion of the D0 decay without the use of PID
requirements, which is then used to determine the PID
efficiencies and corresponding charge asymmetries.
The asymmetry induced by the trigger, Atrig, is split into

contributions from the muon hardware trigger and from
the software trigger. The first, AtrigðhardwareÞ, is assessed
using samples of J=ψ → μþμ− decays in data. The second,
AtrigðsoftwareÞ, is mainly caused by the trigger require-
ments on the muon or one of the hadrons from the D−

s
decay. The asymmetry from the muon software trigger is
determined in a similar fashion to that from the hardware
trigger. The asymmetry due to the trigger requirement
on the hadrons is determined using samples of prompt
D−

s → KþK−π− decays that have been triggered by other
particles in the event. The combined asymmetry takes into
account the overlap between the two triggers.
The measured values of all detection asymmetries with

their statistical and systematic uncertainties are shown in
Table I. The overall corrections are small and compatiblewith
zero. In contrast, corrections for separate magnet polarities
aremore significant (atmost 1.1% in 2011 and0.3% in 2012),
as expected for most of the detector-induced charge asym-
metries. The corrections for the detection asymmetries are
almost fully correlated between the Dalitz regions.
The previous analysis, based on 1.0 fb−1, used only

candidates in the ϕπ region of the Dalitz plot, with different
selection criteria, and used a different fit method to
determine the signal yields [7]. A more stringent selection

resulted in a cleaner signal sample, but with roughly 30%
fewer signal candidates in the ϕπ region. As a cross-check,
the approach of the previous analysis is repeated on the full
3.0 fb−1 data sample and the result is compatible within 1
standard deviation.
The twelve values of assl for each Dalitz region, polarity,

and data-taking period are consistent with each other. The
combined result, taking into account all correlations, is

assl ¼ ð0.39& 0.26& 0.20Þ%;

where the first uncertainty is statistical, originating from
the size of the signal and calibration samples, and the

TABLE I. Overview of contributions in the determination of
assl, averaged over Dalitz plot regions, magnet polarities, and data
taking periods, with their statistical and systematic uncertainties.
All numbers are in percent. The central value of assl is calculated
according to Eq. (3). The uncertainties are added in quadrature
and multiplied by 2=ð1 − fbkgÞ, which is the same for all twelve
subsamples, to obtain the uncertainties on assl.

Source Value
Statistical

uncertainties
Systematic
uncertainties

Araw 0.11 0.09 0.02
−AtrackðKþK−Þ 0.01 0.00 0.03
−Atrackðπ−μþÞ 0.01 0.05 0.04
−APID −0.01 0.02 0.03
−AtrigðhardwareÞ 0.03 0.02 0.02
−AtrigðsoftwareÞ 0.00 0.01 0.02
−fbkg Abkg 0.02 − 0.03 þ
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FIG. 3. Overview of the most precise measurements of adsl and
assl. The horizontal and vertical bands indicate the naive averages
of pure assl and adsl measurements [20,28–32]. The yellow ellipse
represents the D0 dimuon measurement with ΔΓd=Γd set to
its SM expectation value [5]. The error bands and contours
correspond to a 68% confidence level.
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• In order to improve precision must control 
detection asymmetries at very high precision, 
up to O(10-4)  

• Large D+ → KSπ0 control samples used to 
measure detector-induced charge 
asymmetries.  

• Today estimate of residual backgrounds from 
simulation. It may be the challenge for future 
measurements. 

• Future stat. uncertainty may approach the 
level of 0.2 x 10-3 with 300 fb-1  for both 
measurements. 

Run 1 - 3fb-1

PLB 713, 186 (2012) 

The production asymmetry at 7 TeV is compatible with
previous results [23] and with the production asymmetry at
8 TeV. The determination of the CP asymmetry in semi-
leptonic B0 decays is

adsl ¼ ð−0.02# 0.19# 0.30Þ%;

which is the most precise measurement to date and compat-
ible with the SM prediction and earlier measurements [24].
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Sensitive to CPV in mixing.  
SM predictions very small
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Measurement	of	|Vub|/|Vcb|	

39	

Signal	Λbàpµν decays	

Nature	Physics	10	(2015)	1038	

•  Measured	at	B	factories	and	more	
recently	by	LHCb	using	Λb	semileptonic	
decays	
–  first	of	a	rich	programme	of	measurements	
with	b-hadron	semileptonics	at	LHCb		

Important	role	of	LCQD	

V. Vagnoni, HL-LHC workshop 1 Nov 2017, https://indico.cern.ch/event/647676/ 



Mixing and CPV in charm
• D0 mixing established by LHCb with overwhelming sensitivity 

measuring mainly time-dependent ratio of WS to RS D0 → Kπ decays. 

•  “Large” mixing encourages searches for CP violation.  

• Both direct and indirect CP violation searches have been performed 
with unprecedented precision with Run 1 data.  

• No sign of CP violation yet, but now entering the interesting range. 

• Formidable experimental challenge in preparation of very high 
precision measurements in the beauty sector in the Upgrade era. 
Charm is our crystal ball to see the future. 

20
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Figure 3: Two-dimensional confidence regions in the (x02
, y

0) plane obtained (a) without
any restriction on CP violation, (b) assuming no direct CP violation, and (c) assuming
CP conservation. The dashed (solid) curves in (a) and (b) indicate the contours of the
mixing parameters associated with D

0 (D0) decays. The best-fit value for D0 (D0) decays
is shown with an open (filled) point. The solid, dashed, and dotted curves in (c) indicate
the contours of CP -averaged mixing parameters at 68.27%, 95.45%, and 99.73% confidence
levels (CL), respectively. The best-fit value is shown with a point.

due to peaking backgrounds for the CP -averaged results, and uncertainties in detector208

asymmetries for the CP -violating results. All reported results, p-values, and the contours209

shown in Fig. 3 are based on the full uncertainties.210

Direct CP violation would produce a nonzero intercept at t = 0 in the e�ciency-211

corrected di↵erence of WS-to-RS yield ratios between D

0 and D

0 mesons shown in212

Fig. 2 (c). It is parametrized by the asymmetry measured in the first fit, A

D

⌘213

(R+
D

�R

�
D

)/(R+
D

+R

�
D

) = (�0.1±8.1±4.2)⇥10�3, where the first uncertainty is statistical214

and the second systematic. Indirect CP violation would result in a time dependence of the215

e�ciency-corrected di↵erence of yield ratios, which in Fig. 2 (c) is uniform. From the results216

of the fit allowing for direct and indirect CP violation, a likelihood for |q/p| is constructed217

using the relations x0± = |q/p|±1(x0 cos� ± y

0 sin�) and y

0± = |q/p|±1(y0 cos� ⌥ x

0 sin�).218

Confidence intervals are derived with a likelihood-ratio ordering and assuming that the219

parameter correlations are independent of the true values of the mixing parameters. We de-220

termine 1.00 < |q/p| < 1.35 and 0.82 < |q/p| < 1.45 at the 68.27% and 95.45% confidence221

levels, respectively.222

The R
D

result departs from the previous result based on a subset of the same data [13],223

which was biased by the then-undetected residual spurious-pion background. Because such224

background induces an apparent global shift toward higher decay times of the oscillating225

WS-to-RS ratio pattern, the bias a↵ects predominantly R

D

, and less severely the mixing226

parameters. The systematic uncertainties are significantly reduced because the dominant227

components are either statistical in nature, or reduced owing to a higher data-quality228

uniformity across data-taking periods.229
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Figure 3: Measured asymmetry A(t) in bins of t/⌧
D

, where ⌧
D

= 0.410 ps [16], for (top)
D0! K+K� and (bottom) D0! ⇡+⇡�, averaged over the full Run 1 data sample. Solid lines
show the time dependence with a slope equal to the best estimates of �A
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.

full Run 1 data sample are compared with fit results in Fig. 3.
The complementary analysis based on Eq. (2) follows a procedure largely unchanged

from the previous LHCb analysis [11], described in Refs. [19, 20] and briefly summarized
below. The selection requirements for this method di↵er from those based on Eq. (1)
only in the lack of a requirement on �

2

IP

(D0). A similar blinding procedure is used. This
analysis is applied to the 2 fb�1 subsample of the present data, collected in 2012, that was
not used in Ref. [11]. The 2012 data is split into three data-taking periods to account for
known di↵erences in the detector alignment and calibration after detector interventions.

Biases on the decay-time distribution, introduced by the selection criteria and detection
asymmetries, are accounted for through per-candidate acceptance functions, as described
in Ref. [20]. These acceptance functions are parametrized by the decay-time intervals
within which a candidate would pass the event selection if its decay time could be varied.
They are determined using a data-driven method, and used to normalize the per-candidate
probability density functions over the decay-time range in which the candidate would be
accepted.

A two-stage unbinned maximum likelihood fit is used to determine the e↵ective
decay widths. In the first stage, fits to the D

0 mass and �m spectra are used to
determine yields of signal decays and both combinatorial and partially reconstructed
backgrounds. In the second stage, a fit to the decay-time distribution together with
ln(�2

IP

(D0)) (Fig. 4) is made to separate secondary background. The finding of an
asymmetry consistent with zero in the control channel, A

�

(K�
⇡

+) = (�0.07±0.15)⇥10�3,
validates the method. Small mismodeling e↵ects are observed in the decay-time fits
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Figure 3: Measured asymmetry A(t) in bins of t/⌧
D

, where ⌧
D

= 0.410 ps [16], for (top)
D0! K+K� and (bottom) D0! ⇡+⇡�, averaged over the full Run 1 data sample. Solid lines
show the time dependence with a slope equal to the best estimates of �A
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full Run 1 data sample are compared with fit results in Fig. 3.
The complementary analysis based on Eq. (2) follows a procedure largely unchanged

from the previous LHCb analysis [11], described in Refs. [19, 20] and briefly summarized
below. The selection requirements for this method di↵er from those based on Eq. (1)
only in the lack of a requirement on �

2

IP

(D0). A similar blinding procedure is used. This
analysis is applied to the 2 fb�1 subsample of the present data, collected in 2012, that was
not used in Ref. [11]. The 2012 data is split into three data-taking periods to account for
known di↵erences in the detector alignment and calibration after detector interventions.

Biases on the decay-time distribution, introduced by the selection criteria and detection
asymmetries, are accounted for through per-candidate acceptance functions, as described
in Ref. [20]. These acceptance functions are parametrized by the decay-time intervals
within which a candidate would pass the event selection if its decay time could be varied.
They are determined using a data-driven method, and used to normalize the per-candidate
probability density functions over the decay-time range in which the candidate would be
accepted.

A two-stage unbinned maximum likelihood fit is used to determine the e↵ective
decay widths. In the first stage, fits to the D

0 mass and �m spectra are used to
determine yields of signal decays and both combinatorial and partially reconstructed
backgrounds. In the second stage, a fit to the decay-time distribution together with
ln(�2

IP

(D0)) (Fig. 4) is made to separate secondary background. The finding of an
asymmetry consistent with zero in the control channel, A

�

(K�
⇡

+) = (�0.07±0.15)⇥10�3,
validates the method. Small mismodeling e↵ects are observed in the decay-time fits
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Jolanta Brodzicka , Implication workshop Nov 9th,2017 
https://indico.cern.ch/event/646856/ 

Adding 2015-2016 data (~2fb-1) ⇒ 30M D0 → KK and 9M D0 → ππ               
Today (~5fb-1): stat. uncertainty~ 2 x10-4 (expected syst. ~0.5 x10-4) 

LHCb-Upgrade (50fb-1):  stat. uncertainty  ~ 5 x10-5

Run 1 (3fb -1)



Time-integrated ACP in two-body decays
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((((((ACP(in(twoEbody(decays(w/(penguin9
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LHCb9 Belle9 BaBar9 BESIII9
Mode! ACP'[%]9
D0�K+KE(! +0.04(±(0.12(±(0.10! E0.32(±(0.21(±(0.09(((((!+0.00(±(0.34(±(0.13!

D0�π+πE(! +0.07(±(0.14(±(0.11! +0.55(±(0.36(±(0.09! E0.24(±(0.52(±(0.22!

D0�KsKs!
E2.9(±(5.2(±(2.2! +0.00(±(1.53(±(0.17!

D0�π0π0(! E0.03(±(0.64(±(0.10!

D0�Ksη(! +0.54(±(0.51(±(0.16!

D0�Ksη’(! +0.98(±(0.67(±(0.14!

D+�KsK
+! +0.03(±(0.17(±(0.14! +0.08(±(0.28(±(0.14!+0.46(±(0.36(±(0.25! E1.5(±(2.8(±(1.6!

D+�KLK
+! E3.0(±(3.2(±(1.2!

D+�φπ+! E0.04(±(0.14(±(0.14! +0.51(±(0.28(±(0.05!

D+�ηπ+(! +1.74(±(1.13(±(0.19!

D+�η’π+(! E0.61(±(0.72(±(0.55(±(0.12! E0.12(±(1.12(±(0.17!

Ds
+�Ksπ

+! +0.38(±(0.46(±(0.17! +5.45(±(2.50(±(0.33! +0.3(±(2.0(±(0.3!

Ds
+�η’π+(!E0.82(±(0.36(±(0.24(±(0.27!

Most precise 
Very important 

hàp://www.slac.stanford.edu/xorg/hfag/charm!

(3fb-1)

Table 1: Signal yields.

Decay mode Yield
D

± ! K

0

S⇡
± 4 834 440± 2 555

D

±
s

! K

0

S⇡
± 120 976± 692

D

± ! K

0

SK
± 1 013 516± 1 379

D

±
s

! K

0

SK
± 1 476 980± 2 354

D

± ! �⇡

± 7 020 160± 2 739
D

±
s

! �⇡

± 13 144 900± 3 879

Table 2: Measured asymmetries (in %) for the decay modes D± ! K0

S⇡
±, D±

s

! K0

S⇡
±,

D±
s

! K0

SK
± and D±

s

! �⇡± and the calculated CP asymmetries. The results are reported
separately for

p
s = 7 TeV and

p
s = 8 TeV data and the two magnetic polarities (Up and Down).

The combined results are given in the final column. The quoted uncertainties are statistical only.

p
s = 7 TeV

p
s = 8 TeV

Asymmetry Up Down Up Down Total

AD

±!K

0
S⇡

±

meas

�1.04± 0.19 �0.74± 0.16 �0.88± 0.08 �1.04± 0.08 �0.95± 0.05

AD

±
s !K

0
S⇡

±

meas

+2.55± 1.34 �0.56± 1.09 �0.46± 0.78 �0.66± 0.77 �0.15± 0.46

AD

±!K

0
SK

±

meas

�0.47± 0.59 �0.23± 0.50 �0.11± 0.32 +0.38± 0.31 +0.01± 0.19

AD

±
s !K

0
SK

±

meas

+0.28± 0.34 +0.84± 0.28 �0.69± 0.18 +1.02± 0.17 +0.27± 0.11

AD

±
s !�⇡

±
meas

�1.02± 0.09 +0.24± 0.07 �0.71± 0.05 �0.48± 0.05 �0.41± 0.05
ADD

CP

+2.71± 1.46 �1.04± 1.18 +0.86± 0.82 �0.39± 0.81 +0.41± 0.49

AD

±!K

0
SK

±

CP

�0.80± 0.53 �0.17± 0.44 +0.69± 0.27 �0.14± 0.27 +0.03± 0.17

AD

±
s !K

0
S⇡

±

CP

+3.51± 1.35 �0.87± 1.09 +0.17± 0.78 �0.25± 0.77 +0.38± 0.46

polarity configurations is determined.
The total fitted signal yields for all decay modes and the measured and calculated CP

asymmetries are summarised in Table 1 and Table 2, respectively. Since the correlation
between the measured asymmetries is negligible, the CP asymmetries are calculated
assuming they are uncorrelated.

5 Systematic uncertainties

The values of the CP asymmetries ADD
CP

, AD

±!K

0
SK

±

CP

and AD

±
s !K

0
S⇡

±

CP

are subject to several
sources of systematic uncertainty arising from the fitting procedure, treatment of the
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Figure 2: Mass distribution of ⌘0⇡± candidates, combined over all kinematic bins, pp centre-of-
mass energies, and hardware trigger selections, for (a) positively and (b) negatively charged
D±

(s) candidates. Points with errors represent data, while the curves represent the fitted model

(solid), the D±
s

! �3⇡⇡± (dashed) and D± ! �3⇡⇡± (long-dashed) components, and the sum of
all background contributions (dotted), including combinatorial background. Residuals divided
by the corresponding uncertainty are shown under each plot.

ground from non-prompt D±
(s) mesons, originating from the decay of a b hadron. The

remaining secondary D±
(s) mesons may introduce a bias in the measured CP asymmetries

due to a di↵erence in the production asymmetries for b hadrons and D±
(s) mesons. This

bias might not cancel in the di↵erence of measured asymmetries for signal and control
channels, due to di↵erences in the final-state reconstruction. In order to investigate
this bias, the D±

(s) production asymmetries in D±
(s) ! ⌘0⇡± decays are modified using

A0
P = (AP + fAb

P)/(1 + f), where f is the fraction of secondary D±
(s) candidates in a

Table 1: Systematic uncertainties (absolute values in %) on �A
CP

. The total systematic
uncertainty is the sum in quadrature of the individual contributions.

Source �[�A
CP

(D±)] �[�A
CP

(D±
s

)]
Non-prompt charm 0.03 0.03
Trigger 0.09 0.09
Background model 0.50 0.19
Fit procedure 0.16 0.09
Sideband subtraction 0.03 0.02
K0 asymmetry 0.08 �
D±

(s) production asymmetry 0.07 0.02

Total 0.55 0.24

7

N(D±)=63k 
N(Ds

±)=152k

PLB 771 (2017) 21-30 
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di�erent detection e�ciencies for opposite charged tracks (particles and antiparticles have
di�erent interaction cross sections with detector material).

The contribution from Aprod and Adet approximately cancel in the di�erence
�ACP © Araw(K0

S K0

S ) ≠ Araw(cc) between the measured asymmetry of D0 æ K0

S K0

S de-
cay and that of a suitable control channel (cc):

ACP (K0

S K0

S ) ¥ �ACP + ACP (cc). (3.3)

This type of measurement is robust against the detection and production asymmetry
uncertainties, since they cancel to first order.

An appropriate control channel for this analysis is the decay D0 æ K+K≠, where
the D0 is coming from a Dú decay. This choice has been made because in this channel
ACP is expected to be compatible with 0 with a very small uncertainty with respect
to the one on ACP (K0

S K0

S ). In fact the LHCb Run1 measurement on ACP (K+K≠) is
(0.04 ± 0.12 (stat) ± 0.10 (syst))% [3] .

3.1.4 Current experimental status
The existing measurements on this decay channel are listed in Tab 3.1. The first measure-
ment of ACP (K0

S K0

S ) was made by CLEO, who measured ACP with a statistical uncertainty
of 19% [20], followed by LHCb, who measured in Run-1 ACP with a statistical uncertainty
of 5.2% [6]. The world’s best measurement has been made by Belle, who measured ACP

with a statistical uncertainty of 1.53% [8].

Table 3.1: Existing measurements of ACP (D0 æ K

0

K

0). The first error
is statistic, while the second is systematic.

ACP (K0

S K0

S ) (%) Yield Year Collaboration
≠23. ± 19. 65 ± 14 2008 CLEO
≠2.9 ± 5.2 ± 2.2 635 ± 74 2015 LHCb Run-1
≠0.02 ± 1.53 ± 0.17 5399 ± 87 2016 Belle
≠0.38 ± 1.46 World average

3.2 Dataset
For this analysis I have used the pp-collision data of LHCb, taken in 2015 and in 2016 at a
centre of mass energy of

Ô
s = 13 TeV. This data corresponds to an integrated luminosity

of about
s Ldt ƒ 2 fb≠1 . The total data sample is divided into two subsamples by the

magnet polarity (MagUp, MagDown). This is done because beam conditions are di�erent
in the two cases, therefore the value of ACP is measured independently on the subsamples.
In this way the robustness and reliability of the analysis strategy can be tested, since the
measured value of ACP should be compatible among the two subsamples.

Depending on the track type used in the reconstruction of the K0

S candidates it is
possible to distinguish between two categories. K0

S candidates are labeled “L” (long) if
the pion daughters are derived from Long tracks and they are called “D” if the daughters
come from Downstream tracks. Thus D0 candidates can be labeled LL, LD or DD,

D0➝KsKs - No trigger in Run 1 for this mode.    
Run 1+Run 2 (2018 - 8fb-1) expected uncertainty ~ 1-2%. 
Very hard to make reliable projections for Run 3. Proposed a 
dedicated “realtime” downstream tracker to be installed during LS3 
(Run 4) to recover acceptance.  

with neutral



More charm
• LHCb collected huge sample of multi-body charm 

decays where CPV can be studied through the 
phase space (local asymmetries larger than 
integrated ones). Also measure how phase space 
evolves with time [t dep. Dalitz]. 

- D0➝Ksππ (2M), D0 ➝KsKpi (200K), D0➝K3pi (11M RS and 
43k WS), D0➝4pi (1M), etc… yield in parentheses from 
Run 1 data. 

• Limits improved by orders of magnitude with only 
Run 1 data on the search of rare decays 
(D0➝μ+μ−,D0→eμ, D0 →π−π+μ−μ+ ,   D+(s) →π+μ+μ−, 
etc.. ). 

• Pioneering the exploration of charm baryons (i.e Λc). 

•  Spectroscopy Bc(2S), Ωc excitations, first 
observation of a doubly-charmed baryon, the Ξcc++   

24

upper limits are derived using a frequentist approach based on a likelihood-ratio ordering
method that includes the e↵ects due to the systematic uncertainties [24, 25]. For the ⌘
region of D0 ! K+K�µ+µ�, where no fit is performed, the limit is calculated assuming
two signal candidates and zero background. Integrating over dimuon mass, and accounting
for correlations [23], the total branching fractions are measured to be

B(D0 ! ⇡+⇡�µ+µ�) = (9.64 ± 0.48 ± 0.51 ± 0.97) ⇥ 10�7,

B(D0 ! K+K�µ+µ�) = (1.54 ± 0.27 ± 0.09 ± 0.16) ⇥ 10�7. (2)

The two results have a correlation of 0.497 and are consistent with the standard model
expectations [4].

In summary, a study of the D0 ! ⇡+⇡�µ+µ� and D0 ! K+K�µ+µ� decays is
performed in ranges of the dimuon mass using pp collisions collected by the LHCb
experiment at

p
s = 8 TeV. Significant signal yields are observed for the first time

in several dimuon-mass ranges for both decays; the corresponding branching fractions
are measured and found to be consistent with the standard model expectations [4].
For the dimuon-mass regions where no significant signal is observed, upper limits at
90% and 95% CL are set on the branching fraction. The total branching fractions
are measured to be B(D0 ! ⇡+⇡�µ+µ�) = (9.64 ± 0.48 ± 0.51 ± 0.97) ⇥ 10�7 and
B(D0 ! K+K�µ+µ�) = (1.54 ± 0.27 ± 0.09 ± 0.16) ⇥ 10�7, where the uncertainties are
statistical, systematic, and due to the limited knowledge of the normalization branching
fraction. These are the rarest charm-hadron decays ever observed and are expected to
provide better sensitivity to short-distance flavor-changing neutral-current contributions
to these decays.
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The rarest charm-hadron decays ever observed
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• New measurement from LHCb using Run-2 data 
has led this year to the first observation of the 
Bs→μμ decay from a single experiment:  

• Moreover, it starts to be possible to measure other 
properties, such as the effective lifetime, that will 
be useful for discriminating between NP models.  

• Experimental precision not yet in the interesting 
range, but important proof of concept.  

• With 300 fb-1 in Run 5,  LHCb has the potential to 
reach a relative uncertainty on the the ratio of B0 to 
Bs branching fractions at better than 10%.                                          
SM prediction BR(B0) =(1.0±0.1)x10−10.

Update on B→μμ by LHCb  
with Run-2 data 

25
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Figure 1: Mass distribution of the selected B0

(s)

! µ+µ� candidates (black dots) with BDT > 0.5.
The result of the fit is overlaid, and the di↵erent components are detailed.

of 4.6% and 10.9%, respectively. The dependence is approximately linear in the physically
allowed Aµ

+
µ

�

��

range.
For the B0

s

! µ+µ� lifetime determination, the data are background-subtracted with
the sPlot technique [41], using a fit to the dimuon mass distribution to disentangle signal
and background components statistically. Subsequently, a fit to the signal decay-time
distribution is made with an exponential function multiplied by the acceptance function
of the detector. The B0

s

candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000]MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0

s

! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0

s

! µ+µ� and combinatorial background components.
The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
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Figure 2: (Top) Mass distribution of the selected B0

(s)

! µ+µ� candidates (black dots) with

BDT > 0.55. The result of the fit is overlaid together with the B0

s

! µ+µ� (red dashed line) and
the combinatorial background (blue dashed line) components. (Bottom) Background-subtracted
B0

s

! µ+µ� decay-time distribution with the fit result superimposed.
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B(B0

s

! µ+µ�) =
�
3.0± 0.6+0.3

�0.2

�
⇥ 10�9, where the first uncertainty is statisticalexcess of B ! µ µ� decays is found and a 95% confidence level upper limit,

B(B0 ! µ+µ�) < 3.4⇥ 10�10, is determined. All results are in agreement with the
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Table 6: Expected sensitivities of specific very rare decays; limits are given at 90% C. L. . Note that Belle II has
sensitivity for B0

s ! `+`�, but we only consider the impact of the e+e� ! ⌥ (4S) ! BB̄ data taking in this study.
The extrapolations of B0

s ! µ+µ� refer to the combined statistical and systematic uncertainty and are based on
the latest LHCb measurement on a dataset corresponding to an integrated luminosity of 4.4 fb�1 [67].

current LHCb Belle II
8 fb�1 22 fb�1 50 fb�1 50 ab�1

B0
s ! µ+µ� (2.4+0.9

�0.7)⇥ 10�9 [35]iii 0.45⇥ 10�9 0.24⇥ 10�9 0.16⇥ 10�9 -
B0! µ+µ� < 0.28⇥ 10�9 [67]iv < 0.19⇥ 10�9 < 0.10⇥ 10�9 < 0.07⇥ 10�9 < 5⇥ 10�9

B0
s ! e+e� < 2.8⇥ 10�7 [69] < 0.27⇥ 10�8 < 0.12⇥ 10�8 < 0.07⇥ 10�8 -

B0! e+e� < 8.3⇥ 10�8 [69] < 0.12⇥ 10�8 < 0.05⇥ 10�8 < 0.03⇥ 10�8 < 3⇥ 10�9

B0
s ! ⌧+⌧� < 5.2⇥ 10�3 [70] < 2.7⇥ 10�3 < 0.9⇥ 10�3 < 0.5⇥ 10�3 -

B0! ⌧+⌧� < 1.6⇥ 10�3 [70] < 0.8⇥ 10�3 < 0.3⇥ 10�3 < 0.2⇥ 10�3 < 0.3⇥ 10�3

B0
s ! e±µ⌥ < 1.1⇥ 10�8 [71]v < 0.31⇥ 10�8 < 0.15⇥ 10�8 < 0.10⇥ 10�8 -

B0! e±µ⌥ < 2.8⇥ 10�9 [71]v < 0.8⇥ 10�9 < 0.4⇥ 10�9 < 0.2⇥ 10�9 < 4.0⇥ 10�9

⌧�! µ+µ�µ� < 2.1⇥ 10�8 [72] < 2.4⇥ 10�8 [68] < 1.3⇥ 10�8 < 0.8⇥ 10�8 < 3.5⇥ 10�10

⌧�! µ�� < 4.4⇥ 10�8 [73] - - - < 1.0⇥ 10�9

B+! K+⌫⌫ < 1.6⇥ 10�5 [74] - - - 10.7% [75]
B+! K⇤+⌫⌫ < 4.0⇥ 10�5 [76] - - - 9.3% [75]
B0! K⇤0⌫⌫ < 5.5⇥ 10�5 [76] - - - 9.6% [75]

iii This average does not contain the latest LHCb measurement [67].
iv From supplementary material. A combination of measurements is available from [35].
v This measurement has been performed on 1 fb�1 and has been extrapolated to 3 fb�1.
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LFU tests in b→sl+l- transitions

• Theoretically very clean  

• Observation of non-LFU would be a 
clear sign of new physics. 

• For the moment at the 3σ-ish level 
from the SM  

• Updates with Run-2 as well as other 
new measurements with different 
decay modes expected for next year.

28

15	

•  Measure	raMos	
RK	=	BF(B+àK+μ+μ�)	/	BF(B+àK+e+e�)		
RK*	=	BF(B0àK*0μ+μ�)	/	BF(B0àK*0e+e�)		

•  TheoreMcally	very	clean	
– ObservaMon	of	non-LFU	
would	be	a	clear	sign	of	new	
physics		

•  For	the	moment	at	the	
3σ-ish	level	from	the	SM	

•  Updates	with	Run-2	as	well	
as	other	new	measurements	
with	different	decay	modes	
expected	for	next	year	

PRL	113	(2014)	151601	

LFU	tests	in	bàsℓ+ℓ�	transi?ons	

JHEP	08	(2017)	055	
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]4c/2 [GeV2q
0 5 10 15 20

KR

0

0.5

1

1.5

2

SM

LHCbLHCb

LHCb BaBar Belle

PRL 113 (2014) 151601 

due to different final-state particle kinematic distributions
in the resonant and nonresonant dilepton mass region.
The dependence of the particle identification on the

kinematic distributions contributes a systematic uncer-
tainty of 0.2% to the value of RK. The efficiency
associated with the hardware trigger on Bþ →
J=ψð→ eþe−ÞKþ and Bþ → Kþeþe− decays depends
strongly on the kinematic properties of the final state
particles and does not entirely cancel in the calculation of
RK , due to different electron and muon trigger thresholds.
The efficiency associated with the hardware trigger is
determined using simulation and is cross-checked using
Bþ → J=ψð→ eþe−ÞKþ and Bþ → J=ψð→ μþμ−ÞKþ

candidates in the data, by comparing candidates triggered
by the kaon or leptons in the hardware trigger to
candidates triggered by other particles in the event.
The largest difference between data and simulation in
the ratio of trigger efficiencies between the Bþ →
Kþlþl− and Bþ → J=ψð→ lþl−ÞKþ decays is at the
level of 3%, which is assigned as a systematic uncertainty
on RK . The veto to remove misidentification of kaons as
electrons contains a similar dependence on the chosen
binning scheme and a systematic uncertainty of 0.6% on
RK is assigned to account for this.
Overall, the efficiency to reconstruct, select, and identify

an electron is around 50% lower than the efficiency for a
muon. The total efficiency in the range 1 < q2 <
6 GeV2=c4 is also lower for Bþ → Kþlþl− decays than
the efficiency for the Bþ → J=ψð→ lþl−ÞKþ decays, due
to the softer lepton momenta in this q2 range.

The ratio of efficiency-corrected yields of Bþ → Kþeþe−

to Bþ → J=ψð→ eþe−ÞKþ is determined separately for
each type of hardware trigger and then combined with the
ratio of efficiency-corrected yields for the muon decays. RK

is measured to have a value of 0.72þ0.09
−0.08ðstatÞ$0.04ðsystÞ,

1.84þ1.15
−0.82ðstatÞ$0.04ðsystÞ, and 0.61þ0.17

−0.07ðstatÞ$0.04ðsystÞ
for dielectron events triggered by electrons, the kaon, or
other particles in the event, respectively. Sources of system-
atic uncertainty are assumed to be uncorrelated and are
added in quadrature. Combining these three independent
measurements of RK and taking into account correlated
uncertainties from the muon yields and efficiencies, gives

RK ¼ 0.745þ0.090
−0.074ðstatÞ $ 0.036ðsystÞ:

The dominant sources of systematic uncertainty are due to
the parametrization of the Bþ → J=ψð→ eþe−ÞKþ mass
distribution and the estimate of the trigger efficiencies that
both contribute 3% to the value of RK.
The branching fraction of Bþ → Kþeþe− is determined

in the region from 1 < q2 < 6 GeV2=c4 by taking the ratio
of the branching fraction from Bþ → Kþeþe− and Bþ →
J=ψð→ eþe−ÞKþ decays and multiplying it by the mea-
sured value of B (Bþ → J=ψKþ) and J=ψ → eþe− [10].
The value obtained is BðBþ → Kþeþe−Þ ¼
½1.56þ0.19

−0.15ðstatÞ
þ0.06
−0.04ðsystÞ' × 10−7. This is the most precise

measurement to date and is consistent with the SM
expectation.
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FIG. 2. Mass distributions with fit projections overlaid of selected Bþ → J=ψð→ eþe−ÞKþ candidates triggered in the hardware
trigger by (a) one of the two electrons, (b) by the Kþ, and (c) by other particles in the event. Mass distributions with fit projections
overlaid of selected Bþ → Kþeþe− candidates in the same categories, triggered by (d) one of the two electrons, (e) the Kþ, and (f) by
other particles in the event. The total fit model is shown in black, the combinatorial background component is indicated by the dark
shaded region and the background from partially reconstructed b -hadron decays by the light shaded region.
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Differential branching fractions consistently lower than SM expectations, although 
predictions are still matter of discussion 
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•  DifferenMal	branching	fracMons	consistently	lower	than	SM	
expectaMons,	although	predicMons	are	sMll	ma[er	of	discussion	
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Figure 5. Differential branching fraction of B0→ K∗(892)0µ+µ− decays as a function of q2.
The data are overlaid with the SM prediction from refs. [50, 51]. No SM prediction is included
in the region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 <
19.0GeV2/c4 is also presented. The uncertainties shown are the quadratic sum of the statistical
and systematic uncertainties, and include the uncertainty on the B0→ J/ψK∗0 and J/ψ → µ+µ−

branching fractions.

is shown in figure 5. The uncertainties given are a quadratic sum of statistical and sys-

tematic uncertainties and the bands shown indicate the SM prediction from refs. [50, 51].

The results are also reported in table 2. The various sources of systematic uncertainties

are described in section 8.

The total branching fraction of the B0→ K∗(892)0µ+µ− decay is obtained from the

sum over the eight q2 bins. To account for the fraction of signal events in the vetoed q2

regions, a correction factor of 1.532 ± 0.001(stat) ± 0.010(syst) is applied. This factor is

determined using the calculation in ref. [52] and form factors from ref. [53]. The systematic

uncertainty is determined by recalculating the extrapolation factor using the form factors

from ref. [54] and taking the difference to the nominal value. The resulting total branching

fraction is

B(B0→ K∗(892)0µ+µ−) = (1.036+0.018
−0.017 ± 0.012± 0.007± 0.070)× 10−6,

where the uncertainties, from left to right, are statistical, systematic, from the extrap-

olation to the full q2 region and due to the uncertainty of the branching fraction of the

normalisation mode.

8 Systematic uncertainties

The sources of systematic uncertainty considered can alter the angular and mass dis-

tributions, as well as the ratio of efficiencies between the signal and control channels.

In general, the systematic uncertainties are significantly smaller than the statistical

uncertainties. The various sources of systematic uncertainty are discussed in detail below

– 12 –
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• Angular analysis of B0→K*0μμ  

• Can construct less form-factor 
dependent ratios of observables, 
like P5’.  

• It is important to remark that 
global fits by several theory 
groups take into account up to 
90 observables from various 
experiments, notably including 
B→μμ and b→sl+l- transitions, 
and nicely get a consistent 
overall picture. 

30
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Other	anomalies	in	the	bàsℓ+ℓ� sector	
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•  Angular	analysis	of	B0àK*0µµ	
•  Can	construct	less	form-factor	
dependent	raMos	of	
observables,	like	P5’	

•  It	is	important	to	
remark	that	global	fits	
by	several	theory	
groups	take	into	
account	up	to	90	
observables	from	
various	experiments,	
notably	including	
Bàμμ	and	bàsℓ+ℓ� 
transiMons,	and	nicely	
get	a	consistent	overall	
picture	

Parallel	WG4	talks	by	Paula,	Pavel,	Subir	

More details on S. Descotes-Genon, Implication Workshop 
https://indico.cern.ch/event/646856/



LFU tests in semileptonic b-hadron decays 
• Measure ratio RD(*) = BF(B→D(*)τν) / BF(B→D(*)μν).  

• Measurements of R(D) and R(D*) by BaBar, Belle and LHCb.  

- Overall average shows a 4σ discrepancy from the SM  

- LHCb has recently demonstrated to be able to make the measurement also with 3-prong τ 
decays [arXiv:1708.08856] 

31

Figure 9: Current experimental uncertainties for R(D) and R(D⇤) as well as the extrapolation
to 10 fb�1 and 22 fb�1 assuming that the dominant systematics can be reduced with luminosity.

there will be observables that are much more precisely measured at LHCb with these data,
for example related to the polarisation of the fully reconstructed D⇤+ meson. Angular
analyses and the investigation of a number of observables, recently defined in Refs. [60–63],
give maximal sensitivity to BSM physics. While these observables can already be studied
at a Phase-1 upgrade of the LHCb detector, the ultimate sensitivity will be reached only
in Phase-2.

Other final states, such as the ⇤0
b ! ⇤+

c
(⇤)
⌧⌫ decays would certainly benefit from

the increase in luminosity as for example the ⇤0
b ! ⇤+

c
⇤
µ⌫X signal yield in Run 1 data

is approximately an order of magnitude smaller than for the R(D⇤) case. One other
important channel which will benefit hugely from 300 fb�1, is the B+

c modes, B+
c ! J/ ⌧⌫.

Additionally, based on the projections from the R(J/ ) analysis, the uncertainty compared
to R(J/ ) is approximately four times larger. This is another channel that would benefit
greatly from from the larger dataset and can only be done at LHCb.

Finally, the abundant datasets expected in the Phase-2 upgrade would allow CKM-
suppressed semi-tauonic decays, such as ⇤0

b ! p⌧⌫, to be studied. Dedicated studies are
needed in this respect, however the techniques being developed for the current semi-tauonic
analyses would limit physics backgrounds due to e.g. b-baryon decays and charmless
baryonic decays of B mesons.

6 Rare decays

Presently, analyses of rare decays are typically statistically limited with experimental
systematic uncertainties that are relatively small. Rare decays would therefore particularly
profit from larger data samples, and an integrated luminosity of

R Ldt = 300 fb�1 would
allow for precision measurements also in the area of very rare decays.

14

• LHCb can also perform 
measurements with other b hadrons: 

- Recent determination of R(J/ψ) = BF(Bc→J/
ψτν) / BF(Bc→J/ψμν)[arXiv:1711.05623] 

- Other modes with Bs and Λb decays will 
also come .

of the ratio of branching fractions

R(J/ ) =
B(B+

c

! J/ ⌧+⌫
⌧

)

B(B+

c

! J/ µ+⌫
µ

)
= 0.71± 0.17 (stat) ± 0.18 (syst). (3)

This result lies within 2 standard deviations of the range of existing predictions in the
Standard Model, 0.25 to 0.28, assuming lepton universality.
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Observable Run 1 result 8 fb�1 50 fb�1 300 fb�1

Yield B0 ! K⇤0µ+µ� 2398 ± 57 [74] 9175 70480 435393
Yield B0

s ! �µ+µ� 432 ± 24 [75] 1653 12697 78436
Yield B+ ! K+µ+µ� 4746 ± 81 [83] 18159 139491 861709
Yield B+ ! ⇡+µ+µ� 93 ± 12 [84] 355 2725 16831
Yield ⇤0

b ! ⇤µ+µ� 373 ± 25 [85] 1426 10957 67688
Yield B+ ! K+e+e� (1 < q2 < 6 GeV2/c4) 254 ± 29 [76] 972 7465 46118
Yield B0 ! K⇤0e+e� 1 < q2 < 6 GeV2/c4 111 ± 14 [77] 425 3262 20154
dB(B+ ! ⇡+µ+µ�, 1.0 < q2 < 6 GeV2/c4)/dq2[10�9 GeV�2c4] 0.91 ± 0.21 ± 0.03 [84] 0.11 0.04 0.02
dB(B+ ! ⇡+µ+µ�, 15 < q2 < 22 GeV2/c4)/dq2[10�9 GeV�2c4] 0.47 ± 0.12 ± 0.01 [84] 0.06 0.02 0.01
AFB(B0 ! K⇤0µ+µ�, 1.1 < q2 < 6 GeV2/c4) �0.075 ± 0.034 ± 0.007 [74] 0.017 0.006 0.003
AFB(B0 ! K⇤0µ+µ�, 15 < q2 < 19 GeV2/c4) 0.355 ± 0.027 ± 0.009 [74] 0.014 0.005 0.002
S5(B0 ! K⇤0µ+µ�, 1.1 < q2 < 6 GeV2/c4) �0.023 ± 0.050 ± 0.005 [74] 0.026 0.009 0.004
S5(B0 ! K⇤0µ+µ�, 15 < q2 < 19 GeV2/c4) �0.325 ± 0.037 ± 0.009 [74] 0.019 0.007 0.003
S5(B0

s ! K⇤0µ+µ�, 1.1 < q2 < 6 GeV2/c4) - - 0.087 0.035
S5(B0

s ! K⇤0µ+µ�, 15 < q2 < 19 GeV2/c4) - - 0.064 0.026
RK(1 < q2 < 6 GeV2/c4) 0.745 ± 0.090 ± 0.036 [76] 0.046 0.017 0.007
RK⇤(1 < q2 < 6 GeV2/c4) 0.69 ± 0.11 ± 0.05 [77] 0.056 0.020 0.008

Table 2: Projected yields and statistical uncertainties for semileptonic electroweak penguin
decays from an extrapolation of LHCb Run 1 results. Linear dependence of the bb̄ production
cross section on the centre-of-mass energy and unchanged Run 1 detector performance are
assumed.

The measurement of the photon polarisation—the asymmetry between the right- and
left-handed components of the photon—can be used to indirectly constrain non-SM right-
handed currents; while a precise measurement has not been performed yet—leaving this
observable as one of the largest unexplored features of the SM—several methods to achieve
the result can be applied at LHCb.

The time-dependent CP asymmetry of B! fCP �, where fCP is a CP eigenstate, arises
from the interference between decay amplitudes with and without B0

s–B
0
s mixing and is

predicted to be small in the SM [87]. From the decay rate for B(B) mesons,

�(Bq(Bq)! fCP �) / e���q⌧{cosh(
��q⌧

2
) � A� sinh(

��q⌧

2
) (1)

± C cos(�mq⌧) ⌥ S sin(�mq⌧)},

it follows that two strategies have to be used to measure the photon-polarisation-dependent
parameters A�, C and S: one which studies the decay independently of the flavour of the
B meson, which allows to access A�, and one that tags the flavour of the B meson, thus
accessing C and S. LHCb has recently measured the untagged B0

s ! �� time-dependent
rate obtaining A� = �0.98+0.46

�0.52 (stat)+0.23
�0.20 (syst) [88] with a sample of 4000 events. A data

sample of around 800 000 decays is expected with 300 fb�1, allowing to lower the statistical
uncertainty to ⇠ 0.02. While some systematic uncertainties will improve with the increase
of luminosity, the main one—corresponding to the background subtraction—will benefit
from improvements in the mass resolution of radiative decays, currently of O(90 MeV/c2).
Further improvements in the calorimeter system would be required to bring the precision
of the tagged analysis below 0.15, since the uncertainty in this case is dominated by
the decay time resolution coming from the photon momentum resolution. Additionally,
improvements in the flavour tagging will be required to reduce the uncertainties below
0.05, since the present mistag fraction of O(30%) has an e↵ect on the S and C parameters
of around 0.06.

17

Observed anomalies will be either confirmed or ruled out by LHCb-Upgrade and Belle II 
experiments independently with  very high significance by the end of their data-taking. 



Conclusions
• Performing very high precision measurements in all areas of Flavor Physics 

is fundamental w/ or w/o a direct evidence of new particles at LHC:    

- w/o — flavour physics will indicate the way for future developments of the entire field. 

- w/ — flavour physics as a fundamental ingredient in understanding NP dynamics  

• Run 1 has demonstrated the huge potentialities of LHCb in producing a 
wide variety of extreme precise results. 

• Run 2 and Run 3 (LHCb-Upgrade 1a) will push many relevant 
measurements to an unprecedented level of precision, however it is 
extremely necessary to have a programme as diversified as possible.  

• Belle II will be a major player in the game to confirm and to complement 
LHCb measurements (like B→τν, decays with neutrinos and neutral 
particles in the final states, some decays of long-lived particle, etc.).
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Long term future (after 2031)

34

• LHCb will continue taking data in Run 4 (Phase 1b, 2027-2030) and 
eventually in Run 5 (Phase II, 2031-???) at higher luminosity 
(L>1034), the so-called “Extreme Flavor Experiment” in INFN What’s 
Next document.   

• At the moment LHCb collaboration submitted a EoI document 
(CERN-LHCC-2017-003) to the LHCC for a new experiment to be 
installed in LS4 (Phase II Upgrade).   

• This will certainly be a world-wide effort and it will require the support 
of all flavor experimentalists and theoreticians.



Backup
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LHC timeline in the next decades
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Current Trigger (Run 2)
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  Hardware trigger (L0):  
-  Based on calorimeter and muon chambers infos
-  Detector readout limited to 1MHz
- Tight cuts, e.g. pT(m) > 1.4 GeV,  E(e)>2.5 GeV

Software trigger (HLT):
HLT1:  
 - Partial event reconstruction (tracking and PV)  
 - Track reconstruction for  pT > 0.5GeV 
 - Multivariate inclusive selection (based on IP, 
    kinematic and muonID ) 

HLT2:  
- Full event reconstruction  
- Inclusive lines (selection of displaced vertices  
  and hight pT tracks) 
- Exclusive lines with reduced events informations  
  for all the rest (>300 lines)

The current LHCb trigger

4

HLT rate in 
CMS ~ 1kHz



Event Filer Farm (Run 2)
• Input rate: 1MHz 

• Output rate: 10KHz 

• Average event size (full) ~70kB 

• The EFF now consists of approximately 1800 nodes, with 
1000 containing 2 TB of hard disk space each and 800 
nodes containing 4 TB each, giving a total of 5.2 PB.  

• Each server node in the EFF contains 12/16 physical 
processor cores and 24–32 logical cores.

38



Turbo Stream (Run 2)
• Calibration and detector alignment performed in 

realtime between HLT1 (track momentum and impact 
parameter) and HLT2 (full reconstruction) stages. 

• PID and its calibration performed at the trigger level 
too. Requirement applied at HLT2 stage. 

• Current scheme exploits LHC duty cycle (~50%), 
thanks to the 5.2 PB buffer, where events are stored 
before the HLT2 processing.  

• Close to the paradigma online = offline at current 
conditions (L= 4x1032 cm-2s-1 and HLT input =1MHz).  

• Candidates are directly saved on permanent storage 
after the trigger reconstruction, ready to be analyzed.  

• Only reconstructed objects can be saved, discarding 
the rest. Smaller events ⇒ larger output rate.

39
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Fig. 1. Schematic diagram showing the overall data processing model in Run-II, where the blue solid line represents data flow, and the red dashed line the propagation of
calibrations.

3.1. Real-time alignment and calibration

As described in Section 2.2, increased computing resources
in the EFF allow for automated alignment and calibration tasks
to supply high-quality information to the trigger software. This
removes the need for further reprocessing.

In order to align and calibrate the detector, dedicated samples
from HLT1 are taken as input. These calibrations are implemented
before HLT2 has processed the data, which is a prerequisite for
the successful functioning of the Turbo stream as it relies on
information calculated by HLT2. The calibrations are also used by
HLT1 for subsequent processing. The alignment and calibration
tasks are performed at regular intervals. These intervals can be
as frequent as each time a new LHC proton beam is formed or
less frequent depending on the calibrations being calculated. The
calibration tasks are performed in a few minutes using the nodes
from the EFF. The resulting alignment or calibration parameters are
updated if they differ significantly from the values used at a given
time and are stored in a database as a function of time.

Full details of the real-time alignment procedure are provided
in Ref. [8]. The complete calibration of the full detector is a complex
enterprise. The achievement of automating and providing accurate
calibrations within a few minutes is a substantial achievement
without which analysis-quality reconstruction in HLT2 would be
impossible.

3.2. Streaming and data flow

Data streams at LHCb are controlled through the assignment of
routing bits to each event by the trigger software. Routing bits are
set according to the trigger lines that select the event. A filter is
applied based on the routing bit that allows for different streams
to be sent to different places in permanent storage, as depicted
in Fig. 1. These data are processed with the DIRAC software
framework [3], which is used to manage all LHCb data processing
on the Grid. The physics data streams in Run-II are the Full stream,

the Turbo stream, and the Calibration stream. Events are allowed
to be present in more than one stream.

Events that are sent to the Full stream have luminosity
information calculated, which is then stored in the data file
as a file summary record (FSR). They undergo a further offline
reconstruction using the sub-detector raw data banks, which
contain the detector information. Subsequent analysis selections
are applied, identifying decay channels of interest. After this
processing is completed, files are merged to improve network
utilisation in the LHC grid computing infrastructure, and the data
are then available for physics analyses.

The events directed to the Turbo stream consist of the flagged
physics lines and those triggered for luminosity accounting. The
Turbo stream does not require further event reconstruction, since
datasets are ready for user analysis directly after the generation of
luminosity file summary records and the restoration of the trigger
objects. As for the Full stream the resulting files are merged. This
is illustrated in Fig. 2.

Calibration
Calibration candidates provide pure data samples of pions,

kaons, protons, muons and electrons that can be used to determine
efficiencies in a data-driven method. Most LHCb analyses apply
selection requirements for variables that show some disagreement
between real data and simulated data, for example Particle
Identification. The determination of efficiencies using data is
therefore preferred where possible.

Exclusive selections applied in the trigger allow candidates of
highly abundant unstable particles, such as D⇤+ ! D0⇡+ to
be directed to a dedicated stream. Events sent to the Calibration
stream contain the stored trigger candidates in addition to the raw
sub-detector data. Thus, both the offline reconstruction of the Full
stream and the trigger restoration of the Turbo stream can be ap-
plied to Calibration stream events. The workflow of the Calibration
stream is depicted in Fig. 2. In this way, the same particle decay
candidates can be used to provide data driven corrections for both
the online and offline event reconstructions.

38 R. Aaij et al. / Computer Physics Communications 208 (2016) 35–42

Fig. 2. Turbo data processing versus the traditional approach, as described in Section 4. The time taken for each step in hours is provided for a 3 GB raw data file. In addition,
a calibration stream separates events for further processing to calculate data-driven efficiencies for both the Full and Turbo streams.

4. Implementation of the turbo stream

The concept of the Turbo stream is to provide a framework
by which physics analyses can be performed using the online
reconstruction directly. The schematic data flow of the Turbo
stream compared to the traditional data flow (represented by the
Full stream) is depicted in Fig. 2.

In the traditional data flow, raw event data undergoes a
complete reconstruction taking 24 h for 3 GB of input data on a
typical batch node. This additional reconstruction was designed
for a data processing model in which final calibrations performed
at the end of a data taking year were a significant improvement
compared to the calibrations initially available. This is no longer
needed since high quality calibrations are produced in real time.
After the offline reconstruction, selection criteria based on typical
b-hadron and c-hadron topologies are applied that identify the
decay candidates for user analysis, taking an additional 6 h for the
3 GB of raw data. After a final merging step of less than one hour,
the datasets are ready for user analysis. The approach taken by the
Turbo stream is to save the particle candidates reconstructed in the
HLT (equivalent to those produced after the selection stage in the
traditional approach) inside the raw event. The time taken for the
Tesla application to format the data in preparation for user analysis
is approximately 1 h.

A clear advantage of the Turbo stream is that the event size is
an order of magnitude smaller than that of the Full stream as all
sub-detector information may be discarded. For standard Run-II
conditions ⇠20% of the HLT2 selected events will be sent to the
Turbo stream at a cost of less than 2% of the output bandwidth.

In order to performphysics analyseswith the online reconstruc-
tion, decay candidatesmust appear in the same format as expected
by the output of the traditional processing, such that the existing
analysis infrastructure can be used. This is the purpose of the Tesla
application. The high-level functions of the Tesla application are
detailed in Section 4.1. The low-level design is described in Sec-
tion 4.2.

4.1. The Tesla application

For events in the Turbo stream, the reconstructed decay
candidates are stored in the raw data in the format usually
reserved for detector level information. The Tesla application is
subsequently used to performmultiple tasks on events sent to the
Turbo stream.

The purpose of Tesla is to ensure that the resulting output is
in a format that is ready for analysis. This means that the Tesla
application must do the following:

• Compute the information that is necessary for the luminosity
determination and store this in the output file, as described in
Section 3.2.

• Place the HLT candidate decays in the output file in such a
way that existing analysis tools function correctlywithminimal
modifications.

• Ensure that additional information calculated in the online
reconstruction is accessible to standard analysis tools, for
example event-level sub-detector occupancies and information
calculated using the whole reconstructed collision.

• Discard the raw data corresponding to the sub-detectors,
leaving only the information on the requested HLT candidates,
trigger decisions and headers required for subsequent analysis.
It should be noted that this requirement is only relevant for
2015 commissioning and will take place inside the trigger itself
from 2016 onwards.

The Tesla application must be capable of processing simulated
data sets. Thus, it must be able to associate reconstructed tracks
and calorimeter clusters to the simulated particles that produced
these signatures in the simulated detector. There should be
also an option to protect the detector raw data, such that the
offline reconstruction in the traditional data flow can coexist in
simulated events alongside the physics analysis objects from the
online reconstruction. The processing sequence used by the Tesla

R.Aaij, CPC 208 (2016) 35–42 [arXiv:1604.05596]

5.2 PB



Turbo stream in Run II

Turbo:  
- only exclusive decays (and nothing else) saved 

Turbo++ : 
- Full event reconstruction can be persisted  
- Variables such as isolation, objects for jets   
   reconstruction, can be saved  

 Turbo SP: 
-  New intermediate solution between Turbo and Turbo++  
-  Trigger candidate + subset of reconstruction  saved  
  6
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Trubo Stream (Run 2)
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LS3 consolidation 
• Profit from LS3 to implement some consolidations of 

the upgraded LHCb in Run 4 (2027-2030). 

• Some already planned and mandatory e.g. replace 
innermost part of ECAL due to radiation damage 
(strong physics interest: %0, &, e-) 

• Other proposed to improve LHCb performance and 
physics acceptance: 

- tracking stations inside the magnet to improve tracking 
acceptance for low momentum particles. 

- Build a downstream tracker unit (RETINA like) that can be 
integrated in the DAQ architecture and act as an embedded 
track-detector to reconstruct downstream tracks in realtime 
(long-lived particles Ks,!). 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The Solution

Instrument the Internal Sides of the Magnet 
• Adding a measurement after the magnet bending will improve momentum resolution 
• A large fraction of the otherwise lost tracks will be recovered 
• Possibly further widening LHCb physics program (see next talk)

Maurizio Martinelli - Magnet Stations Overview And Tracking | 30.5.2017Solution Magnet Stations
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SciFi
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●

Tuesday 30th May 2017 Frédéric Machefert 19 / 20

Overall geometry

It is diHcult to replace the full 
detector surface, but we could 
imagine some intermediate 
solu�on

Replace the inner region with 
fast-�ming and good spa�al 
resolu�on (Si layers) for the 
LS3  ?

176 modules would be needed

The removed innermost cells which are s�ll in speci�ca�ons could be 
re-deployed in the middle region

In turn, the middle region modules would replace some outer ones

This could be done in higher priority in the horizontal band which is 
also a%ected by the magne�c �eld 

50% of the photons from a neutral pion produced by a b-hadron 

(single p0 �nal state) fall into this horizontal band

Those last steps would require a full dismantling of the calorimeter. 
DiHcult to do during the LS3 ?

More info: Beyond the LHCb Phase-1 Upgrade workshop 
http://agenda.infn.it/event/LHCb-FU



Tracks in LHCb
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CKM physics and rare decays
• Look for inconsistencies in the global CKM fits  

- Measure CP violation in the interference between B0 and Bs mixing and decay  

• Phases φs and sin2β and related measurements.  

- Measure the CP-violating angles γ andαof the UT.  

- Measure UT sides Δmd and Δms, |Vub|/|Vcb|.  

- Measure precisely D0-meson mixing parameters, and search for CP violation in mixing 
and decay in the charm sector. 

• Search for (or precisely measure) rare and lepton-flavour violationg 
decays  

- Ks → μμ, B0 → μμ, Bs → μμ, … 

- τ → 3μ, D → eμ, B → eμ, ... 
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5	

•  Don’t	forget:	relevant	inputs	from	LQCD,	flavour	theory	and	constant	dedicaMon	
from	the	HFLAV	group	(h[p://www.slac.stanford.edu/xorg/hflav/)	

•  In	the	presence	of	relevant	new	physics	effects,	the	various	contours	would	not	
cross	each	other	in	a	single	point	

•  Certainly	that’s	a	great	success	of	the	Standard	Model	CKM	picture,	but	there	is	
sMll	room	for	new	physics	at	the	10%-15%	level	

Where	we	are	with	global	UT	fits	
h[p://ckmfi[er.in2p3.fr	 h[p://www.ukit.org	

∆md and ∆ms
• Experimental precision has reached a remarkable 

level at the per mille level, dominated by LHCb  

• Still far from systematic walls.  

• However, the interpretation requires LQCD inputs 

• The quest for precision with these constraints is now 
on LQCD. Need to sustain efforts from the LQCD 
community to reduce the theoretical uncertainties by 
x10 
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Δmd	and	Δms	

10	

~4%	

~7%	

•  Experimental	precision	has	reached	a	remarkable	level	
at	the	per	mille	level,	dominated	by	LHCb	
– Δmd	=	0.5065	±	0.0019	ps−1	

– Δms	=	17.757	±	0.021	ps−1	

•  However,	the	interpretaMon	requires	inputs	from	LQCD		

•  The	quest	for	precision	with	these	
constraints	is	now	on	LQCD	
– Need	to	sustain	efforts	from	the	LQCD	
community	to	reduce	the	theoreMcal	uncertainMes	by	x10	

Δmd	and	Δms	

10	

~4%	

~7%	

•  Experimental	precision	has	reached	a	remarkable	level	
at	the	per	mille	level,	dominated	by	LHCb	
– Δmd	=	0.5065	±	0.0019	ps−1	

– Δms	=	17.757	±	0.021	ps−1	

•  However,	the	interpretaMon	requires	inputs	from	LQCD		

•  The	quest	for	precision	with	these	
constraints	is	now	on	LQCD	
– Need	to	sustain	efforts	from	the	LQCD	
community	to	reduce	the	theoreMcal	uncertainMes	by	x10	

∆md∝|VtbV*td|2
∆ms∝|VtbV*ts|2
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Update of the LHCb combination of
the CKM angle � using B ! DK

decays

The LHCb collaboration †

Abstract

A combination of tree-level measurements of the CKM angle � from B ! DK
decays at LHCb is performed. The results are obtained from time-integrated
measurements of B+ ! DK+, B+ ! D⇤K+, B+ ! DK⇤+, B0 ! DK⇤0, B0 !
DK+⇡� and B+ ! DK+⇡+⇡� decays. In addition, inputs from a time-dependent
analysis of B0

s ! D⌥
s K

± decays are included. This combination uses both new
and updated results compared to an earlier LHCb combination, and gives a best
fit value of � = 76.8� with confidence intervals, set using a frequentist procedure,
of � 2 [71.1, 81.9]� at 68.3% confidence level (CL) and � 2 [64.3, 86.6]� at 95.5%
CL, where all values are modulo 180�. Using the best fit value and the 68.3% CL
interval, � is measured to be

� = (76.8+5.1
�5.7)

� ,

where the uncertainty includes statistical and systematic contributions. This is the
most precise measurement of the CKM angle � to date.

LHCb-CONF-2017-004
July 26, 2017

Table 1: List of the LHCb measurements used in the combination, where TD is time-dependent
and the method acronyms refer to the authors of Refs. [6–15].

B decay D decay Method Ref. Status since last
combination [1]

B+ ! DK+ D ! h+h� GLW [16] Updated to Run 1 +
2 fb�1 Run 2

B+ ! DK+ D ! h+h� ADS [17] As before

B+ ! DK+ D ! h+⇡�⇡+⇡� GLW/ADS [17] As before

B+ ! DK+ D ! h+h�⇡0 GLW/ADS [18] As before

B+ ! DK+ D ! K0
Sh

+h� GGSZ [19] As before

B+ ! DK+ D ! K0
SK

+⇡� GLS [20] As before

B+ ! D⇤K+ D ! h+h� GLW [16] New

B+ ! DK⇤+ D ! h+h� GLW/ADS [21] New

B+ ! DK+⇡+⇡� D ! h+h� GLW/ADS [22] As before

B0 ! DK⇤0 D ! K+⇡� ADS [23] As before

B0! DK+⇡� D ! h+h� GLW-Dalitz [24] As before

B0 ! DK⇤0 D ! K0
S⇡

+⇡� GGSZ [25] As before

B0
s ! D⌥

s K
± D+

s ! h+h�⇡+ TD [26] Updated to 3 fb�1

Run 1

3 Auxiliary inputs

All auxiliary inputs are identical to those used in Ref. [1] with the addition of a constraint
on the coherence factor for B+ ! DK⇤+ decays, DK⇤+

B . The value used is taken from
Ref. [21] as DK⇤+

B = 0.95± 0.06.

4 Results

The combination consists of 85 observables and 37 free parameters. The goodness of fit
computed from the �2 value at the best fit point given the number of degrees of freedom
is p = 84.8%. The equivalent value calculated from the fraction of pseudoexperiments,
which are generated from the best fit point, and have a �2 larger than that found in the
data, is p = (86.8± 0.2)%.

The main results of the combination are �, the ratio of magnitudes of suppressed
(b ! u) and favoured (b ! c) amplitudes, denoted rB, and the strong phase di↵erence, �B,
between the two amplitudes. The rate equations from which the observables are extracted
are invariant under the simultaneous transformation � ! � + 180�, � ! � + 180�, where �
represents the strong phases �DK

B , �D
⇤K+

B , �DK⇤+
B , �DK⇤0

B , �DK⇡⇡
B or �DsK

B . Therefore results
for all angles are expressed modulo 180�, and only the solution most consistent with

2
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4.1 Interpretation

The result for � in Table 2 show a larger central value and smaller uncertainties compared
to the results in Ref. [1]. The increase in the central value is driven by the updated inputs
from the B+ ! DK+ GLW analysis (⇠ 4�) and B0

s ! D⌥
s K

± decays (⇠ 2�). Most of
the increase in the precision of � comes from the new B+ ! DK+ GLW inputs. The
inclusion of the partially reconstructed B+ ! D⇤K+ and B+ ! DK⇤+ observables has
relatively little impact. The new measurement of � is statistically compatible with the
previous value.

Using the simple profile likelihood method some further interpretation of the results
is presented in this section. Performing the combination with statistical uncertainties
only suggests that the systematic contribution to the uncertainty on � is approximately
3�. Performing the combination without use of the external constraints (described in
Sec. 3) roughly doubles the uncertainty on �, demonstrating the value of including this
information.

The origin of the sensitivity to � of the various decay modes and analysis methods in
the combination is shown in Fig. 4 by performing profile likelihood scans using subsets of
the input observables. It can be seen that B+ ! DK+ decays o↵er the best sensitivity
(see Fig. 4 left) and that the GLW/ADS methods o↵er multiple narrow solutions compared
to the single broader solution of the GGSZ method (see Fig. 4 right). Figures 5 and 6
further demonstrate the complementarity of the input methods in the (� vs. �XB ) and
(� vs. rXB ) planes, for the B+ and B0 systems respectively. Equivalent plots are not made
for the B+ ! DK⇤+ and B+ ! D⇤K+ systems as these each contain only a single input.
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reconstruction efficiency for single kaons suffers from a
sizeable difference between Kþ and K− cross sections with
the detector material, which depends on the kaon momen-
tum. This asymmetry largely cancels in AtrackðKþK−Þ due
to the similar kinematic distributions of the positive and
negative kaons. The kaon asymmetry is calculated using
prompt D− → Kþπ−π− and D− → K0

Sπ
− decays, similarly

to Refs. [20,25]. For pions and muons, the charge asym-
metry due to interactions in the detector material is assumed
to be negligible, and a systematic uncertainty is assigned
for this assumption [20]. Effects from the track
reconstruction algorithms and detector acceptance, com-
bined with a difference in kinematic distributions between
pions and muons, can result in a charge asymmetry.
It is assessed here with two methods. The first method
measures the track reconstruction efficiency using samples
of partially reconstructed J=ψ → μþμ− decays as described
in Ref. [26]. The second method uses fully and partially
reconstructed D$− → D̄0ðKþπ−πþπ−Þπ− decays as
described in Ref. [27]. The final value of Atrackðπ−μþÞ is
obtained as the weighted average from the two methods.
The systematic uncertainty on this number includes a
small effect from differences in the detector acceptance
for positive and negative particles.
The asymmetry induced by the PID requirements, APID,

is determined using large samples of D$þ → D0ðK−πþÞπþ
and J=ψ → μþμ− decays. The D$þ charge identifies the
kaon and the pion of the D0 decay without the use of PID
requirements, which is then used to determine the PID
efficiencies and corresponding charge asymmetries.
The asymmetry induced by the trigger, Atrig, is split into

contributions from the muon hardware trigger and from
the software trigger. The first, AtrigðhardwareÞ, is assessed
using samples of J=ψ → μþμ− decays in data. The second,
AtrigðsoftwareÞ, is mainly caused by the trigger require-
ments on the muon or one of the hadrons from the D−

s
decay. The asymmetry from the muon software trigger is
determined in a similar fashion to that from the hardware
trigger. The asymmetry due to the trigger requirement
on the hadrons is determined using samples of prompt
D−

s → KþK−π− decays that have been triggered by other
particles in the event. The combined asymmetry takes into
account the overlap between the two triggers.
The measured values of all detection asymmetries with

their statistical and systematic uncertainties are shown in
Table I. The overall corrections are small and compatiblewith
zero. In contrast, corrections for separate magnet polarities
aremore significant (atmost 1.1% in 2011 and0.3% in 2012),
as expected for most of the detector-induced charge asym-
metries. The corrections for the detection asymmetries are
almost fully correlated between the Dalitz regions.
The previous analysis, based on 1.0 fb−1, used only

candidates in the ϕπ region of the Dalitz plot, with different
selection criteria, and used a different fit method to
determine the signal yields [7]. A more stringent selection

resulted in a cleaner signal sample, but with roughly 30%
fewer signal candidates in the ϕπ region. As a cross-check,
the approach of the previous analysis is repeated on the full
3.0 fb−1 data sample and the result is compatible within 1
standard deviation.
The twelve values of assl for each Dalitz region, polarity,

and data-taking period are consistent with each other. The
combined result, taking into account all correlations, is

assl ¼ ð0.39& 0.26& 0.20Þ%;

where the first uncertainty is statistical, originating from
the size of the signal and calibration samples, and the

TABLE I. Overview of contributions in the determination of
assl, averaged over Dalitz plot regions, magnet polarities, and data
taking periods, with their statistical and systematic uncertainties.
All numbers are in percent. The central value of assl is calculated
according to Eq. (3). The uncertainties are added in quadrature
and multiplied by 2=ð1 − fbkgÞ, which is the same for all twelve
subsamples, to obtain the uncertainties on assl.

Source Value
Statistical

uncertainties
Systematic
uncertainties

Araw 0.11 0.09 0.02
−AtrackðKþK−Þ 0.01 0.00 0.03
−Atrackðπ−μþÞ 0.01 0.05 0.04
−APID −0.01 0.02 0.03
−AtrigðhardwareÞ 0.03 0.02 0.02
−AtrigðsoftwareÞ 0.00 0.01 0.02
−fbkg Abkg 0.02 − 0.03 þ
ð1 − fbkgÞassl=2 0.16 0.11 0.08
2=ð1 − fbkgÞ 2.45 − 0.18 ×

assl 0.39 0.26 0.20
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reduction because of the tagging efficiency [9,10]. The
unmixed decays have zero asymmetry due to CPT sym-
metry. The raw asymmetry is still affected by possible
differences in detection efficiency for the two charge-
conjugate final states and by backgrounds from other
b-hadron decays to D−

s μþX. Hence, assl is calculated as

assl ¼
2

1 − fbkg
ðAraw − Adet − fbkgAbkgÞ; ð3Þ

where Adet is the detection asymmetry, which is assessed
from data using calibration samples, fbkg is the fraction
of the b-hadron background, and Abkg the background
asymmetry.
The LHCb detector is a single-arm forward spectrometer

designed for the study of particles containing b or c quarks
[11,12]. A high-precision tracking system with a dipole
magnet measures the momentum (p) and impact parameter
(IP) of charged particles. The IP is defined as the distance of
closest approach between the track and any primary proton-
proton interaction and is used to distinguish between
D−

s mesons from B decays and D−
s mesons promptly

produced in the primary interaction. The regular reversal
of the magnet polarity allows a quantitative assessment of
detector-induced charge asymmetries. Different types
of charged particles are distinguished using particle
identification (PID) information from two ring-imaging
Cherenkov detectors, an electromagnetic calorimeter, a
hadronic calorimeter and a muon system. Online event
selection is performed by a two-stage trigger. For this
analysis, the first (hardware) stage selects muons in the
muon system; the second (software) stage applies a full
event reconstruction. Here the events are first selected by
the presence of the muon or one of the hadrons from theD−

s
decay, after which a combination of the decay products is
required to be consistent with the topological signature of a
b-hadron decay. Simulated events are produced using the
software described in Refs. [13–17].
Different intermediate states, clearly visible in the Dalitz

plot shown in Fig. 1, contribute to the three-body D−
s →

KþK−π− decays. Three disjoint regions are defined, which
have different levels of background. The ϕπ region is the
cleanest and is selected by requiring the reconstructed Kþ

K− mass to be within %20 MeV=c2 of the known ϕ mass.
The K&K region is selected by requiring the reconstructed
Kþ π− mass to be within %90 MeV=c2 of the known
K&ð892Þ0 mass. The remaining D−

s candidates are included
in the non-resonant (NR) region, which also covers other
intermediate states [18].
The D−

s candidates are reconstructed from three charged
tracks, and then a muon track with opposite charge is
added. All four tracks are required to have a good quality
track fit and significant IP. The contribution from prompt
D−

s background is suppressed to a negligible level by
imposing a lower bound on the IP of the D−

s candidates.

To ensure a good overlap with the calibration samples,
minimum momenta of 2, 5, and 6 GeV=c and minimum
transverse momenta, pT , of 300, 400, and 1200 MeV=c are
required for the pions, kaons, and muons, respectively.
To suppress background, kaon and pion candidates are
required to be positively identified by the PID system.
Candidates are selected by requiring a good quality of
the D−

s and B0
s decay vertices. A source of background

arises from D−
s candidates where one of the three decay

particles is misidentified. The main contributions are from
Λ̄−
c → Kþp̄π−, D− → Kþπ−π−, J=ψX, and misidentified

or partially reconstructed multibody D decays, all origi-
nating from semileptonic b-hadron decays. They are sup-
pressed to a negligible level by specific vetoes, which apply
tight PID requirements in a small window of invariant mass
of the corresponding particle combination. These vetoes are
optimized separately for each Dalitz plot region. To check
that this does not introduce additional asymmetries, these
selections are applied to control samples of promptly
produced D−

s mesons. The asymmetries are found to be
consistent between the Dalitz regions.
The D−

s μþ signal yields are obtained from fits to the
KþK−π− invariant mass distributions. These yields contain
contributions from backgrounds that also peak at the D−

s
mass, originating from other b-hadron decays into D−

s
mesons and muons. Simulation studies indicate that these
peaking backgrounds are mainly composed of b-hadron
decays to D−

s XcX, where the D−
s meson originates from a

b → cc̄s transition, and Xc is a charmed hadron decaying
semileptonically.
An example of such a background is B− → D−

s D̄0X.
Other, smaller contributors are Bþ → D−

s KþμþνμX
and B0 → D−

s K0
Sμ

þνμX decays. All of these peaking
backgrounds have more missing particles than the
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B0
s → D−

s μþνμX signal decay. Their contribution is
reduced by requiring the corrected B0

s mass, defined as
mcorr≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2þpT

2
p

þpT , to be larger than 4200 MeV=c2,
where m is the D−

s μþ invariant mass and pT the D−
s μþ

momentum transverse to the line connecting the primary
and B0

s decay vertices.
The estimates of fbkg and Abkg are based on known

branching fractions [18], selection efficiencies, and back-
ground asymmetries, using a similar approach as in the
previous measurement [7]. The reconstruction and selec-
tion efficiencies of the backgrounds relative to the signal
efficiency are determined from simulation. The total back-
ground asymmetry is given by the sum of all contributions
as fbkgAbkg ≡

P
if

i
bkgA

i
bkg. The background asymmetries

mainly originate from the production asymmetries of b
hadrons. The production asymmetry between Bþ and B−

mesons is AbkgðBþÞ ¼ ð−0.6% 0.6Þ%, obtained from the
observed asymmetry in Bþ → J=ψKþ decays [19], after
correcting for the kaon detection asymmetry and the direct
CP asymmetry [18]. For the B0 background, there are
contributions from the production asymmetry and from
adsl [20]. Both asymmetries are diluted when integrating
over the B0 decay time, resulting in AbkgðB0Þ ¼
ð−0.18% 0.13Þ%. The production asymmetry in the Λ0

b
backgrounds is estimated based on the combined CP and
production asymmetry measured in Λ0

b → J=ψpþK−

decays [21]. The direct CP asymmetry in this decay mode
is estimated to be ð−0.6% 0.3Þ%, using the measurements
in Ref. [22] and the method proposed in Ref. [23].
Subtracting this from the combined asymmetry [21]
results in AbkgðΛ0

bÞ ¼ ðþ0.5% 0.8Þ%. The overall peaking
background fraction is fbkg ¼ ð18.4% 6.0Þ% and the
correction for the background asymmetry is fbkgAbkg ¼
ð−0.023% 0.031Þ%.
The KþK−π∓ mass distributions are shown in Fig. 2,

with the fit results superimposed. The D∓
s μ% yields are

found to be 899 × 103 in the ϕπ region, 413 × 103 in the
K&K region, and 280 × 103 in the NR region. Extended
maximum likelihood fits are made separately for the three
Dalitz regions, for the two magnet polarities, and the two
data-taking periods (2011 and 2012). To accurately deter-
mine the background shape from random combinations of
KþK−π− candidates, a wide mass window between 1800
and 2047 MeV=c2 is used, which includes the Cabibbo-
suppressedD− → KþK−π− decay. Both peaks are modeled
with a double-sided Hypatia function [24]. The tail param-
eters of this function are determined for each Dalitz region
by a fit to the combined data sets for all magnet polarities
and data-taking periods, and subsequently fixed in the
twelve individual mass fits. A systematic uncertainty is
assigned to account for fixing these parameters. The
combinatorial background is modelled with a second-order
polynomial. A simultaneous fit to the mðKþK−π−Þ and
mðKþK−πþÞ distributions is performed. All signal param-
eters except the mean masses and signal yields are shared

between the D−
s and Dþ

s candidates. All background
parameters vary independently in the fit to allow for any
asymmetry in the combinatorial background. Possible
biases from the fit model are studied by generating invariant
mass distributions with the signal component described by
a double Gaussian function with power-law tails on both
sides, and subsequently applying the fit with the default
Hypatia shape. The change in the value of Araw is assigned
as a systematic uncertainty.
Asymmetries are averaged as follows. For each magnet

polarity and data-taking period, the weighted average of the
asymmetries of the three Dalitz regions is taken. Then
the arithmetic average for the two magnet polarities is taken
to minimize possible residual detection asymmetries
[7]. Finally, a weighted average is made over the two
data-taking periods. The resulting raw asymmetry is
Araw ¼ ð0.11% 0.09Þ%.
The asymmetry Adet, arising from the difference in

detection efficiencies between the D−
s μþ and Dþ

s μ−

candidates, is determined using calibration samples. The
asymmetry is split up as

Adet ¼ Atrack þ APID þ Atrig; ð4Þ

where the individual contributions are described below.
For each calibration sample, event weights are applied to
match the three-momentum distributions of the calibration
particles to those of the signal decays. The weights are
determined in bins of the distributions of momenta and
angles. Alternative binning schemes are used to assess the
systematic uncertainties due to the weighting procedure.
The track reconstruction asymmetry, Atrack, is split

into a contribution, AtrackðKþK−Þ, associated with the
reconstruction of the KþK− pair and a contribution,
Atrackðπ−μþÞ, associated with the π−μþ pair. The track
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reduction because of the tagging efficiency [9,10]. The
unmixed decays have zero asymmetry due to CPT sym-
metry. The raw asymmetry is still affected by possible
differences in detection efficiency for the two charge-
conjugate final states and by backgrounds from other
b-hadron decays to D−

s μþX. Hence, assl is calculated as

assl ¼
2

1 − fbkg
ðAraw − Adet − fbkgAbkgÞ; ð3Þ

where Adet is the detection asymmetry, which is assessed
from data using calibration samples, fbkg is the fraction
of the b-hadron background, and Abkg the background
asymmetry.
The LHCb detector is a single-arm forward spectrometer

designed for the study of particles containing b or c quarks
[11,12]. A high-precision tracking system with a dipole
magnet measures the momentum (p) and impact parameter
(IP) of charged particles. The IP is defined as the distance of
closest approach between the track and any primary proton-
proton interaction and is used to distinguish between
D−

s mesons from B decays and D−
s mesons promptly

produced in the primary interaction. The regular reversal
of the magnet polarity allows a quantitative assessment of
detector-induced charge asymmetries. Different types
of charged particles are distinguished using particle
identification (PID) information from two ring-imaging
Cherenkov detectors, an electromagnetic calorimeter, a
hadronic calorimeter and a muon system. Online event
selection is performed by a two-stage trigger. For this
analysis, the first (hardware) stage selects muons in the
muon system; the second (software) stage applies a full
event reconstruction. Here the events are first selected by
the presence of the muon or one of the hadrons from theD−

s
decay, after which a combination of the decay products is
required to be consistent with the topological signature of a
b-hadron decay. Simulated events are produced using the
software described in Refs. [13–17].
Different intermediate states, clearly visible in the Dalitz

plot shown in Fig. 1, contribute to the three-body D−
s →

KþK−π− decays. Three disjoint regions are defined, which
have different levels of background. The ϕπ region is the
cleanest and is selected by requiring the reconstructed Kþ

K− mass to be within %20 MeV=c2 of the known ϕ mass.
The K&K region is selected by requiring the reconstructed
Kþ π− mass to be within %90 MeV=c2 of the known
K&ð892Þ0 mass. The remaining D−

s candidates are included
in the non-resonant (NR) region, which also covers other
intermediate states [18].
The D−

s candidates are reconstructed from three charged
tracks, and then a muon track with opposite charge is
added. All four tracks are required to have a good quality
track fit and significant IP. The contribution from prompt
D−

s background is suppressed to a negligible level by
imposing a lower bound on the IP of the D−

s candidates.

To ensure a good overlap with the calibration samples,
minimum momenta of 2, 5, and 6 GeV=c and minimum
transverse momenta, pT , of 300, 400, and 1200 MeV=c are
required for the pions, kaons, and muons, respectively.
To suppress background, kaon and pion candidates are
required to be positively identified by the PID system.
Candidates are selected by requiring a good quality of
the D−

s and B0
s decay vertices. A source of background

arises from D−
s candidates where one of the three decay

particles is misidentified. The main contributions are from
Λ̄−
c → Kþp̄π−, D− → Kþπ−π−, J=ψX, and misidentified

or partially reconstructed multibody D decays, all origi-
nating from semileptonic b-hadron decays. They are sup-
pressed to a negligible level by specific vetoes, which apply
tight PID requirements in a small window of invariant mass
of the corresponding particle combination. These vetoes are
optimized separately for each Dalitz plot region. To check
that this does not introduce additional asymmetries, these
selections are applied to control samples of promptly
produced D−

s mesons. The asymmetries are found to be
consistent between the Dalitz regions.
The D−

s μþ signal yields are obtained from fits to the
KþK−π− invariant mass distributions. These yields contain
contributions from backgrounds that also peak at the D−

s
mass, originating from other b-hadron decays into D−

s
mesons and muons. Simulation studies indicate that these
peaking backgrounds are mainly composed of b-hadron
decays to D−

s XcX, where the D−
s meson originates from a

b → cc̄s transition, and Xc is a charmed hadron decaying
semileptonically.
An example of such a background is B− → D−

s D̄0X.
Other, smaller contributors are Bþ → D−

s KþμþνμX
and B0 → D−

s K0
Sμ

þνμX decays. All of these peaking
backgrounds have more missing particles than the
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B0
s → D−

s μþνμX signal decay. Their contribution is
reduced by requiring the corrected B0

s mass, defined as
mcorr≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2þpT

2
p

þpT , to be larger than 4200 MeV=c2,
where m is the D−

s μþ invariant mass and pT the D−
s μþ

momentum transverse to the line connecting the primary
and B0

s decay vertices.
The estimates of fbkg and Abkg are based on known

branching fractions [18], selection efficiencies, and back-
ground asymmetries, using a similar approach as in the
previous measurement [7]. The reconstruction and selec-
tion efficiencies of the backgrounds relative to the signal
efficiency are determined from simulation. The total back-
ground asymmetry is given by the sum of all contributions
as fbkgAbkg ≡

P
if

i
bkgA

i
bkg. The background asymmetries

mainly originate from the production asymmetries of b
hadrons. The production asymmetry between Bþ and B−

mesons is AbkgðBþÞ ¼ ð−0.6% 0.6Þ%, obtained from the
observed asymmetry in Bþ → J=ψKþ decays [19], after
correcting for the kaon detection asymmetry and the direct
CP asymmetry [18]. For the B0 background, there are
contributions from the production asymmetry and from
adsl [20]. Both asymmetries are diluted when integrating
over the B0 decay time, resulting in AbkgðB0Þ ¼
ð−0.18% 0.13Þ%. The production asymmetry in the Λ0

b
backgrounds is estimated based on the combined CP and
production asymmetry measured in Λ0

b → J=ψpþK−

decays [21]. The direct CP asymmetry in this decay mode
is estimated to be ð−0.6% 0.3Þ%, using the measurements
in Ref. [22] and the method proposed in Ref. [23].
Subtracting this from the combined asymmetry [21]
results in AbkgðΛ0

bÞ ¼ ðþ0.5% 0.8Þ%. The overall peaking
background fraction is fbkg ¼ ð18.4% 6.0Þ% and the
correction for the background asymmetry is fbkgAbkg ¼
ð−0.023% 0.031Þ%.
The KþK−π∓ mass distributions are shown in Fig. 2,

with the fit results superimposed. The D∓
s μ% yields are

found to be 899 × 103 in the ϕπ region, 413 × 103 in the
K&K region, and 280 × 103 in the NR region. Extended
maximum likelihood fits are made separately for the three
Dalitz regions, for the two magnet polarities, and the two
data-taking periods (2011 and 2012). To accurately deter-
mine the background shape from random combinations of
KþK−π− candidates, a wide mass window between 1800
and 2047 MeV=c2 is used, which includes the Cabibbo-
suppressedD− → KþK−π− decay. Both peaks are modeled
with a double-sided Hypatia function [24]. The tail param-
eters of this function are determined for each Dalitz region
by a fit to the combined data sets for all magnet polarities
and data-taking periods, and subsequently fixed in the
twelve individual mass fits. A systematic uncertainty is
assigned to account for fixing these parameters. The
combinatorial background is modelled with a second-order
polynomial. A simultaneous fit to the mðKþK−π−Þ and
mðKþK−πþÞ distributions is performed. All signal param-
eters except the mean masses and signal yields are shared

between the D−
s and Dþ

s candidates. All background
parameters vary independently in the fit to allow for any
asymmetry in the combinatorial background. Possible
biases from the fit model are studied by generating invariant
mass distributions with the signal component described by
a double Gaussian function with power-law tails on both
sides, and subsequently applying the fit with the default
Hypatia shape. The change in the value of Araw is assigned
as a systematic uncertainty.
Asymmetries are averaged as follows. For each magnet

polarity and data-taking period, the weighted average of the
asymmetries of the three Dalitz regions is taken. Then
the arithmetic average for the two magnet polarities is taken
to minimize possible residual detection asymmetries
[7]. Finally, a weighted average is made over the two
data-taking periods. The resulting raw asymmetry is
Araw ¼ ð0.11% 0.09Þ%.
The asymmetry Adet, arising from the difference in

detection efficiencies between the D−
s μþ and Dþ

s μ−

candidates, is determined using calibration samples. The
asymmetry is split up as

Adet ¼ Atrack þ APID þ Atrig; ð4Þ

where the individual contributions are described below.
For each calibration sample, event weights are applied to
match the three-momentum distributions of the calibration
particles to those of the signal decays. The weights are
determined in bins of the distributions of momenta and
angles. Alternative binning schemes are used to assess the
systematic uncertainties due to the weighting procedure.
The track reconstruction asymmetry, Atrack, is split

into a contribution, AtrackðKþK−Þ, associated with the
reconstruction of the KþK− pair and a contribution,
Atrackðπ−μþÞ, associated with the π−μþ pair. The track
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Measurement of the CP Asymmetry in B0
s − B̄0

s Mixing
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The CP asymmetry in the mixing of B0
s and B̄0

s mesons is measured in proton-proton collision data
corresponding to an integrated luminosity of 3.0 fb−1, recorded by the LHCb experiment at center-of-mass

energies of 7 and 8 TeV. Semileptonic B0
s and B̄0

s decays are studied in the inclusive mode D∓
s μ! ν

ð−Þ
μX with

the D∓
s mesons reconstructed in the KþK−π∓ final state. Correcting the observed charge asymmetry for

detection and background effects, the CP asymmetry is found to be assl ¼ ð0.39! 0.26! 0.20Þ%, where the
first uncertainty is statistical and the second systematic. This is the most precise measurement of assl to date. It
is consistent with the prediction from the standard model and will constrain new models of particle physics.

DOI: 10.1103/PhysRevLett.117.061803

When neutral B mesons evolve in time they can change
into their own antiparticles. This quantum-mechanical
phenomenon is known as mixing and occurs in both neutral
B meson systems, B0 and B0

s , where B is used to refer to
either system. In this mixing process, the CP (charge-
parity) symmetry is broken if the probability for a B meson
to change into a B̄ meson is different from the probability
for the reverse process. This effect can be measured by
studying decays into flavor-specific final states, B → f,
such that B̄ → f transitions can only occur through the
mixing process B̄ → B → f. Such processes include semi-
leptonic B decays, as the charge of the lepton identifies
the flavor of the B meson at the time of its decay. The
magnitude of the CP-violating asymmetry in B mixing
can be characterized by the semileptonic asymmetry asl.
This is defined in terms of the partial decay rates, Γ, to
semileptonic final states as

asl ≡ ΓðB̄ → fÞ − ΓðB → f̄Þ
ΓðB̄ → fÞ þ ΓðB → f̄Þ

≈
ΔΓ
Δm

tanϕ12; ð1Þ

where Δm (ΔΓ) is the difference in mass (decay width)
between the mass eigenstates of the B system and ϕ12 is a
CP-violating phase [1]. In the standard model (SM), the
asymmetry is predicted to be as small as adsl ¼ ð−4.7!
0.6Þ × 10−4 in the B0 system and assl ¼ ð2.22! 0.27Þ ×
10−5 in the B0

s system [1,2]. However, these values may
be enhanced by non-SM contributions to the mixing
process [3].
Measurements of asl have led to an inconclusive picture.

In 2010, the D0 Collaboration reported an anomalous

charge asymmetry in the inclusive production rates of
like-sign dimuons [4], which is sensitive to a combination
of adsl and a

s
sl. Their most recent study shows a discrepancy

with SM predictions of about 3 standard deviations [5].
The current experimental world averages, excluding the
anomalous D0 result, are adsl ¼ ð0.01! 0.20Þ% and
assl ¼ ð−0.48! 0.48Þ% [6], compatible with both the SM
predictions and the D0 measurement. The measurement of
assl presented in this Letter is based on data recorded by
LHCb in 2011 and 2012, corresponding to an integrated
luminosity of 3.0 fb−1. It supersedes the previous LHCb
measurement [7], which used the 1.0 fb−1 data sample
taken in 2011. Semileptonic decays B0

s → D−
s μþνμX,

where X represents any number of particles, are recon-
structed inclusively in D−

s μþ. Charge-conjugate modes are
implied throughout, except in the definitions of charge
asymmetry. TheD−

s meson is reconstructed in the KþK−π−

final state. This analysis extends the previous LHCb
measurement, which considered only D−

s → ϕπ− decays,
by including all possible D−

s decays to the KþK−π− final
state.
Starting from a sample with equal numbers of B0

s and B̄0
s

mesons, assl can be measured without determining (tagging)
the initial flavor. The raw asymmetry of observed D−

s μþ

and Dþ
s μ− candidates, integrated over B0

s decay time, is

Araw ¼ NðD−
s μþÞ − NðDþ

s μ−Þ
NðD−

s μþÞ þ NðDþ
s μ−Þ

: ð2Þ

The high oscillation frequency Δms reduces the effect of
the small asymmetry in the production rates between B0

s
and B̄0

s mesons in pp collisions by a factor 10−3 [7,8].
Neglecting corrections, the untagged, time-integrated
asymmetry is Araw ¼ assl=2, where the factor 2 reduction
compared to the tagged asymmetry in Eq. (1) comes from
the summation over mixed and unmixed decays. The
tagged asymmetry would actually suffer from a larger

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.

PRL 117, 061803 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

5 AUGUST 2016

0031-9007=16=117(6)=061803(9) 061803-1 © 2016 CERN, for the LHCb Collaboration

PRL 117, 061803 (2016)



48

5100 5200 5300 5400 5500

 ) 2 c
Ev

en
ts

 / 
( 1

0 
M

eV
/

1000

2000

3000

−KD]
+π−K[→−B

LHCb

5100 5200 5300 5400 5500

1000

2000

3000

+KD]
−π+K[→+B

LHCb

5100 5200 5300 5400 5500

20000

40000

−πD]
+π−K[→−B

LHCb

] 2c) [MeV/±Dh(m
5100 5200 5300 5400 5500

20000

40000

+πD]
−π+K[→+B

LHCb

Figure 1: Invariant mass distributions of selected B± → [K±π∓]Dh± candidates, separated by
charge, with B−(B+) candidates on the left (right). The top plots contain the B± → DK±

candidate sample, as defined by a PID requirement on the bachelor particle. The remaining
candidates are placed in the bottom row, reconstructed with a pion hypothesis for the bachelor.
The red (thick, open) and green (hatched-area) curves represent the B± → DK± and B± →

Dπ± signals. The shaded part indicates partially reconstructed decays, the dotted line, where
visible, shows the combinatorial component, and the total PDF is drawn as a thin blue line.

Table 1: Signal yields as measured in the B− → [h+h−]Dh− and B− → [h+h−π+π−]Dh−

invariant mass fits, together with their statistical uncertainties.

Decay mode Yield
B± → [K±π∓]D π± 378,050 ± 650
B± → [K±π∓]D K± 29,470 ± 230
B± → [K+K−]D π± 50,140 ± 270
B± → [K+K−]D K± 3816 ± 92
B± → [π+π−]D π± 14,680 ± 130
B± → [π+π−]D K± 1162 ± 48
B± → [π±K∓]D π± 1360 ± 44
B± → [π±K∓]D K± 553 ± 34
B± → [K±π∓π+π−]D π± 142,910 ± 390
B± → [K±π∓π+π−]D K± 11,330 ± 140
B± → [π+π−π+π−]D π± 19,360 ± 150
B± → [π+π−π+π−]D K± 1497 ± 60
B± → [π±K∓π+π−]D π± 539 ± 26
B± → [π±K∓π+π−]D K± 159 ± 17

9Run 1 - 3fb-1
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Figure 1: Invariant mass distributions of selected B± → [K±π∓]Dh± candidates, separated by
charge, with B−(B+) candidates on the left (right). The top plots contain the B± → DK±

candidate sample, as defined by a PID requirement on the bachelor particle. The remaining
candidates are placed in the bottom row, reconstructed with a pion hypothesis for the bachelor.
The red (thick, open) and green (hatched-area) curves represent the B± → DK± and B± →

Dπ± signals. The shaded part indicates partially reconstructed decays, the dotted line, where
visible, shows the combinatorial component, and the total PDF is drawn as a thin blue line.

Table 1: Signal yields as measured in the B− → [h+h−]Dh− and B− → [h+h−π+π−]Dh−

invariant mass fits, together with their statistical uncertainties.

Decay mode Yield
B± → [K±π∓]D π± 378,050 ± 650
B± → [K±π∓]D K± 29,470 ± 230
B± → [K+K−]D π± 50,140 ± 270
B± → [K+K−]D K± 3816 ± 92
B± → [π+π−]D π± 14,680 ± 130
B± → [π+π−]D K± 1162 ± 48
B± → [π±K∓]D π± 1360 ± 44
B± → [π±K∓]D K± 553 ± 34
B± → [K±π∓π+π−]D π± 142,910 ± 390
B± → [K±π∓π+π−]D K± 11,330 ± 140
B± → [π+π−π+π−]D π± 19,360 ± 150
B± → [π+π−π+π−]D K± 1497 ± 60
B± → [π±K∓π+π−]D π± 539 ± 26
B± → [π±K∓π+π−]D K± 159 ± 17
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Table 2: Systematic uncertainties for the B− → [h+h−]Dh− CP observables quoted as a percent-
age of the statistical uncertainty on the observable. PID refers to the PID calibration procedure.
Bkg refers to the choice of background shapes and yields in the fit. Sim refers to the use of finite
samples of simulated events to determine efficiency ratios. Asym refers to the fixed pion and
kaon detection asymmetries, and the assumption of no CP violation in B− → D0π− decays.

[%] AKπ
K RKπ

K/π AKK
K AKK

π RKK Aππ
K Aππ

π Rππ RπK
ADS(π) RπK

ADS(K) AπK
ADS(π) AπK

ADS(K)

PID 42 95 11 1 38 9 9 39 29 25 15 5
Bkg 65 190 34 3 84 30 28 48 69 74 24 15
Sim 21 250 14 0 24 8 7 13 29 30 8 5
Asym 23 27 11 34 6 7 20 5 12 13 7 8
Total 83 330 40 34 96 33 36 64 81 85 30 19

Table 3: Systematic uncertainties for the B− → [h+h−π+π−]Dh− CP observables quoted as a
percentage of the statistical uncertainty on the observable. See the Table 2 caption for definitions.

[%] RKπππ
K/π Rππππ RπKππ

ADS(K) RπKππ
ADS(π) AKπππ

K AπKππ
ADS(K) AπKππ

ADS(π) Aππππ
K Aππππ

π

PID 37 43 1 2 1 1 0 0 1
Bkg 63 28 40 33 2 36 8 54 21
Sim 160 0 0 0 0 1 0 0 0
Asym 20 5 7 6 16 5 5 8 22
Total 180 51 41 34 16 36 10 54 30
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Figure 2: Invariant mass distributions of selected B± → [π±K∓]Dh± decays, separated
by charge. The dashed pink line left of the signal peak shows partially reconstructed
B0

s → [K+π−]DK−π+ decays, where the bachelor pion is missed. The favoured mode cross-
feed is also included in the fit, but is too small to be seen. See the caption of Fig. 1 for other
definitions.
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Tetraquarks	and	pentaquarks	

20	

PRL	115	(2015)	072001	

JHEP	01	(2017)	117	

X(3872)	

X(4140)	

X(4274)	

X(4500)	

X(4700)	

PRL	118	(2017)	022003	

X(3872)	

JHEP	04	(2013)	154	

•  Sector	in	great	expansion	in	the	last	decade	
– A	renaissance	of	QCD	in	the	
non-perturbaMve	regime	

•  Several	“exoMc”	candidates	have	been	
idenMfied	and	are	now	under	the	

magnifying	glass	of	experiments	

–  Lots	of	work	sMll	needed	to	clarify	the	global	
picture	and	understand	the	nature	of	these	

states	

Parallel	WG4	talks	by	

Marco	Pappagallo,	Pavel,	Subir	
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Other	observa?ons	and	measurements	
•  “Unexpected”	observaMons	of	new	
excited	states,	Bc(2S),	Ωc	excitaMons	

•  First	observaMon	of	a	doubly-charmed	
baryon,	the		

•  Precision	measurements	of	masses	and	
widths	of	χc1	and	χc2	mesons	via	a	newly	
observed	decay	mode	(χc2àJ/ψµµ)	

21	

arXiv:1709.04247	

PRL	118	(2017)	182001	

PRL	119	(2017)	112001	PRL	113	(2014)	212004	

Bc(2S)	
Ξcc

	++	

Ξcc
	++	

Ωc(3000)0	

Ωc(3050)0	Ωc(3066)0	

Ωc(3090)0	

Ωc(3119)0	

χc1	

χc2	

•  We	need	to	keep	pursuing	strongly	the	spectroscopy	
programme	in	the	present	and	future	LHC	phases	
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Charm Physics with LHCb
• All c species produced in pp collisions. 

• Huge production cross-section 
'(pp➝DX)~1000 μbarn at 13 TeV. 

• Produced ∼5x1012 D0 and ∼2x1012 D∗+  
mesons in only 3fb-1 (Run 1) of data at 
Linst = 4x1032 cm–2s–1. 

• Final Run 1 sample about factor of 30 
larger than samples collected by past 
experiments. 
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LHCb-CO
NF-2016-005

D0→K_π+

630M

Run 1

Run 1

D*+→D0π+ 
                 D0→K_π+

131M



A plenty of charm

52

Today Nsig(Run 1 + Run 2) ∼ 3.2 x Nsig(Run 1), and LHCb is taking data until the end of 
2018, collecting about a total of 8fb−1 of data with the same efficiency and purity (yield 
per luminosity in 2015-16 increased by a factor of ~4 wrt Run 1). 

LHCB-CONF-2016-005

LHCb-CO
NF-2016-005

Run 1Run 1Run 1

Run 1 Run 1 Run 1

630M 73M 404M

34M 131M 11M
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Figure 2: E�ciency-corrected ratios of WS-to-RS yields for (a) D⇤+ decays, (b) D⇤� decays, and
(c) their di↵erences as functions of decay time in units of D0 lifetime. Projections of fits allowing
for (dashed line) no CP violation, (dotted line) no direct CP violation, and (solid line) full CP
violation are overlaid. The last two curves overlap. The abscissa of the data points corresponds
to the average decay time over the bin; the error bars indicate the statistical uncertainties.
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The observed WS-to-RS yield ratio and its statistical uncertainty in the decay-time bin i are145

denoted by r

±
i

and �

±
i

, respectively. The associated predicted value eR±
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corresponds to the146

decay-time-integral over bin i of Eq. (1), including bin-specific corrections. These account147

for small biases due to the decay-time evolution of the 1%–10% signal candidates originating148

from b-hadron decays (�
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) and of the approximately 0.3% component of background149
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used to define the mixing parameters x ≡ (m2 − m1)/Γ and y ≡ (Γ2 − Γ1)/(2Γ). The

phase convention is chosen such that CP|D0⟩ = −|D0⟩ and CP|D0⟩ = −|D0⟩ which leads,

in the case of no CP violation (p = q), to |D1⟩ being the CP odd and |D2⟩ the CP even

eigenstate, respectively.
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contains the amplitude Af (Āf ) of D0 (D0) decays to the CP eigenstate f with eigenvalue

ηCP. The mixing parameters x and y are known to be at the level of 10−2 while both

the phase and the deviation of the magnitude from unity of λf are experimentally only

constrained to about 0.2 [5]. The direct CP violation, i.e. the difference in the rates of

D0 and D0 decays, is constrained to the level of 10−2 and has recently been measured by

LHCb [4]. Introducing |q/p|±2 ≈ 1 ± Am and |Āf/Af |±2 ≈ 1 ± Ad, with the assumption

that Am and Ad are small, and neglecting terms below 10−4 according to the experimental

constraints, one obtains according to [6, 7]

yCP ≈
(

1−
1

8
Am

2

)

y cosφ−
1

2
Amx sinφ. (1.4)

In the limit of no CP violation yCP is equal to y and hence becomes a pure mixing pa-

rameter. However, once precise measurements of y and yCP are available, any difference

between y and yCP would be a sign of CP violation.

Previous measurements of yCP have been performed by BaBar and Belle. The results

are yCP = (11.6 ± 2.2± 1.8) × 10−3 [8] for BaBar and yCP = (13.1± 3.2± 2.5) × 10−3 [2]

for Belle. They are consistent with the world average of y = (7.5± 1.2)× 10−3 [5].

The study of the lifetime asymmetry of D0 and D0 mesons decaying into the singly

Cabibbo-suppressed final state K+K− can reveal indirect CP violation in the charm sector.

The measurement can be expressed in terms of the quantity AΓ. Using the same expansion

as for yCP leads to

AΓ ≈
[

1

2
(Am +Ad)y cosφ− x sinφ

]

1

1 + yCP

≈
1

2
(Am +Ad)y cosφ− x sinφ. (1.5)

Despite this measurement being described in most literature as a determination of indirect

CP violation by neglecting the term proportional to Ad, it is apparent that direct CP

violation at the level of 10−2 can have a contribution to AΓ at the level of 10−4. There-

fore precise measurements of both time-dependent and time-integrated asymmetries are

necessary to reveal the nature of CP violating effects in the D0 system.

The measurement of AΓ requires tagging the flavour of theD0 at production, which will

be discussed in the following section. Previous measurements of AΓ were performed by Belle

and BaBar leading to AΓ = (0.1±3.0±1.5)×10−3 [2] and AΓ = (2.6±3.6±0.8)×10−3 [9],

respectively. They are consistent with zero, hence showing no indication of CP violation.
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The study of the lifetime asymmetry of D0 and D0 mesons decaying into the singly

Cabibbo-suppressed final state K+K− can reveal indirect CP violation in the charm sector.

The measurement can be expressed in terms of the quantity AΓ. Using the same expansion

as for yCP leads to

AΓ ≈
[

1

2
(Am +Ad)y cosφ− x sinφ

]

1

1 + yCP

≈
1

2
(Am +Ad)y cosφ− x sinφ. (1.5)

Despite this measurement being described in most literature as a determination of indirect

CP violation by neglecting the term proportional to Ad, it is apparent that direct CP

violation at the level of 10−2 can have a contribution to AΓ at the level of 10−4. There-

fore precise measurements of both time-dependent and time-integrated asymmetries are

necessary to reveal the nature of CP violating effects in the D0 system.

The measurement of AΓ requires tagging the flavour of theD0 at production, which will

be discussed in the following section. Previous measurements of AΓ were performed by Belle

and BaBar leading to AΓ = (0.1±3.0±1.5)×10−3 [2] and AΓ = (2.6±3.6±0.8)×10−3 [9],

respectively. They are consistent with zero, hence showing no indication of CP violation.
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Measurement ofD0– !D0 Mixing Parameters and Search for CP Violation Using
D0 ! Kþ!" Decays
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Measurements of charm mixing parameters from the decay-time-dependent ratio of D0 ! Kþ!" to

D0 ! K"!þ rates and the charge-conjugate ratio are reported. The analysis uses data, corresponding

to 3 fb"1 of integrated luminosity, from proton-proton collisions at 7 and 8 TeV center-of-mass

energies recorded by the LHCb experiment. In the limit of charge-parity (CP ) symmetry, the mixing

parameters are determined to be x02 ¼ ð5:5% 4:9Þ ' 10"5, y0 ¼ ð4:8% 1:0Þ ' 10"3, and RD ¼
ð3:568% 0:066Þ ' 10"3. Allowing for CP violation, the measurement is performed separately for D0

and !D0 mesons yielding AD ¼ ð"0:7% 1:9Þ%, for the direct CP-violating asymmetry, and 0:75< jq=pj
<1:24 at the 68.3% confidence level, for the parameter describing CP violation in mixing. This is the

most precise determination of these parameters from a single experiment and shows no evidence for

CP violation.

DOI: 10.1103/PhysRevLett.111.251801 PACS numbers: 11.30.Er, 12.15.Ff, 13.25.Ft, 14.40.Lb

Mass eigenstates of neutral charm mesons are linear
combinations of flavor eigenstates jD1;2i¼pjD0i%qj !D0i,
where p and q are complex parameters. This results in
D0– !D0 oscillation. In the limit of charge-parity (CP) sym-
metry, the oscillation is characterized by the difference in
mass "m ( m2 "m1 and decay width "# ( #2 " #1

between the D mass eigenstates. These differences are
usually expressed in terms of the dimensionless mixing
parameters x ( "m=# and y ( "#=2#, where # is the
average decay width of neutralDmesons. If CP symmetry
is violated, the oscillation rates for mesons produced asD0

and !D0 can differ, further enriching the phenomenology.
Both short- and long-distance components of the amplitude
contribute to the time evolution of neutralDmesons [1–3].
Short-distance amplitudes could include contributions
from non-standard-model particles or interactions, possi-
bly enhancing the average oscillation rate or the difference
betweenD0 and !D0 meson rates. The study of CP violation
inD0 oscillation may lead to an improved understanding of
possible dynamics beyond the standard model [4–7].

The first evidence for D0– !D0 oscillation was reported in
2007 [8,9]. By 2009, the hypothesis of no oscillation was
excluded with significance in excess of 10 standard devia-
tions [10] by combining results from different experiments
[8,9,11–17]. In 2012, the LHCb experiment reported the
first observation from a single measurement with greater
than 5 standard deviation significance [18], which has been
recently confirmed by the CDF experiment [19].

This Letter reports a search for CP violation in D0– !D0

mixing by comparing the decay-time-dependent ratio of
D0 ! Kþ!" toD0 ! K"!þ rates with the corresponding
ratio for the charge-conjugate processes. An improved
determination of the CP-averaged charm mixing parame-
ters with respect to our previous measurement [18] is also
reported. The analysis uses data corresponding to 1:0 fb"1

of integrated luminosity from
ffiffiffi
s

p ¼ 7 TeV pp collisions
recorded by LHCb during 2011 and 2:0 fb"1 from

ffiffiffi
s

p ¼
8 TeV collisions recorded during 2012. The neutral D
flavor at production is determined from the charge of the
low-momentum pion !þ

s in the flavor-conserving strong-
interaction decay D)þ ! D0!þ

s . The inclusion of charge-
conjugate processes is implicit unless stated otherwise.
The D)þ ! D0ð! K"!þÞ!þ

s process is denoted as right
sign (RS), and D)þ ! D0ð! Kþ!"Þ!þ

s is denoted as
wrong sign (WS). The RS decay rate is dominated by a
Cabibbo-favored amplitude. The WS rate arises from the
interfering amplitudes of the doubly Cabibbo-suppressed
D0 ! Kþ!" decay and the Cabibbo-favored !D0 !
Kþ!" decay following D0– !D0 oscillation, each of similar
magnitude. In the limit of jxj, jyj * 1, and assuming
negligible CP violation, the time-dependent ratio RðtÞ of
WS-to-RS decay rates is [1–4]

RðtÞ + RD þ
ffiffiffiffiffiffiffi
RD

p
y0

t

"
þ x02 þ y02

4

"
t

"

#
2
; (1)

where t is the decay time, " is the average D0 lifetime,
and RD is the ratio of suppressed-to-favored decay rates.
The parameters x0 and y0 depend linearly on the mixing
parameters as x0 ( x cos#þ y sin# and y0 ( y cos#"
x sin#, where # is the strong-phase difference between
the suppressed and favored amplitudes AðD0!Kþ!"Þ=
Að !D0!Kþ!"Þ¼" ffiffiffiffiffiffiffi

RD

p
e"i#. Allowing forCP violation,
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mass are retained. Accidental combinations of a genuine D

0 with a random soft pion are120

first suppressed by removing the 13% of events where more than one D

⇤+ candidate is121

reconstructed. We then use an artificial neural network (ANN) discriminator that uses122

soft-pion pseudorapidity, transverse momentum, and particle identification information,123

along with event track-multiplicity and kaon particle-identification information. The ANN124

is trained on an unbiased RS sample to represent the WS signal features and on WS events125

containing multiple candidates to represent background. Finally, we remove from the WS126

sample events where the same D

0 candidate is also reconstructed in a RS event, which127

reduces background by 16% with no significant loss of signal.128

4 Yield determination129

The RS and WS signal yields are determined by fitting the M(D0
⇡

+
s ) distribution of D0

130

signal candidates. The time-integrated M(D0
⇡

+
s ) distributions of the selected RS and131

WS candidates are shown in Fig. 1. The smooth background is dominated by favored132

D

0 ! K

�
⇡

+ and D

0 ! K

+
⇡

� and decays associated with random soft-pion candidates.133

The sample contains approximately 177⇥ 106 RS and 722⇥ 103 WS signal decays. Each134

sample is divided into 13 subsamples according to the candidate’s decay time, and signal135

yields are determined for each using an empirical shape [13]. We assume that the signal136

shapes are common to WS and RS decays for a given D

⇤ meson flavor whereas the137

descriptions of the backgrounds are independent. The decay-time-dependent WS-to-RS138

yield ratios R

+ and R

� observed in the D

0 and D

0 samples, respectively, and their139

di↵erence, are shown in Fig. 2 with fit projections overlaid. These are corrected for the140

relative e�ciencies for reconstructing K

�
⇡

+ and K

+
⇡

� final states.141
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where AP is the asymmetry in the production of D±
(s) mesons in high-energy pp collisions in

the LHCb acceptance, and AD arises from the di↵erence in detection e�ciencies between
positively and negatively charged hadrons.

These e↵ects are studied using control decay modes for which A
CP

is known precisely.
The control decays, which have similar decay topologies as the signal decays, are the
Cabibbo-favoured D± ! K0

S⇡
± and D±

s

! �⇡± decays for D± ! ⌘0⇡± and D±
s

! ⌘0⇡±,
respectively. The CP asymmetries in these control decays have been measured at the 10�3

level by the Belle and D0 collaborations [12, 13].
The di↵erences between the CP asymmetries measured in the D±

(s) ! ⌘0⇡± decays and
in the corresponding control channels are defined as

�A
CP

(D± ! ⌘0⇡±)⌘A
CP

(D± ! ⌘0⇡±)�A
CP

(D± ! K0
S⇡

±) (3)

=Araw(D
± ! ⌘0⇡±)�Araw(D

± ! K0
S⇡

±) +A(K0 �K0),

�A
CP

(D±
s

! ⌘0⇡±)⌘A
CP

(D±
s

! ⌘0⇡±)�A
CP

(D±
s

! �⇡±)

=Araw(D
±
s

! ⌘0⇡±)�Araw(D
±
s

! �⇡±).

These equations assume that the kinematic distributions of the pion and of the D(s)

meson are similar in the signal and control channels, so that detection and production
asymmetries largely cancel in the di↵erence. The uncertainty associated to this assumption
is discussed in Sec. 5. The A(K0 �K0) term in Eq. 3 represents the kaon asymmetry in
D± ! K0

S⇡
± decays, which arises from regeneration and from mixing and CP violation in

the K0 �K0 system. This contribution is estimated using simulations, as described in
Ref. [9], to be (�0.08 ± 0.01)%. The CP asymmetry in the singly-Cabibbo-suppressed
D± ! ⌘0⇡± decay is therefore given by

A
CP

(D± ! ⌘0⇡±) ⇡ �A
CP

(D± ! ⌘0⇡±) +A
CP

(D± ! K0
S⇡

±). (4)

Similarly, the CP asymmetry for the Cabibbo-favoured D±
s

! ⌘0⇡± decay is approximated
as

A
CP

(D±
s

! ⌘0⇡±) ⇡ �A
CP

(D±
s

! ⌘0⇡±) +A
CP

(D±
s

! �⇡±). (5)

3 Detector

The LHCb detector [14, 15] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < ⌘ < 5, designed for the study of particles containing b or
c quarks. The detector includes a high-precision tracking system consisting of a silicon-
strip vertex detector surrounding the pp interaction region, a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4Tm, and
three stations of silicon-strip detectors and straw drift tubes placed downstream of the
magnet. The polarity of the dipole magnet is reversed periodically throughout data taking.
The configuration with the magnetic field vertically upwards (downwards) bends positively
(negatively) charged particles in the horizontal plane towards the centre of the LHC. The
tracking system provides a measurement of momentum, p, of charged particles with a
relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200GeV/c. The
minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is mea-
sured with a resolution of (15 + 29/pT)µm, where pT is the component of the momentum
transverse to the beam, in GeV/c. Di↵erent types of charged hadrons are distinguished
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strip vertex detector surrounding the pp interaction region, a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4Tm, and
three stations of silicon-strip detectors and straw drift tubes placed downstream of the
magnet. The polarity of the dipole magnet is reversed periodically throughout data taking.
The configuration with the magnetic field vertically upwards (downwards) bends positively
(negatively) charged particles in the horizontal plane towards the centre of the LHC. The
tracking system provides a measurement of momentum, p, of charged particles with a
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transverse to the beam, in GeV/c. Di↵erent types of charged hadrons are distinguished

2

according to the fit model. No significant bias on the fitted asymmetries is found. The
statistical uncertainty in the determination of the bias is taken as a systematic uncertainty.

A systematic uncertainty is introduced for the background contributions neglected in
the measurement of the raw asymmetries for the D± ! K0

S⇡
± and D±

s

! �⇡± control
decays, and for the neglected fraction of D±

(s) signal leaking into the sidebands. The

di↵erence of raw asymmetries in �A
CP

(D± ! ⌘0⇡±) is corrected for the K0 asymmetry [9]
and an associated systematic uncertainty equal to the applied correction is included.

The D±
(s) production asymmetry may show a dependence on pT and ⌘ of the charm

meson. Therefore, the cancellation of production e↵ects in �A
CP

may be partial, since
D±

(s) kinematic distributions are di↵erent for signal and control channels. To estimate

this e↵ect, in each bin of the bachelor-pion kinematic distribution, the D± ! K0
S⇡

± and
D±

s

! �⇡± candidates are given a weight depending on either the pT or the ⌘ value of
the D±

(s) meson, to reproduce the D±
(s) kinematic distribution of signal candidates. The

e↵ect on �A
CP

is assigned as a systematic uncertainty.
The �A

CP

results are stable when the requirements on the bachelor-pion particle
identification and track quality are tightened, when the constraints on the parameters
of the combinatorial background component are removed from the fit to D±

(s) ! ⌘0⇡±

candidates, and when the asymmetries in the signal and control decays are extracted
without binning the bachelor-pion kinematic distribution. The stability of �A

CP

is also
investigated as a function of beam energy and hardware trigger decision. No significant
dependence is observed, as shown in Fig. 4.

7 Results and summary

Using pp collision data collected by the LHCb experiment at centre-of-mass energies of
7 and 8 TeV, the di↵erences in CP asymmetries between D± ! ⌘0⇡± and D± ! K0

S⇡
±

decays, and between D±
s

! ⌘0⇡± and D±
s

! �⇡± decays, are measured to be

�A
CP

(D± ! ⌘0⇡±) = (�0.58± 0.72± 0.55)%,

�A
CP

(D±
s

! ⌘0⇡±) = (�0.44± 0.36± 0.24)%.

In all cases, the first uncertainties are statistical and the second are systematic.
Using the previously measured values of the CP asymmetries in con-

trol decays, A
CP

(D± ! K0
S⇡

±) = (�0.024 ± 0.094 ± 0.067)% [12] and
A

CP

(D±
s

! �⇡±) = (�0.38± 0.26± 0.08)% [13], the individual CP asymmetries are found
to be

A
CP

(D± ! ⌘0⇡±) = (�0.61± 0.72± 0.55± 0.12)%,

A
CP

(D±
s

! ⌘0⇡±) = (�0.82± 0.36± 0.24± 0.27)%,

where the last contribution to the uncertainty comes from the A
CP

(D± ! K0
S⇡

±) and
A

CP

(D±
s

! �⇡±) measurements.
The measured values show no evidence of CP violation, and are consistent with SM

expectations [35–37] and with previous results obtained in e+e� collisions [10,11]. The
results represent the most precise measurements of these quantities to date.

10

Full Run 1 data sample, N(D±)=63k and N(Ds
±)=152k. 

Measurement with respect to reference channels in 
order to cancel production and detection asymmetries. 
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Figure 2: Mass distribution of ⌘0⇡± candidates, combined over all kinematic bins, pp centre-of-
mass energies, and hardware trigger selections, for (a) positively and (b) negatively charged
D±

(s) candidates. Points with errors represent data, while the curves represent the fitted model

(solid), the D±
s

! �3⇡⇡± (dashed) and D± ! �3⇡⇡± (long-dashed) components, and the sum of
all background contributions (dotted), including combinatorial background. Residuals divided
by the corresponding uncertainty are shown under each plot.

ground from non-prompt D±
(s) mesons, originating from the decay of a b hadron. The

remaining secondary D±
(s) mesons may introduce a bias in the measured CP asymmetries

due to a di↵erence in the production asymmetries for b hadrons and D±
(s) mesons. This

bias might not cancel in the di↵erence of measured asymmetries for signal and control
channels, due to di↵erences in the final-state reconstruction. In order to investigate
this bias, the D±

(s) production asymmetries in D±
(s) ! ⌘0⇡± decays are modified using

A0
P = (AP + fAb

P)/(1 + f), where f is the fraction of secondary D±
(s) candidates in a

Table 1: Systematic uncertainties (absolute values in %) on �A
CP

. The total systematic
uncertainty is the sum in quadrature of the individual contributions.

Source �[�A
CP

(D±)] �[�A
CP

(D±
s

)]
Non-prompt charm 0.03 0.03
Trigger 0.09 0.09
Background model 0.50 0.19
Fit procedure 0.16 0.09
Sideband subtraction 0.03 0.02
K0 asymmetry 0.08 �
D±

(s) production asymmetry 0.07 0.02

Total 0.55 0.24

7

bachelor pion

D+

p

anti-p

π+
π+

(

Most precise  measurement of CP asymmetries in D+

(s)➝$’π+ decays to date. Previous measurements at 
e+e− machines error>1%.

First time measurement of CPV in charm with neutrals at LHCb.
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mass energies, and hardware trigger selections, for (a) positively and (b) negatively charged
D±

(s) candidates. Points with errors represent data, while the curves represent the fitted model

(solid), the D±
s

! �3⇡⇡± (dashed) and D± ! �3⇡⇡± (long-dashed) components, and the sum of
all background contributions (dotted), including combinatorial background. Residuals divided
by the corresponding uncertainty are shown under each plot.
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due to a di↵erence in the production asymmetries for b hadrons and D±
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bias might not cancel in the di↵erence of measured asymmetries for signal and control
channels, due to di↵erences in the final-state reconstruction. In order to investigate
this bias, the D±

(s) production asymmetries in D±
(s) ! ⌘0⇡± decays are modified using

A0
P = (AP + fAb

P)/(1 + f), where f is the fraction of secondary D±
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Table 1: Systematic uncertainties (absolute values in %) on �A
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. The total systematic
uncertainty is the sum in quadrature of the individual contributions.
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CP
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(D±
s

)]
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A plenty of charm
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Today Nsig(Run 1 + 2015-2016) ∼ 2-3 x Nsig(Run 1), yield per luminosity in 2015-16 
increased up to a factor of ~4 wrt Run 1. Charm is already taking fully advantage from the 
Turbo Stream approach, the same as the LHCb-Upgrade. 

LHCB-CONF-2016-005

LHCb-CO
NF-2016-005

Run 1Run 1Run 1

Run 1 Run 1 Run 1

630M 73M 404M

34M 131M 11M



• Effects of “direct” CP violation can be isolated by taking the difference between the 
time-integrated CP asymmetries in the K+K− and π+π− modes: 

• where a residual experiment-dependent contribution from indirect CP violation can be 
present, due to the fact that there may be a decay time dependent acceptance 
function that can be different for the K+K− and π+π− channels. 

• Well suited for LHCb because of cancellation of instrumental and production 
asymmetries.  Measurement performed using both D*-tag [PRL 116, 191601 (2016)] 
and semi-leptonic B➝D0µX [JHEP 07 (2014) 041] decays. 
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LHCb dominates the world 
average with systematics well 
below statistical uncertainty.             

Figure 2: Contour plot of �adirCP versus aindCP . The point at (0,0) denotes the hypothesis of no CP
violation. The solid bands represent the measurements in Refs. [28, 44, 45] and the one reported
in this Letter. The contour lines shows the 68%, 95% and 99% confidence-level intervals from
the combination.

and D0 ⇥���+ decays is measured using pp collision data corresponding to an integrated
luminosity of 3.0 fb�1. The final result is

�ACP = (�0.10± 0.08 (stat)± 0.03 (syst))%,

which supersedes the previous result obtained using the same decay channels based on
an integrated luminosity of 0.6 fb�1 [27]. This is the most precise measurement of a
time-integrated CP asymmetry in the charm sector from a single experiment.
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Table 3
Systematic uncertainties from the different categories. The quadratic sum is used to 
compute the total systematic uncertainty.

Category Systematic uncertainty [%]

Determination of raw asymmetries:
Fit model 0.025
Peaking background 0.015

Cancellation of nuisance asymmetries:
Additional fiducial cuts 0.040
Weighting configuration 0.062
Weighting simulation 0.054
Secondary charm meson 0.039

Neutral kaon asymmetry 0.014

Total 0.10

measured to be Asl
CP(K −K +) = (−0.06 ± 0.15 (stat) ± 0.10 (syst))%

for D0 mesons originating from semileptonic b-hadron decays. 
Since the same D+ decay channels were employed for the cancel-
lation of detection asymmetries, the result is partially correlated 
with the value presented in this Letter. The statistical correlation 
coefficient is calculated as shown in Appendix A, and is ρstat =
0.36 and the systematic uncertainties are conservatively assumed 
to be fully correlated. A weighted average results in the following 
combined value for the CP asymmetry in the D0 → K −K + channel

Acomb
CP (K −K +) = (0.04 ± 0.12 (stat) ± 0.10 (syst))%. (10)

The difference in CP asymmetries between D0 → K −K + and D0 →
π−π+ decays, #ACP , was measured at LHCb using prompt charm 
decays [16]. A combination of the measurement of ACP(K −K +)
presented in this Letter with #ACP yields a value for ACP(π+π−)

ACP(π
+π−) = ACP(K +K −) − #ACP

= (0.24 ± 0.15 (stat) ± 0.11 (syst))%. (11)

The statistical correlation coefficient of the two measurements is 
ρstat = 0.24, and the systematic uncertainties of the two analyses 
are assumed to be fully uncorrelated.

The correlation coefficient between this value and the measure-
ment of Asl

CP(π
−π+) = (−0.19 ± 0.20 (stat) ± 0.10 (syst))% using 

semileptonically-tagged decays at LHCb [18] is ρstat = 0.28. The 
weighted average of the values is

Acomb
CP (π−π+) = (0.07 ± 0.14 (stat) ± 0.11 (syst))%,

where, again, the systematic uncertainties are assumed to be fully 
correlated. When adding the statistical and systematic uncertain-
ties in quadrature, the values for the CP asymmetries in D0 →
K −K + and D0 → π−π+ have a correlation coefficient ρfull = 0.61. 
Fig. 2 shows the LHCb measurements of CP asymmetry using both 
pion- and muon-tagged D0 → K −K + and D0 → π−π+ decays. 
Additionally, the latest combined values of the Heavy Flavour Av-
eraging Group [1] for these quantities are presented. The time-
integrated CP asymmetries can be interpreted in terms of direct 
and indirect CP violation as shown in Appendix B.

In conclusion, no evidence of CP violation is found in the 
Cabibbo-suppressed decays D0 → K −K + and D0 → π−π+ . These 
results are obtained assuming that there is no CP violation in 
D0–D0 mixing and no direct CP violation in the Cabibbo-favoured 
D0 → K −π+ , D+ → K −π+π+ and D+ → K 0π+ decay modes. 
The combined LHCb results are the most precise measurements 
of the individual time-integrated CP asymmetries ACP(K −K +) and 
ACP(π−π+) from a single experiment to date.
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Appendix A. Calculation of correlations

Since the measurement of ACP(K −K +) using semileptonic 
b-hadron decays employs the same prompt D+ calibration chan-
nels, it is correlated to the value obtained from prompt charm 
decays. Due to different selection requirements and a different 
weighting procedure of the candidates, the asymmetries measured 
for the D+ channels are not fully correlated. The correlation fac-
tor ρ between two weighted subsamples X and Y of a larger data 
sample Z is given by

ρ =

√√√√
(∑

Z ωXωY
)2

∑
X ω2

X
∑

Y ω2
Y

, (12)

where ωX and ωY are the weights of candidates in the X and Y
subsamples. Whereas the four D+ → K 0

S π+ data samples have cor-
relation factors ρK 0

S π between 0.64 and 0.70, the correlation fac-

tors of the D+ → K −π+π+ samples, ρKππ , are in the range 0.07
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ACP(D0 → K −K +) ≡ !(D0 → K −K +) − !(D0 → K −K +)

!(D0 → K −K +) + !(D0 → K −K +)
, (1)

using a data sample of proton–proton (pp) collisions at centre-of-
mass energies of 7 and 8 TeV, collected by the LHCb detector in 
2011 and 2012, corresponding to approximately 3 fb−1 of inte-
grated luminosity. To distinguish the two CP-conjugate decays, the 
flavour of the D0 at production must be known. In this analysis, 
the flavour of the D0 is tagged by the charge of the soft pion, 
π+

s , in the strong decay D∗+ → D0π+
s . A combination with the 

recent measurement of the difference between the time-integrated 
CP asymmetries of D0 → K −K + and D0 → π−π+ decays, #ACP ≡
ACP(K −K +) − ACP(π−π+), in prompt charm decays [16] allows 
the determination of ACP(π−π+) taking into account the correla-
tion between #ACP and ACP(K −K +). In addition, a combination of 
the measurements using prompt charm decays and the measure-
ments using secondary charm decays from semileptonic b-hadron 
decays [18] at LHCb yields the most precise measurement of these 
quantities by a single experiment.

The method to determine ACP(K −K +) follows the strategy de-
scribed in Ref. [18]. In the analysis of D∗+ → D0(→ K −K +)π+

s
decays, two nuisance asymmetries must be considered, the pro-
duction asymmetry of the D∗+ meson A P (D∗+), and the detec-
tion asymmetry AD(π+

s ) of the soft pion caused by non charge-
symmetric interaction probabilities with the detector material and 
instrumental asymmetry. The measured raw asymmetry in the 
number of observed signal decays, defined as

Araw ≡ N(D0 → K −K +) − N(D0 → K −K +)

N(D0 → K −K +) + N(D0 → K −K +)
, (2)

is related to the CP asymmetry via

ACP(D0 → K −K +)

= Araw(D0 → K −K +) − A P (D∗+) − AD(π+
s ), (3)

assuming that the asymmetries are small and that the recon-
struction efficiencies can be factorised. The decay D∗+ → D0(→
K −π+)π+

s is used as a calibration channel to determine the pro-
duction and detection asymmetries. Since this decay is Cabibbo-
favoured, a negligible CP asymmetry is assumed. In contrast to the 
decay into two kaons, the final state K −π+ is not CP symmetric. 
Therefore, additional detection asymmetries arising from the final 
state particles are present, giving

Araw(D0 → K −π+) = A P (D∗+) + AD(π+
s ) + AD(K −π+). (4)

In order to evaluate the detection asymmetry of the final state 
K −π+ , enhanced by the different interaction cross-sections of pos-
itively and negatively charged kaons in the detector material, the 
Cabibbo-favoured decay D+ → K −π+π+ is employed. In analogy 
to the D0 → K −π+ decay, the raw asymmetry in this channel is 
given by

Araw(D+ → K −π+π+) = A P (D+) + AD(K −π+
l ) + AD(π+

h ).

(5)

The pion with the lower transverse momentum, π+
l , is chosen to 

cancel the effect of the detection asymmetry of the pion of the 
decay D0 → K −π+ . The remaining production asymmetry of the 
D+ meson A P (D+), and the detection asymmetry of the other 
pion π+

h are eliminated by incorporating the Cabibbo-favoured de-
cay D+ → K 0π+ in the measurement. There, the measured raw 
asymmetry consists of the production asymmetry A P (D+), the de-
tection asymmetry of the neutral kaon AD (K 0), and the detection 
asymmetry of the pion AD(π+)

Araw(D+ → K 0π+) = A P (D+) + AD(K 0) + AD(π+). (6)

The specific choice that the pion with the higher (lower) trans-
verse momentum in the decay D+ → K −π+π+ is used to cancel 
the effect of the detection asymmetry of the pion in D+ → K 0π+

(D0 → K −π+) is based on the comparison of the kinematic spec-
tra of the respective pions. The detection asymmetry AD(K 0) in-
cludes CP violation, mixing and different cross-sections for the 
interaction of neutral kaons with the detector material. However, 
all of these effects are known, and AD (K 0) is calculated to be small 
since only neutral kaons that decay within the first part of the de-
tector are selected [18]. The combination of Eqs. (3)–(6) yields an 
expression for ACP(D0 → K −K +) that only depends on measurable 
raw asymmetries and the calculable K 0 detection asymmetry,

ACP(D0 → K −K +) (7)

= Araw(D0 → K −K +) − Araw(D0 → K −π+)

+ Araw(D+ → K −π+π+) − Araw(D+ → K 0π+)

+ AD(K 0).

2. Detector and event selection

The LHCb detector [22,23] is a single-arm forward spectrome-
ter covering the pseudorapidity range 2 < η < 5, designed for the 
study of particles containing b or c quarks. The detector includes 
a high-precision tracking system consisting of a silicon-strip ver-
tex detector surrounding the pp interaction region, a large-area 
silicon-strip detector located upstream of a dipole magnet with a 
bending power of about 4 Tm, and three stations of silicon-strip 
detectors and straw drift tubes placed downstream of the magnet. 
The tracking system provides a measurement of the momentum of 
charged particles with a relative uncertainty that varies from 0.5% 
at low momentum to 1.0% at 200 GeV/c. The minimum distance 
of a track to a primary vertex (PV), the impact parameter (IP), is 
measured with a resolution of (15 + 29/pT) µm, where pT is the 
component of the momentum transverse to the beam, in GeV/c.

Different types of charged hadrons are distinguished using in-
formation from two ring-imaging Cherenkov detectors. Photons, 
electrons and hadrons are identified by a calorimeter system con-
sisting of scintillating-pad and preshower detectors, an electromag-
netic calorimeter and a hadronic calorimeter. Muons are identified 
by a system composed of alternating layers of iron and multi-
wire proportional chambers. The magnetic field inside the detector 
breaks the symmetry between trajectories of positively and neg-
atively charged particles as the positive particles are deflected in 
one direction, and the negative particles in the opposite direc-
tion. Due to the imperfect symmetry of the detector, this can 
lead to detection asymmetries. Periodically reversing the magnetic 
field polarity throughout data-taking almost cancels the effect. The 
configuration with the magnetic field pointing upwards, MagUp 
(downwards, MagDown), bends positively (negatively) charged par-
ticles in the horizontal plane towards the centre of the LHC ring.

The singly Cabibbo-suppressed decay mode D0 → K −K + and 
the Cabibbo-favoured modes D0 → K −π+ , D+ → K −π+π+ and 
D+ → K 0π+ are selected, where the D0 candidates come from 
the D∗+ → D0π+ decay. The D∗+ and D+ candidates must satisfy 
an online event selection performed by a trigger, which consists of 
a hardware and software stage, and a subsequent offline selection. 
The hardware stage of the trigger is based on information from 
the calorimeter and muon systems, followed by a software stage, 
which applies a full event reconstruction. In order to avoid asym-
metries arising from the hardware trigger, each of the four decay 
channels is required to satisfy a trigger that is independent of the 
decay considered. Both the software trigger and offline event se-
lection use kinematic variables and decay time to isolate the signal 
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1. Introduction

In the Standard Model (SM), the violation of the charge-parity 
(CP) symmetry is governed by an irreducible complex phase in 
the Cabibbo–Kobayashi–Maskawa (CKM) matrix. Charmed hadrons 
provide the only way to probe CP violation with up-type quarks. 
Recent studies of CP violation in weak decays of D mesons have 
not shown evidence of CP symmetry breaking [1], while its vi-
olation is well established in decays of mesons with down-type 
quarks (strange and beauty) [2–6].

The CP-even decays1 D0 → K −K + and D0 → π−π+ are singly 
Cabibbo-suppressed, and for these decays D0 and D0 mesons share 
the same final state. The amount of CP violation in these decays is 
expected to be below the percent level [7–14], but large theoreti-
cal uncertainties due to long-distance interactions prevent precise 
SM predictions. In the presence of physics beyond the SM, the 
expected CP asymmetries could be enhanced [15], although an ob-
servation near the current experimental limits would be consistent 
with the SM expectation. The CP asymmetries in these decays are 
sensitive to both direct and indirect CP violation [1,16]. The di-

1 Throughout this Letter, charge conjugation is implicit unless otherwise stated.

rect CP violation is associated with the breaking of CP symmetry 
in the decay amplitude. Under SU (3) flavour symmetry, the di-
rect CP asymmetries in the decays D0 → K −K + and D0 → π−π+

are expected to have the same magnitudes and opposite sign [17]. 
Indirect CP violation, occurring through D0–D0 mixing and inter-
ference processes in the mixing and the decay, is expected to be 
small and is measured to be below 10−3 [1].

The most recent measurements of the time-integrated indi-
vidual CP asymmetries in D0 → K −K + and D0 → π−π+ decays 
have been performed by the LHCb [18], CDF [19], BaBar [20] and 
Belle [21] collaborations.

The measurement in Ref. [18] uses D0 mesons produced in 
semileptonic b-hadron decays (B → D0µ−νµ X), where the charge 
of the muon is used to identify (tag) the flavour of the D0 me-
son at production, while the other measurements use D0 mesons 
produced in the decay of the D∗(2010)+ meson, hereafter re-
ferred to as D∗+ . Charmed hadrons may be produced at the pp
collision point either directly, or in the instantaneous decays of ex-
cited charm states. These two sources are referred to as prompt. 
Charmed hadrons produced in the decays of b-hadrons are called 
secondary charmed hadrons.

This Letter presents a measurement of the time-integrated CP
asymmetry in the D0 → K −K + decay rates

http://dx.doi.org/10.1016/j.physletb.2017.01.061
0370-2693/© 2017 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.
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A combination with other LHCb measurements yields 
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D0 flavor inferred with strong D*+→D0π+ decay chain. 
CPV in calibration channels assumed negligible

Most precise measurements from a single experiment. No evidence of CP asymmetry. 
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probing more extensive portions of the space of non-SM
physics parameters.

We present measurements of time-integrated
CP-violating asymmetries in the Cabibbo-suppressed
D0 ! !þ!" and D0 ! KþK" decays (collectively re-
ferred to as D0 ! hþh" in this article) using 1.96 TeV
proton-antiproton collision data collected by the upgraded
Collider Detector at Fermilab (CDF II) and corresponding
to 5:9 fb"1 of integrated luminosity. Because the final
states are common to charm and anticharm meson decays,
the time-dependent asymmetry between decays of states
identified as D0 and !D0 at the time of production (t ¼ 0)
defined as

ACPðhþh"; tÞ ¼
NðD0 ! hþh"; tÞ " Nð !D0 ! hþh"; tÞ
NðD0 ! hþh"; tÞ þ Nð !D0 ! hþh"; tÞ

receives contributions from any difference in decay widths
between D0 and !D0 mesons in the chosen final state (direct
CP violation), any difference in mixing probabilities be-
tween D0 and !D0 mesons, and the interference between
direct decays and decays preceded by flavor oscillations
(both indirect CP violation). Because of the slow mixing
rate of charm mesons, the time-dependent asymmetry is
approximated at first order as the sum of two terms,

ACPðhþh"; tÞ & Adir
CPðhþh"Þ þ

t

"
Aind
CPðhþh"Þ; (1)

where t=" is the proper decay time in units of D0 lifetime
(" & 0:4 ps), and the asymmetries are related to the decay
amplitude A and the usual parameters used to describe
flavored-meson mixing x, y, p, and q [3] by
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where #CP ¼ þ1 is the CP eigenvalue of the decay final
state and ’ is the CP-violating phase. The time-integrated
asymmetry is then the time integral of Eq. (1) over the
observed distribution of proper decay time [DðtÞ],

ACPðhþh"Þ ¼ Adir
CPðhþh"Þ þ Aind

CPðhþh"Þ
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CPðhþh"Þ þ
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"
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CPðhþh"Þ: (4)

The first term arises from direct and the second one from
indirect CP violation. Since the value of hti depends on
DðtÞ, different values of time-integrated asymmetry could
be observed in different experiments, depending on the

detector acceptances as a function of decay time. Thus,
each experiment may provide different sensitivity to Adir

CP
and Aind

CP. Since the data used in this analysis were collected
with an online event selection (trigger) that imposes re-
quirements on the displacement of the D0-meson decay
point from its production point, our sample is enriched in
higher-valued decay-time candidates with respect to ex-
periments at the B factories. This makes the present mea-
surement more sensitive to mixing-induced CP violation.
In addition, combination of our results with those from
Belle and BABAR provides some discrimination between
the two contributions to the asymmetry.

II. OVERVIEW

In the present work we measure the CP-violating asym-
metry in decays of D0 and !D0 mesons into !þ!" and
KþK" final states. Because the final states are charge-
symmetric, to know whether they originate from a D0 or
a !D0 decay, we need the neutral charm candidate to be
produced in the decay of an identified D(þ or D(" meson.
Flavor conservation in the strong-interaction decay of the
D() meson allows identification of the initial charm flavor
through the sign of the charge of the ! meson: D(þ !
D0!þ and D(" ! !D0!". We refer to D mesons coming
from identifiedD() decays as the tagged sample and to the
tagging pion as the soft pion, !s.
In the data collected by CDF between February 2002

and January 2010, corresponding to an integrated luminos-
ity of about 5:9 fb"1, we reconstruct approximately
215 000 D(-tagged D0 ! !þ!" decays and 476 000
D(-tagged D0 ! KþK" decays. To measure the asymme-
try, we determine the number of detected decays of oppo-
site flavor and use the fact that primary charm and
anticharm mesons are produced in equal numbers by the
CP-conserving strong interaction. The observed asymme-
try is a combination of the contributions from CP violation
and from charge asymmetries in the detection efficiency
between positive and negative soft pions from the D()

decay. To correct for such instrumental asymmetries, ex-
pected to be of the order of a few 10"2, we use two
additional event samples: 5* 106 tagged, and 29* 106

untagged Cabibbo-favored D0 ! K"!þ decays. We
achieve cancellation of instrumental asymmetries with
high accuracy and measure the CP-violating asymmetries
of D0 ! !þ!" and D0 ! KþK" with a systematic un-
certainty of about 10"3.
The paper is structured as follows. In Sec. III we briefly

describe the components of the CDF detector relevant for
this analysis. In Sec. IV we summarize how the CDF
trigger system was used to collect the event sample. We
describe the strategy of the analysis and how we correct for
detector-induced asymmetries in Sec. V. The event selec-
tion and the kinematic requirements applied to isolate the
event samples are presented in Sec. VI; the reweighting
of kinematic distributions is discussed in Sec. VII. The
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Because of the slow mixing rate of charm mesons (x,y~10-2) the time-dependent asymmetry is 
approximated at first order as the sum of two terms: 
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probing more extensive portions of the space of non-SM
physics parameters.

We present measurements of time-integrated
CP-violating asymmetries in the Cabibbo-suppressed
D0 ! !þ!" and D0 ! KþK" decays (collectively re-
ferred to as D0 ! hþh" in this article) using 1.96 TeV
proton-antiproton collision data collected by the upgraded
Collider Detector at Fermilab (CDF II) and corresponding
to 5:9 fb"1 of integrated luminosity. Because the final
states are common to charm and anticharm meson decays,
the time-dependent asymmetry between decays of states
identified as D0 and !D0 at the time of production (t ¼ 0)
defined as

ACPðhþh"; tÞ ¼
NðD0 ! hþh"; tÞ " Nð !D0 ! hþh"; tÞ
NðD0 ! hþh"; tÞ þ Nð !D0 ! hþh"; tÞ

receives contributions from any difference in decay widths
between D0 and !D0 mesons in the chosen final state (direct
CP violation), any difference in mixing probabilities be-
tween D0 and !D0 mesons, and the interference between
direct decays and decays preceded by flavor oscillations
(both indirect CP violation). Because of the slow mixing
rate of charm mesons, the time-dependent asymmetry is
approximated at first order as the sum of two terms,
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where t=" is the proper decay time in units of D0 lifetime
(" & 0:4 ps), and the asymmetries are related to the decay
amplitude A and the usual parameters used to describe
flavored-meson mixing x, y, p, and q [3] by
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where #CP ¼ þ1 is the CP eigenvalue of the decay final
state and ’ is the CP-violating phase. The time-integrated
asymmetry is then the time integral of Eq. (1) over the
observed distribution of proper decay time [DðtÞ],
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The first term arises from direct and the second one from
indirect CP violation. Since the value of hti depends on
DðtÞ, different values of time-integrated asymmetry could
be observed in different experiments, depending on the

detector acceptances as a function of decay time. Thus,
each experiment may provide different sensitivity to Adir

CP
and Aind

CP. Since the data used in this analysis were collected
with an online event selection (trigger) that imposes re-
quirements on the displacement of the D0-meson decay
point from its production point, our sample is enriched in
higher-valued decay-time candidates with respect to ex-
periments at the B factories. This makes the present mea-
surement more sensitive to mixing-induced CP violation.
In addition, combination of our results with those from
Belle and BABAR provides some discrimination between
the two contributions to the asymmetry.

II. OVERVIEW

In the present work we measure the CP-violating asym-
metry in decays of D0 and !D0 mesons into !þ!" and
KþK" final states. Because the final states are charge-
symmetric, to know whether they originate from a D0 or
a !D0 decay, we need the neutral charm candidate to be
produced in the decay of an identified D(þ or D(" meson.
Flavor conservation in the strong-interaction decay of the
D() meson allows identification of the initial charm flavor
through the sign of the charge of the ! meson: D(þ !
D0!þ and D(" ! !D0!". We refer to D mesons coming
from identifiedD() decays as the tagged sample and to the
tagging pion as the soft pion, !s.
In the data collected by CDF between February 2002

and January 2010, corresponding to an integrated luminos-
ity of about 5:9 fb"1, we reconstruct approximately
215 000 D(-tagged D0 ! !þ!" decays and 476 000
D(-tagged D0 ! KþK" decays. To measure the asymme-
try, we determine the number of detected decays of oppo-
site flavor and use the fact that primary charm and
anticharm mesons are produced in equal numbers by the
CP-conserving strong interaction. The observed asymme-
try is a combination of the contributions from CP violation
and from charge asymmetries in the detection efficiency
between positive and negative soft pions from the D()

decay. To correct for such instrumental asymmetries, ex-
pected to be of the order of a few 10"2, we use two
additional event samples: 5* 106 tagged, and 29* 106

untagged Cabibbo-favored D0 ! K"!þ decays. We
achieve cancellation of instrumental asymmetries with
high accuracy and measure the CP-violating asymmetries
of D0 ! !þ!" and D0 ! KþK" with a systematic un-
certainty of about 10"3.
The paper is structured as follows. In Sec. III we briefly

describe the components of the CDF detector relevant for
this analysis. In Sec. IV we summarize how the CDF
trigger system was used to collect the event sample. We
describe the strategy of the analysis and how we correct for
detector-induced asymmetries in Sec. V. The event selec-
tion and the kinematic requirements applied to isolate the
event samples are presented in Sec. VI; the reweighting
of kinematic distributions is discussed in Sec. VII. The
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probing more extensive portions of the space of non-SM
physics parameters.

We present measurements of time-integrated
CP-violating asymmetries in the Cabibbo-suppressed
D0 ! !þ!" and D0 ! KþK" decays (collectively re-
ferred to as D0 ! hþh" in this article) using 1.96 TeV
proton-antiproton collision data collected by the upgraded
Collider Detector at Fermilab (CDF II) and corresponding
to 5:9 fb"1 of integrated luminosity. Because the final
states are common to charm and anticharm meson decays,
the time-dependent asymmetry between decays of states
identified as D0 and !D0 at the time of production (t ¼ 0)
defined as

ACPðhþh"; tÞ ¼
NðD0 ! hþh"; tÞ " Nð !D0 ! hþh"; tÞ
NðD0 ! hþh"; tÞ þ Nð !D0 ! hþh"; tÞ

receives contributions from any difference in decay widths
between D0 and !D0 mesons in the chosen final state (direct
CP violation), any difference in mixing probabilities be-
tween D0 and !D0 mesons, and the interference between
direct decays and decays preceded by flavor oscillations
(both indirect CP violation). Because of the slow mixing
rate of charm mesons, the time-dependent asymmetry is
approximated at first order as the sum of two terms,
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where t=" is the proper decay time in units of D0 lifetime
(" & 0:4 ps), and the asymmetries are related to the decay
amplitude A and the usual parameters used to describe
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where #CP ¼ þ1 is the CP eigenvalue of the decay final
state and ’ is the CP-violating phase. The time-integrated
asymmetry is then the time integral of Eq. (1) over the
observed distribution of proper decay time [DðtÞ],
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The first term arises from direct and the second one from
indirect CP violation. Since the value of hti depends on
DðtÞ, different values of time-integrated asymmetry could
be observed in different experiments, depending on the

detector acceptances as a function of decay time. Thus,
each experiment may provide different sensitivity to Adir

CP
and Aind

CP. Since the data used in this analysis were collected
with an online event selection (trigger) that imposes re-
quirements on the displacement of the D0-meson decay
point from its production point, our sample is enriched in
higher-valued decay-time candidates with respect to ex-
periments at the B factories. This makes the present mea-
surement more sensitive to mixing-induced CP violation.
In addition, combination of our results with those from
Belle and BABAR provides some discrimination between
the two contributions to the asymmetry.

II. OVERVIEW

In the present work we measure the CP-violating asym-
metry in decays of D0 and !D0 mesons into !þ!" and
KþK" final states. Because the final states are charge-
symmetric, to know whether they originate from a D0 or
a !D0 decay, we need the neutral charm candidate to be
produced in the decay of an identified D(þ or D(" meson.
Flavor conservation in the strong-interaction decay of the
D() meson allows identification of the initial charm flavor
through the sign of the charge of the ! meson: D(þ !
D0!þ and D(" ! !D0!". We refer to D mesons coming
from identifiedD() decays as the tagged sample and to the
tagging pion as the soft pion, !s.
In the data collected by CDF between February 2002

and January 2010, corresponding to an integrated luminos-
ity of about 5:9 fb"1, we reconstruct approximately
215 000 D(-tagged D0 ! !þ!" decays and 476 000
D(-tagged D0 ! KþK" decays. To measure the asymme-
try, we determine the number of detected decays of oppo-
site flavor and use the fact that primary charm and
anticharm mesons are produced in equal numbers by the
CP-conserving strong interaction. The observed asymme-
try is a combination of the contributions from CP violation
and from charge asymmetries in the detection efficiency
between positive and negative soft pions from the D()

decay. To correct for such instrumental asymmetries, ex-
pected to be of the order of a few 10"2, we use two
additional event samples: 5* 106 tagged, and 29* 106

untagged Cabibbo-favored D0 ! K"!þ decays. We
achieve cancellation of instrumental asymmetries with
high accuracy and measure the CP-violating asymmetries
of D0 ! !þ!" and D0 ! KþK" with a systematic un-
certainty of about 10"3.
The paper is structured as follows. In Sec. III we briefly

describe the components of the CDF detector relevant for
this analysis. In Sec. IV we summarize how the CDF
trigger system was used to collect the event sample. We
describe the strategy of the analysis and how we correct for
detector-induced asymmetries in Sec. V. The event selec-
tion and the kinematic requirements applied to isolate the
event samples are presented in Sec. VI; the reweighting
of kinematic distributions is discussed in Sec. VII. The
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defined as the asymmetry 
between effective lifetimes 

Capitolo 1

Esercitazione

1.1 Caduta di un grave in sistema non inerziale

Si consideri il moto di un grave che viene lasciato cadere da un’altezza h tenendo conto della

rotazione della Terra con velocità angolare !.

a) Detta

~

V (t) la velocità in assenza degli e↵etti di rotazione, e ~v(t) la velocità vera, scrivere

l’equazione di↵erenziale per

~
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V , trascurando i termini di secondo ordine in !.

b) Sempre al primo ordine in !, calcolare lo spostamento (in direzione e modulo) nel piano oriz-

zontale rispetto al filo a piombo al momento dell’arrivo a terra per h = 10 m e considerando

il corpo all’equatore.
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5

CPV in the mixing |q/p|  ≠ 1 CPV in the interference )f ≠ 0,π 

Full Run 1 data sample (3fb-1).  
D0 flavor inferred with strong D*+→D0π+ decay.

Neglecting subleading amplitudes AΓ is 
independent of the final state f. Furthermore, in 
the absence of CP violation in mixing, it can be 
found that AΓ = −x sin) —> |AΓ|≤|x|<5x10-3.

MagDown 2012 MagDown 2012

Subsample D0! K�⇡+ D0! K+K� D0! ⇡+⇡�

2011 MagUp 10.7 1.2 0.4
2011 MagDown 15.5 1.7 0.5
2012 MagUp 30.0 3.3 1.0
2012 MagDown 31.3 3.4 1.1
Total 87.5 9.6 3.0

[106]
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full Run 1 data sample are compared with fit results in Fig. 3.
The complementary analysis based on Eq. (2) follows a procedure largely unchanged

from the previous LHCb analysis [11], described in Refs. [19, 20] and briefly summarized
below. The selection requirements for this method di↵er from those based on Eq. (1)
only in the lack of a requirement on �

2

IP

(D0). A similar blinding procedure is used. This
analysis is applied to the 2 fb�1 subsample of the present data, collected in 2012, that was
not used in Ref. [11]. The 2012 data is split into three data-taking periods to account for
known di↵erences in the detector alignment and calibration after detector interventions.

Biases on the decay-time distribution, introduced by the selection criteria and detection
asymmetries, are accounted for through per-candidate acceptance functions, as described
in Ref. [20]. These acceptance functions are parametrized by the decay-time intervals
within which a candidate would pass the event selection if its decay time could be varied.
They are determined using a data-driven method, and used to normalize the per-candidate
probability density functions over the decay-time range in which the candidate would be
accepted.

A two-stage unbinned maximum likelihood fit is used to determine the e↵ective
decay widths. In the first stage, fits to the D

0 mass and �m spectra are used to
determine yields of signal decays and both combinatorial and partially reconstructed
backgrounds. In the second stage, a fit to the decay-time distribution together with
ln(�2

IP

(D0)) (Fig. 4) is made to separate secondary background. The finding of an
asymmetry consistent with zero in the control channel, A

�

(K�
⇡

+) = (�0.07±0.15)⇥10�3,
validates the method. Small mismodeling e↵ects are observed in the decay-time fits
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ective decay widths between D and D decays, sensitive to indirect

violation, are measured to be A
�

(K+K�) = (�0.30 ± 0.32 ± 0.10) ⇥ 10�3

�3

�

A
�

(⇡+⇡�) = (0.46 ± 0.58 ± 0.12) ⇥ 10�3, where the first uncertainty is statistical

Precision approaches the level of 10-4. No evidence for 
CP violation and improve on the precision of the 
previous best measurements by nearly a factor of 2.  

Assuming that only indirect CP violation contributes to AΓ, 
the two values, can be averaged to yield a single value: 
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IP

(D0)) for theD0! K+K� candidates selected in the second of the
three 2012 data taking periods with magnetic field pointing downwards. The unbinned maximum
likelihood fit results are overlaid. Gaussian kernels are used to smooth the combinatorial and
partially reconstructed backgrounds.

and a corresponding systematic uncertainty of 0.04 ⇥ 10�3 (0.09 ⇥ 10�3) for K

+

K

�

(⇡+

⇡

�) is assigned. The largest systematic uncertainty for the A

�

measurement with
K

+

K

� (⇡+

⇡

�) is 0.08 ⇥ 10�3 (0.10 ⇥ 10�3), due to the uncertainty in modeling the
contamination from secondary (combinatorial) background. The results from the 2012
data sample are A

�

(K+

K

�
, 2012) = (�0.03 ± 0.46 ± 0.10) ⇥ 10�3 and A

�

(⇡+

⇡

�
, 2012) =

(0.03 ± 0.79 ± 0.16) ⇥ 10�3. These results are then combined with results from Ref. [11]
to yield the final Run 1 measurements: A

�

(K+

K

�) = (�0.14 ± 0.37 ± 0.10) ⇥ 10�3 and
A

�

(⇡+

⇡

�) = (0.14 ± 0.63 ± 0.15) ⇥ 10�3.
These results can be compared with the final results from the method based on Eq. (1).

An analysis has been carried out to estimate the statistical correlation between the results
from the two methods, with the conclusion that they agree within one standard deviation.
Due to the large correlation, the measurements from the two methods are not combined,
but rather the more precise one is chosen as the nominal result.

The results for D

0 ! K

+

K

� and D

0 ! ⇡

+

⇡

� are consistent and show no evidence
of CP violation. Assuming that only indirect CP violation contributes to A

�

[5], and
accounting for correlations between the systematic uncertainties [21], the two values,
obtained with the method using Eq. (1), can be averaged to yield a single value of A

�

=
(�0.13± 0.28± 0.10)⇥ 10�3, while their di↵erence is �A

�

= (�0.76± 0.66± 0.04)⇥ 10�3.
The above average is consistent with the result obtained by LHCb in a muon-tagged
sample [22], which is statistically independent. The two results are therefore combined
to yield an overall LHCb Run 1 value A

�

= (�0.29 ± 0.28) ⇥ 10�3 for the average of the
K

+

K

� and ⇡

+

⇡

� modes. The measurements of A

�

reported in this Letter are the most
precise to date, and are consistent with previous results [11, 23, 24]. They supersede the
previous LHCb measurement [11] with an improvement in precision by nearly a factor of
two.
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partially reconstructed backgrounds.
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These results can be compared with the final results from the method based on Eq. (1).

An analysis has been carried out to estimate the statistical correlation between the results
from the two methods, with the conclusion that they agree within one standard deviation.
Due to the large correlation, the measurements from the two methods are not combined,
but rather the more precise one is chosen as the nominal result.

The results for D
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� and D
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Most precise measurement of 
CPV in the charm sector.
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Consistent with the hypothesis of CP 
symmetry with a p-value of 9.3% (1.7') 

Figure 167: Plot of all data and the fit result. Individual measurements are plotted as bands
showing their ±1� range. The no-CPV point (0,0) is shown as a filled circle, and the best fit
value is indicated by a cross showing the one-dimensional uncertainties. Two-dimensional 68%

C.L., 95% C.L., and 99.7% C.L. regions are plotted as ellipses.
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From HFAG 2016 the world average values are:

Consistent with the hypothesis of CP 
symmetry with a p-value of 79%.

My “unofficial” LHCb-only average: 
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LHCb dominates the world average and much more data are coming. 



) [MeV]−K+cΞ(m
3000 3100 3200 3300

C
an

di
da

te
s /

 (1
 M

eV
)

0

100

200

300

400
LHCb

Figure 2: Distribution of the reconstructed invariant mass m(⌅+
c

K�) for all candidates passing
the likelihood ratio selection; the solid (red) curve shows the result of the fit, and the dashed
(blue) line indicates the fitted background. The shaded (red) histogram shows the corresponding
mass spectrum from the ⌅+

c

sidebands and the shaded (light gray) distributions indicate the
feed-down from partially reconstructed ⌦

c

(X)0 resonances.

Figure 1 shows the pK�⇡+ mass spectrum of ⌅+
c

candidates passing the likelihood
ratio selection for all three data sets combined, along with the result of a fit with the
functional form described above. The ⌅+

c

signal region contains 1.05⇥ 106 events. Note
that this inclusive ⌅+

c

sample contains not only those produced in the decays of charmed
baryon resonances but also from other sources, including decays of b hadrons and direct
production at the PV.

Each ⌅+
c

candidate passing the likelihood ratio selection and lying within the ⌅+
c

signal mass region is then combined in turn with each K� candidate in the event. A
vertex fit is used to reconstruct each ⌅+

c

K� combination, with the constraint that it
originates from the PV. The ⌅+

c

K� candidate must have a small vertex fit �2, a high
kaon identification probability, and transverse momentum pT(⌅+

c

K�) > 4.5GeV.
The ⌅+

c

K� invariant mass is computed as

m(⌅+
c

K�) = m([pK�⇡+]
⌅

+
c
K�)�m([pK�⇡+]

⌅

+
c
) +m

⌅

+
c
, (2)

where m
⌅

+
c
= 2467.89+0.34

�0.50 MeV is the world-average ⌅+
c

mass [16] and [pK�⇡+]
⌅

+
c
is the

reconstructed ⌅+
c

! pK�⇡+ candidate. In this analysis, the distribution of the invariant
mass m(⌅+

c

K�) is studied from threshold up to 3450MeV.
The ⌅+

c

K� mass distribution for the combined data sets is shown in Fig. 2 where five
narrow structures are observed. To investigate the origin of these structures, Fig. 2 also

3

Observation of new narrow states 
*0c➝+c−K+
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~1M +c−➝pK−π+ 

Table 1: Results of the fit to m(⌅+
c

K�) for the mass, width, yield and significance for each
resonance. The subscript “fd” indicates the feed-down contributions described in the text.
For each fitted parameter, the first uncertainty is statistical and the second systematic. The
asymmetric uncertainty on the ⌦

c

(X)0 arising from the ⌅+
c

mass is given separately. Upper
limits are also given for the resonances ⌦

c

(3050)0 and ⌦
c

(3119)0 for which the width is not
significant.

Resonance Mass (MeV) � (MeV) Yield N
�

⌦
c

(3000)0 3000.4± 0.2± 0.1+0.3
�0.5 4.5± 0.6± 0.3 1300± 100± 80 20.4

⌦
c

(3050)0 3050.2± 0.1± 0.1+0.3
�0.5 0.8± 0.2± 0.1 970± 60± 20 20.4

< 1.2MeV, 95% CL

⌦
c

(3066)0 3065.6± 0.1± 0.3+0.3
�0.5 3.5± 0.4± 0.2 1740± 100± 50 23.9

⌦
c

(3090)0 3090.2± 0.3± 0.5+0.3
�0.5 8.7± 1.0± 0.8 2000± 140± 130 21.1

⌦
c

(3119)0 3119.1± 0.3± 0.9+0.3
�0.5 1.1± 0.8± 0.4 480± 70± 30 10.4

< 2.6MeV, 95% CL

⌦
c

(3188)0 3188± 5 ± 13 60± 15± 11 1670± 450± 360

⌦
c

(3066)0fd 700± 40± 140

⌦
c

(3090)0fd 220± 60± 90

⌦
c

(3119)0fd 190± 70± 20

The threshold enhancement below 2970MeV is fully explained by feed-down from the
⌦

c

(3066)0 resonance.
Several additional checks are performed to verify the presence of the signals and the

stability of the fitted parameters. The likelihood ratio requirements are varied, testing
both looser and tighter selections. As another test, the data are divided into subsamples
according to the data-taking conditions, and each subsample is analyzed and fitted
separately. The charge combinations ⌅�

c

K+ and ⌅+
c

K� are also studied separately. In
all cases the fitted resonance parameters are consistent among the subsamples and with
the results from the reference fit.

Systematic uncertainties on the ⌦0
c

resonance parameters are evaluated as follows. The
fit bias is evaluated by generating and fitting an ensemble of 500 random mass spectra
that are generated according to the reference fit. For each parameter, the absolute value
of the di↵erence between the input value and the mean fitted value of the ensemble is
taken as the systematic uncertainty.

The background model uncertainty is estimated by exchanging it for the alternative
function B0(m) = (m�mth)↵e�+�m+�m

2
, where mth is the threshold mass and ↵, �, � and

� are free parameters. The uncertainty associated with the choice of the Breit–Wigner
model is estimated by fitting the data with relativistic L = 1, 2 Breit–Wigner functions
with varying Blatt–Weisskopf factors [29] and is found to be negligible.

Resonances can interfere if they are close in mass and have the same spin-parity.
The e↵ect is studied by introducing interference terms between each resonance and its
neighboring resonances, one pair of resonances at a time. This is implemented with an
amplitude of the form A = |c

i

BW
i

+ c
j

BW
j

ei�|2 for the interference between resonances i
and j, where BW

i

and BW
j

are complex Breit–Wigner functions and c
i,j

and � are free

6

Run 1 + 2015 data ~ 3.3fb-1

Spectroscopy of singly charmed baryons cqq' is 
intricate (many states are expected), but it provides 
a natural way both to understand the spectrum and 
improve accuracy of theory (i.e HQET).  

arXiv:1703.04639 [hep-ex].  Submitted to PRL.
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Capitolo 1

Esercitazione

1.1 Caduta di un grave in sistema non inerziale

Si consideri il moto di un grave che viene lasciato cadere da un’altezza h tenendo conto della

rotazione della Terra con velocità angolare !.

a) Detta

~

V (t) la velocità in assenza degli e↵etti di rotazione, e ~v(t) la velocità vera, scrivere

l’equazione di↵erenziale per

~

� = ~v � ~

V , trascurando i termini di secondo ordine in !.

b) Sempre al primo ordine in !, calcolare lo spostamento (in direzione e modulo) nel piano oriz-

zontale rispetto al filo a piombo al momento dell’arrivo a terra per h = 10 m e considerando

il corpo all’equatore.

Soluzione

|D1,2i = q |D0i± p | ¯D0i (|q|2 + |p|2) = 1,� = arg (q/p)

x ⌘ 2(m2 �m2)/(�1 + �2)

y ⌘ (�2 � �1)/(�1 + �2)

Siamo in un sistema di riferimeto non inerziale in quanto la Terra ruota con un velocità angolare

~! intorno al suo asse di rotazione, per cui in generale l’accellerazione assoluta ~aa nel sistema di

riferimento inerziale è legata all’accelerazione relativa ~ar nel sistema di riferimento non inerziale

nella seguente maniera

~aa = ~ar + ~a⌦ + ~! ⇥ (~! ⇥ ~r) + 2~! ⇥ ~v,

dove ~r è il vettore posizione nel sistema di riferimento non inerziale e ~v = d~r/dt è il vettore velocità

sempre nel sistema di riferimento non inerziale, e ⌦ è il centro del sistema di coordinate solidali

al sistema di riferimento non inerziale. Come nel caso dell’esercizio del pendolo di Foucault il

termine di accelerazione traslazionale ~a⌦ è un termine statico e non fa altro che modificare il valore

dell’accelerazione di gravità e la sua direzione

~

g̃ = ~g � ~a⌦,
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V (t) la velocità in assenza degli e↵etti di rotazione, e ~v(t) la velocità vera, scrivere
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al sistema di riferimento non inerziale. Come nel caso dell’esercizio del pendolo di Foucault il
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D0 mixing experimentally well established.  
Very slow rate x,y < 10-2 

CPV not yet observed in the charm sector.  
SM expectations are of the order of 10−3 or less.  

no mixing

no CPV



Future perspectives
• The Run 2 (2015-2018, ~8fb-1) is currently ongoing 

and the size of LHCb samples already increased 
more than proportionally to the integrated luminosity.  

• Phase1 LHCb-Upgrade at L = 2x1033 cm–2s–1. 
(2020-29, ~50fb-1) is behind the corner. 

• A proposal of a Phase 2  LHCb-Upgrade at                 
L >1034 cm–2s–1 (2031-??, >300fb-1 ) is currently 
under discussion.
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The ‘charming’ beauty experiment
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Excellent trigger capabilities (Level-0 of custom electronics + HLT of commercial CPUs) to handle 11MHz of 
visible physics collisions.  Events written on tape extremely  fast at 5KHz, where typical event size is 60KBytes in 
Run 1 (2011-2012). In Run 2 (2015-2016) performances are even better. [LHCb-PROC-2015-011].

VErtex LOcator 
~(15+29/pT) μm IP resold 
~45 fs decay time resold

RICH detectors

σp/p∼0.5−1%@5-200 GeV/c 
Tracking system

 Weight: 5600t 
 Height: 10m 
 Long: 21m

Calorimeters

Muons System 

The LHC detector at LHC, JINST 3 (2008) S08005 


