
Status and prospects for lepton 
universality tests in              decays

Patrick Owen, 
on behalf of the LHCb collaboration

BEAUTY 2018 
08/05/18

b ! c`⌫



Patrick Owen BEAUTY 2018

The most common B decay
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Lepton universality
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 decays and R(D*)
•               decays can be factorised, greatly simplifying theoretical 

calculations.
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b ! c`⌫

• The lepton universality ratio, R(D*), is 
sensitive to any NP model coupling 
preferentially to third generation 
leptons.

RD(⇤) =
B(B ! D(⇤)⌧⌫)

B(B ! D(⇤)µ⌫)

• Lepton universality ratios further cancel theoretical uncertainties.

b ! c`⌫

2. Introduction 2/28
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• In the Standard model, the only di↵erence between B! D(⇤)⌧⌫ and
B! D(⇤)µ⌫ is the mass of the lepton

• Form factors mostly cancel in the ratio of rates (except helicity
suppressed amplitude)

• Ratio R(D(⇤)) = B(B! D(⇤)⌧⌫) / B(B! D(⇤)µ⌫) is sensitive to e.g
charged Higgs, leptoquark
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Who has made measurements
• Three experiments have made measurements 
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BaBar Belle LHCb

#B’s produced O(400M) O(700M) O(800B)*

* during run 1 of the LHC

Production  
mechanism

⌥(4S) ! BB̄ ⌥(4S) ! BB̄ pp ! gg ! bb̄

Publications
Phys. Rev. D 88, 072012

Phys.Rev.Lett 109, 101802
Phys.Rev.D 92, 072014 Phys.Rev.Lett.115, 111803

Phys. Rev. D 94, 072007 Phys. Rev. Lett. 120, 171802

Phys. Rev. Lett. 118, 211801 Phys. Rev. D 97, 072013



Patrick Owen BEAUTY 2018

Experimental challenges
• At least two neutrinos in the final state (three if using                 ). 

• No sharp peak to fit in any distribution.
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• More difficult at LHCb, compensate 
using large boost (flight information) 
and huge B production.

• At B-factories, can control this 
using ‘tagging’ technique.

1. Introduction 4/25

Experimental challenge

B! D⇤⌧⌫ B! D⇤µ⌫

• Di�culty: neutrinos - 3 for (⌧ ! µ⌫⌫)⌫
• No narrow peak to fit (in any distribution)

• Main backgrounds: partially reconstructed B decays
• B ! D⇤µ⌫,B ! D⇤⇤µ⌫, B ! D⇤D(! µX )X ...

• Also combinatorial background

B

⌧ ! µ⌫⌫

D⇤+ D0

⇡+

K�

⇡+

⌧�

⌫⌧

⌫µ

µ�

⌫⌧

BsigBtag

⌥(4S)



Patrick Owen BEAUTY 2018

Signal fits

• Fit variables which discriminate between muon and tauonic mode.
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• Three main backgrounds: 

19

-2 0 2 4 6 80

50

100

150

-2 0 2 4 6 80

50

100

150

-2 0 2 4 6 80

20

40

60

80

-2 0 2 4 6 80

20

40

60

80

0

20

40

60

80

0

20

40

60

80

-2 0 2 4 6 80

20

40

60

-2 0 2 4 6 80

20

40

60

)2
Ev

en
ts

/(0
.2

5 
G

eV

0

0

0

m2
miss (GeV2)

Dτν
D∗τν
Dℓν
D∗ℓν
D∗∗(ℓ/τ)ν
Bkg.

D0ℓ

D∗0ℓ

D+ℓ

D∗+ℓ

0 0.5 1 1.5 20

100

200

0 0.5 1 1.5 20

100

200

0 0.5 1 1.5 20

50

100

0 0.5 1 1.5 20

50

100

0

50

100

0

50

100

0 0.5 1 1.5 20

10

20

30

40

0 0.5 1 1.5 20

10

20

30

40

Ev
en

ts
/(1

00
 M

eV
)

0

0

0

|p∗
ℓ | (GeV)

D0ℓ

D∗0ℓ

D+ℓ

D∗+ℓ

FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken
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FIG. 3. Projections of the fit results and data points with statistical uncertainties for the high M2
miss region. Top left: D+`�;

top right: D⇤+`�; bottom left: D0`�; bottom right: D⇤0`�.

RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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• Fit to isolated data, used to determine ratio of B! D⇤⌧⌫ and
B! D⇤µ⌫

• Model fits data well
• Fit model uncertainties listed on next slide
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• Fit to isolated data, used to determine ratio of B! D⇤⌧⌫ and
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• Model fits data well
• Fit model uncertainties listed on next slide

B ! D⇤DX

BaBar [1]

Belle [2] LHCb [3]

[1] Phys. Rev. D 88, 072012 (2013)
[2] Phys.Rev.D 92, 072014 (2015)
[3] Phys.Rev.Lett.115, 111803 (2015)
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken
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the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken

11

)4/c2(GeV2
missM

1 2 3 4 5 6 7 8

Ev
en
ts

20

40

60

80

100

120

140
ντ D*→B
ντ D→B
ν D*l→B
ν Dl→B

other BG
ν D**l→B

)4/c2(GeV2
missM

1 2 3 4 5 6 7 8

Ev
en
ts

5

10

15

20

25

)4/c2(GeV2
missM

1 2 3 4 5 6 7 8

Ev
en
ts

100

200

300

400

500

600

700

800

900

)4/c2(GeV2
missM

1 2 3 4 5 6 7 8

Ev
en
ts

20

40

60

80

100

120

FIG. 3. Projections of the fit results and data points with statistical uncertainties for the high M2
miss region. Top left: D+`�;

top right: D⇤+`�; bottom left: D0`�; bottom right: D⇤0`�.

RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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Latest LHCb measurement
• First measurement with                            decays. 

• No background from                    .
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•  Possible due to the excellent LHCb 
vertex resolution. 
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• Normalise signal yield to decay B0 ! D⇤�⇡+⇡�⇡+Method for measuring R(D*) 
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Khad (D*) =
BR(B0 →D*− τ +ντ )

BR(B0 →D*− π +π −π + )
=

N(B0 →D*− τ +ντ )
N(B0 →D*+ π −π +π − )

×
1

BR(τ + → π +π −π +(π 0 )ντ )
×
ε(B0 →D*+ π −π +π − )
ε(B0 →D*− τ +ντ )

•  What we measure: 

•  Signal and normalization share same visible final state (D*-π+π-π+). 

•  Most of  the systematic uncertainties cancel in the ratio (PID, trigger …). 

•  R(D*) obtained from: 

•  N(B0→D*-π+π-π+) from an un-binned likelihood fit to m(D*-π+π-π+). 
•  N(B0→D*-τ+ντ) from a 3-dimensional template fit. 

R(D*) = Khad (D*)×
BR(B0 →D*−π +π −π + )
BR(B0 →D*−µ+νµ )

[~4% precision] 
 
[~2% precision] 

[PDG 2016] 
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Signal fit
• Combine isolation and kinematic 

information into a multivariate 
classifier (BDT). 

• Perform 3D template fit (BDT 
response, τ decay time, q2).
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•  Signal yield: 1300 events. 

•  Leads to Khad(D*) = 1.93 ± 0.13(stat) ±  0.17(syst) 

•  Using measured BR(B0→D*3π) = (7.26 ± 0.11 ± 0.31) × 10-3 : 

       [Phys. Rev. D94 (2016) 091101] 
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Backgrounds
• Largest background from                       .
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Xb→D*DsX control sample 
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•  A pure Xb→D*DsX control sample obtained by selecting exclusive Ds→3π decays. 

•  Allows to know the different Xb→D*DsX contributions from a fit to m(D*Ds): 

•  B0→D*Ds, B0→D*Ds*, B0→D*Ds0*, B0→D*Ds1’, Bs
0→D*DsX, B→D**DsX 

•  Uncertainties in the fit parameters propagated to final analysis. 
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B ! D⇤�D+
s X

The Ds→3πX decay model: low-BDT fit 
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Fit components: 
 
•  Ds decays with at least 1 pion 

from η or η’: η(’)π+, η(‘)ρ+. 

•  Ds decays with at least 1 pion 
from an intermediate state (IS) 
other than η or η’: ω or ϕ. 

•  Ds decays where none of  the 3 
pions come from a IS: K03π, η3π, 
η’3π, ω3π, ϕ3π, non-resonant. 

Fit results used to describe the 
Ds→3πX model at high BDT. 
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• Controlled using data.             .

Phys. Rev. Lett. 120, 171802 + Phys. Rev. D 97, 072013
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Combination
• All experiments see an excess of signal w.r.t. SM prediction.

 11

Combined R(D*) data

20

•Plot and average from HFAG
◦ SM p-value = 5.2 × 10−5 →≈ 4.0𝜎 (down from 1.1 × 10−4)

𝑅 𝐷∗
𝑎𝑣𝑔 = 0.316 ± 0.019

𝑅 𝐷 𝑎𝑣𝑔 = 0.397 ± 0.049
𝜌 = −0.21

NEW
Horizontal bands refer to R(D*), 

ellipses refer to both R(D*,D)

Latest HFLAV average quotes ~4σ from SM prediction 
QCD uncertainties very small, but perhaps underestimated [Bigi, Gambino, Schacht]
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What now?
• Main priority is to clarify the existence of any NP signal. 
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Figure 4: Dependence of f⇤0
b
/fd on the (a) pT and (b) ⌘ of the beauty hadron. To obtain this

figure, the ratio of e�ciency-corrected event yields is scaled to the absolute value of f⇤0
b
/fd from

the semileptonic analysis [7]. The error bars include the statistical and systematic uncertainties
associated with the hadronic measurement. The dashed red lines indicate the uncertainty on the
scale of f⇤0

b
/fd from the semileptonic analysis.

The ⌘ dependence is described by the linear function

f⇤0
b
/fd(⌘) = a0 + b0 ⇥ (⌘ � ⌘) , (6)

with

a0 = 0.387± 0.013 +0.028
�0.030,

b0 = 0.067± 0.005 +0.012
�0.009,

where the first uncertainty is the combined statistical and the second is the combined
systematic from the hadronic and semileptonic measurements. The dependences of f⇤0

b
/fd

on the pT and ⌘ of the b hadron are shown in Fig. 4.
The absolute value for B(⇤0

b ! ⇤+
c ⇡

�) is obtained by substituting the results for S and
B(B0 ! D+⇡�) = (2.68± 0.13)⇥ 10�3 [10] into Eq. (2). The value for B(⇤+

c ! pK�⇡+)
is also used in the determination of f⇤0

b
/fd using semileptonic decays and therefore cancels

in the final result. The branching fraction for ⇤0
b ! ⇤+

c ⇡
� is measured to be

B(⇤0
b ! ⇤+

c ⇡
�) =

⇣
4.30± 0.03 +0.12

�0.11 ± 0.26± 0.21
⌘
⇥ 10�3,

where the first uncertainty is statistical, the second is systematic, the third is from
the previous LHCb measurement of f⇤0

b
/fd, and the fourth is due to the knowledge of

B(B0 ! D+⇡�). This value is in agreement with the current world average [10]. It
also agrees within 2.4 standard deviations with the recent LHCb measurement using
⇤0

b ! ⇤+
c (! pK0

S )⇡
� decays [29], taking into account the correlated uncertainty from the

10

Precise determination of |Vub| 
using the decay Λb

0->pµν

Patrick Owen, 
on behalf of the LHCb collaboration

24/03/15

CERN LHC seminar 

LHCb-PAPER-2015-013, in preparation 
arXiv:1405.6842

• We are already doing this with the current data in hand.

Explore other b-hadron systems.Improve the precision of RD* ratios.

RD⇤

RD+
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Testing LFU with other hadrons
• Unlike at the B-factories, b-quarks at the LHC are free to hadronise 

into all sorts of different flavoured particles.
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• An example is the Bc 
meson, produced ~ 200 
times less often than 
regular b-hadrons.

• Testing lepton universality here involves measuring the ratio R(J/ψ). 

J/ψBc

WIMBERLEY, HAMILTON, JAWAHERY 8 AUGUST 2017

R(J/ψ) PHYSICS MOTIVATION

▸ SM features lepton universality: equal couplings to all 
leptons

▸ branching fractions to e, μ, τ determined by lepton mass

▸ The ratio  
 
has recently been measured by LHCb, Belle, and BaBar

▸ The direct generalization of R(D*) to the Bc sector is 
 

2

R(D(⇤)) =
B
�
B̄0 ! D(⇤)+⌧�⌫̄⌧

�

B
�
B̄0 ! D(⇤)+µ�⌫̄µ

�

R(J/ ) =
B (B+

c ! J/ ⌧+⌫⌧ )

B
�
B+

c ! J/ µ+⌫µ
�

THEORETICAL MOTIVATION

PHYSICS LETTERS B 742 (2015) 29-37 

http://dx.doi.org/10.1016/j.physletb.2015.01.010
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R(J/ψ) measurement
• Similar approach to R(D*) measurement. 

• Main difference due to large presence of fake muon background 
(due to low Bc production rate).
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of the ratio of branching fractions

R(J/ ) =
B(B+

c ! J/ ⌧
+
⌫⌧ )

B(B+
c ! J/ µ+⌫µ)

= 0.71± 0.17 (stat) ± 0.18 (syst). (3)

This result lies within 2 standard deviations of the range of existing predictions in the
Standard Model, 0.25 to 0.28, assuming lepton universality.
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• Within two sigma of SM and NP models
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What next?
• NP can also alter angular distribution of decay products. 

• e.g. charged Higgs boson would mean isotropic distribution of 
the lepton pairs. 
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FIG. 2. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction [22, 24] (tri-
angle). The shaded vertical band shows the world average [19]
without our result.

from the uncertainties that are common between the sig-
nal and the normalization: the number of BB̄ events,
the tagging e�ciency, the D branching fractions and the
D

⇤ reconstruction e�ciency. The total for this source is
(±2.3%,±0.02). In the calculation of the total system-
atic uncertainty, we treat the systematic uncertainties as
independent, except for those of the ⌧ daughter and the
D

⇤ reconstruction e�ciencies. The latter originate from
the same sources: the particle-identification e�ciencies
for K± and ⇡

± and the reconstruction e�ciencies for K0
S

and ⇡
0. We therefore account for this correlation. The

total systematic uncertainties are (+10.4
�9.4 %,

+0.21
�0.16). The

final results, shown in Fig. 2, are:

R(D⇤) = 0.270± 0.035(stat.)+0.028
�0.025(syst.),

P⌧ (D
⇤) = �0.38± 0.51(stat.)+0.21

�0.16(syst.).

The statistical correlation is 0.29, and the total correla-
tion (including systematics) is 0.33. Overall, our result is
consistent with the SM prediction. The obtained R(D⇤)
is independent of and also agrees with the previous Belle
measurements, R(D⇤) = 0.293 ± 0.038 ± 0.015 [13] and
0.302±0.030±0.011 [14], and with the world average [19].
Moreover, our measurement excludes P⌧ (D⇤) > +0.5 at
90% C.L.

In summary, we report a measurement of P⌧ (D⇤)
in the decay B̄ ! D

⇤
⌧
�
⌫̄⌧ as well as a new R(D⇤)

measurement with the hadronic ⌧ decay modes ⌧
�

!

⇡
�
⌫⌧ and ⌧

�
! ⇢

�
⌫⌧ , using 772 ⇥ 106 BB̄ events

recorded with the Belle detector. Our results, R(D⇤) =
0.270± 0.035(stat.) +0.028

�0.025(syst.) and P⌧ (D⇤) = �0.38±

0.51(stat.) +0.21
�0.16(syst.), are consistent with the SM pre-

diction. We have measured P⌧ (D⇤) for the first time,
which provides a new dimension in the search for NP in
semitauonic B decays.
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• With the upgrade 2 of LHCb, we will have 10M                   signal(!), 
should be able to make precise measurements.

B ! D⇤⌧⌫

where B denotes the relative probability for a particular decay to occur. Recent mea-
surements [2–7] have shown a consistent enhancement of this ratio compared to the SM
prediction, which is due to a larger than expected tauonic decay rate. All of these analysis,
with the exception of Ref. [7], have reconstructed the ⌧ decay into the µ⌫⌫ final state.
This is the also the proposed ⌧ final state for this project.

As well as measuring the ratio of the decay rate involving ⌧ leptons to the lighter
lepton generations, one can study how the final state particles of the decay are distributed
in space. This is known as an angular analysis. The angular distribution of the final
state particles reflects the spin of the particle mediating the decay. For example, a spin-0
particle (such as a Higgs boson) will result in an isotropic distribution of the ⌧ lepton and
neutrino whereas a spin-1 particle will result in the decay products being concentrated
in certain regions of space, owing the conservation of angular momentum in the decay.
Therefore, by measuring the angular distribution of the tauonic decay, one can determine
the spin of the particle mediating the interaction and di↵erentiate between types of New
Physics models.

The decay B ! (D⇤ ! D⇡)`⌫, where ` represents any charged lepton, can be described
by three angles as shown in Fig. 2. Here ✓l is the angle between the `⌫ system and the
charged lepton ` in the `⌫ rest frame, ✓D is the angle between the excited D⇤ meson and
the ground-state D meson in the D⇤ rest frame and � is the angle between the planes
formed by the `⌫ and D⇡ systems.

z (�pD�)

`

⌫

D

⇡

�

✓D

✓`

Figure 8: Kinematics of the B̄ ! D�
(! D⇡)`⌫̄� decay. Angles are defined as in Ref. [10].

A Polarization vectors

In this paper we use the convention of Ref. [10] and define the angles ✓`,✓D and � as depicted

in Fig. 8. The helicity axis is chosen along the D⇤ momentum while the polarization vectors

of D⇤ (�) and the virtual vector boson (��) are defined with lower indices as

�± = � 1�
2
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����

0

1

±i
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����
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respectively. In the B-meson rest frame

q0 =
m2

B � m2
D⇤ + q2

2mB
, ED⇤ =

m2
B + m2

D⇤ � q2

2mB
. (58)
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Figure 2: Illustration of the kinematics of the decay B ! (D(⇤) ! D⇡)`⌫, where ` represents

any charged lepton. Figure from Ref. [8].

By measuring the distribution for the tauonic decay in these angles, one can measure
observables which are sensitive to New Physics models. An example is the forward-
backward asymmetry, AFB, which is the asymmetry in the number of ` travelling forward
in the `⌫ rest frame. As seen in Fig. 3, AFB can discriminate between vector (symmetric
under parity transformation) or axial-vector (anti-symmetric under parity transformation)
contributions. Examples of other angular observables in the literature can be found in
Refs [8–10].

2 Current status of the field

Tree level semileptonic beauty quark decays into first and second generation leptons,
such as B ! D⇤µ⌫, have been well studied and have shown no deviation from SM
predictions [11]. For decays involving the third-generation tau lepton, constraints are

2

Phys. Rev. Lett. 118, 211801 (2017)Becirevic, Fajfer, Nisandzic, and Tayduganov  
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More ambitious
• Also want to test the flavour structure of NP, does it also have |Vub/Vcb| 

suppression? 

• Plenty of signal - expect 500,000                   candidates with 300fb-1 

• Open yourself up to many, many more backgrounds.
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⇤0
b ! p⌧⌫

Need to balance experimental and theoretical feasibility.

Observation of the DecayB ! ppµ⌫ and Lepton
Flavour Universality withB ! pp⌧⌫

Ma�hew Tilley, Imperial College London, on Behalf of the LHCb Collaboration
LHCC

Abstract

The first observation of the B ! ppµ⌫ decay should be possible at the LHCb experiment with a
significance far in excess of 5�. As well as a branching fraction measurement, a precision measure-
ment of the pp mass spectrum will be performed. The ratio of branching fractions B(B ! pp⌧⌫)
against the similar decay to muons is a test of lepton flavour universality in the Standard Model.
This measurement is in progress at LHCb and would be the first test involving a b ! u⌧⌫ transi-
tion.

[3]

Search For The Decay B ! ppµ⌫

Techniques for Studying Semileptonic
Decays at LHCb

Corrected mass is a variable chosen to
separate signal from background when a
neutrino is missing from the visible decay
products. It is given by

mcorr =
q
m2

vis + |p0T |2 + |p0T |.

The variable |p0T | is the momentum transverse
to the b-hadron flight direction.
Charged Track Isolation is a method to remove
partially reconstructed backgrounds where X
is a set of particles including some charged
tracks. A machine learning algorithm is
trained to remove tracks most likely to be
associated with the B decay vertex.

Previous Studies and Theoretical Predictions

A calculation using perturbative QCD
predicted a branching fraction of order
10�4 [3].
Measurement from the Belle experiment found
evidence at 3.0� for the electron mode and
1.3� for the muon mode. The fit for the muon
mode is shown below. The branching fraction
of the electron mode was measured to be
8.2+3.7�3.2 ± 0.6⇥ 10�6 [5].

Study of the DecayB ! ppµ⌫

The measurement of the branching fraction of
B ! ppµ⌫ in bins of pp mass is ongoing.
Background from misidentified protons and
muons can be modeled from data.
The result is still blind. The simulation plot
below shows an approximated yield
considering both Run 1 and Run 2 and all bins
of pp mass.

The Ratio of Branching Fractions R(pp)

Motivation

To test lepton universality the ratios of branching
fractions for semileptonic decays involving tau
particles are defined by

R(X) ⌘ B(B ! X⌧⌫)

B(B ! Xµ⌫)
,

where X can represent any particle or collection of
particles.
An average of the best current measurements of R(D)
and R(D⇤) by the The Heavy Flavour Averaging Group
(HFLAV) is at 4� tension with the very precise
Standard Model prediction [4].

R(D)
0.2 0.3 0.4 0.5 0.6
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 = 1.0 contours2χ∆

R(D)=0.300(8) HPQCD (2015)
R(D)=0.299(11) FNAL/MILC (2015)
R(D*)=0.252(3) S. Fajfer et al. (2012)
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FPCP 2017

) = 71.6%2χP(

σ4

σ2

HFLAV
FPCP 2017

The ratios R(D), R(D⇤) and the recent R(J/ ) probe
the b ! c`⌫ transition where ` = µ or ⌧ [2].
Some new physics explanations for this discrepancy
imply an enhancement in the similar b ! u`⌫
transition.

Toy Studies ofR(pp)

A similar strategy to the R(D⇤) measurement at LHCb is considered, three of the most dis-
tinguishing features can be used to separate the modes in a fit [1].

Missing mass squared.
Lepton energy in B-hadron rest frame.
Four-momentum transferred to the leptons in the decay, (q2).

The shapes of these are shown below using toy simulations with approximated yields.

[1] R. Aaij et al. Measurement of the ratio of branching fractions B(B̄0 ! D⇤+⌧�⌫̄⌧)/B(B̄0 ! D⇤+µ�⌫̄µ). Phys. Rev. Le�., 115(11):111803, 2015, 1506.08614.

[2] R. Aaij et al. Measurement of the ratio of branching fractions B(B+
c ! J/ ⌧+⌫⌧)/B(B+

c ! J/ µ+⌫µ). 2017, 1711.05623.

[3] C. Q. Geng and Y. K. Hsiao. Semileptonic B� ! pp̄`�⌫̄` decays. Phys. Le�., B704:495–498, 2011, 1107.0801.

[4] HFLAV. Average of R(D) and R(D⇤). FPCP 2017, h�p://www.slac.stanford.edu/xorg/hflav/.

[5] K. J. Tien et al. Evidence for semileptonic B� ! pp̄l�⌫̄l decays. Phys. Rev., D89(1):011101, 2014, 1306.3353.

Contact: ma�hew.james.tilley@cern.ch High Energy Physics group · Imperial College
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Summary
• There is evidence for an enhancement in the decay rate of 

decays. 

• LHCb should clarify this with the existing dataset. 

• Regardless of the signal, this opens up a field of measurements 
which are sensitive to sensible NP models. 

• Looking forward to measurements from Belle-II.
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b ! c⌧⌫
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Back-ups

 18
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R(D*) control samples

 19

5. Backup 18/25

B ! D⇤⇤
(! D⇤+⇡)µ⌫ control sample

• Isolation MVA selects one track, MD⇤+⇡ around narrow D⇤⇤ peak !
select a sample enhanced in B! D⇤⇤µ+⌫

• Use this to constrain, justify B! D⇤⇤µ+⌫ shape for light D⇤⇤ states
• Also fit above, below narrow D⇤⇤ peak region to check all regions of

MD⇤+⇡ are modelled correctly in data

Anti-isolate signal to enrich particular backgrounds.

2. Fit 8/25

Background strategy

• Three main physics backgrounds:
B ! D⇤⇤(! D⇤⇡)µ⌫,B ! D⇤⇤(! D⇤⇡⇡)µ⌫, B ! D⇤DX

• Three control samples used to model shapes:
• Isolation MVA selects a single pion, two pions, or one kaon
• Each sample fitted using full model
• Data-driven systematic uncertainties
• Quality of fit used to justify modelling

• All combinatorial or misidentified backgrounds taken from data
• More details on everything in backups
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R(D*) 3D fit

 20

3D fit used to discriminate signal from backgrounds

2. Fit 7/25

Fit strategy

• Three dimesional template fit in Eµ (left), m2
missing (middle), and q2

• Projections of fit to isolated data shown

• All uncertainties on template shapes incorporated in fit:
• Continuous variation in e.g di↵erent form factor parameters

Good agreement seen everywhere



Patrick Owen BEAUTY 2018

Remarks
• Because this measurement is so difficult, it has received a fairly 

healthy level of scepticism by the theory community. 

• People are worried about backgrounds from                    decays 
where the charm spectrum is not so well measured. 

• This is why the hadronic modes are crucial.
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B ! D⇤⇤`⌫

� Incl. vs Excl. Gap with  𝐵 → 𝐷(∗)𝜋𝜋𝑙−  𝜈𝑙
• The obtained branching fractions
𝐵𝐹  𝐵 → 𝐷𝜋−𝜋+𝑙− 𝜈𝑙 = 0.152 ± 0.023(stat) ± 0.018(syst) ± 0.007(norm) %
𝐵𝐹  𝐵 → 𝐷∗𝜋−𝜋+𝑙−  𝜈𝑙 = 0.108 ± 0.028(stat) ± 0.023(syst) ± 0.004(norm) %

• Total BFs for  𝐵 → 𝐷(∗)𝜋𝜋𝑙−  𝜈𝑙 with isospin symmetry:
𝐵𝐹  𝐵 → 𝐷 ∗ 𝜋−𝜋+𝑙−  𝜈𝑙 /𝐵𝐹(  𝐵 → 𝐷 ∗ 𝜋𝜋𝑙−  𝜈𝑙) = (0.50 ± 0.17)
Æ 𝐵𝐹  𝐵 → 𝐷𝜋𝜋𝑙−  𝜈𝑙 + 𝐵𝐹  𝐵 → 𝐷∗𝜋𝜋𝑙−  𝜈𝑙 = (0.52−0.07−0.13+0.14+0.27)%

Flavor Physics and CP Violation 2016

The incl.-excl. gap was reduced to 2-3σ
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• This is unlikely to be the issue: 

• Rely on data for control of background. 

• B-factories/LHCb have very different 
background levels.
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Latest result from Belle
• First result to use hadronic                decays.

 22

⌧ ! ⇡⌫
TAU PRODUCTION PROPERTIES
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Tau forward-backward asymmetry
Fig. 1
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ing pairs of photons with an invariant mass ranging from
500 to 600 MeV/c2. We then extract the calibration
sample yield with the signal-side energy di↵erence �E

sig

or the beam-energy-constrained mass M sig
bc in the region

q
2
> 4 GeV2

/c
2 and | cos ✓hel| < 1. To calculate cos ✓hel,

we assume that (one of) the charged pion(s) is the ⌧

daughter. We use a ratio of the yield in the data to that
in the MC as the yield scale factor. If there is no observed
event in the calibration sample, we assign a 68% confi-
dence level upper limit on the scale factor. The above
calibrations cover about 80% of the hadronic B back-
ground. For the remaining B decay modes, we assume
100% uncertainty on the MC expectation.

In the signal extraction, we consider three B̄ !

D
⇤
⌧
�
⌫̄⌧ components: (i) the “signal” component con-

tains correctly-reconstructed signal events, (ii) the “⇢ $

⇡ cross feed” component contains events where the de-
cay ⌧

�
! ⇢

�(⇡�)⌫⌧ is reconstructed as ⌧� ! ⇡
�(⇢�)⌫⌧ ,

(iii) the “other ⌧ cross feed” component contains events
with other ⌧ decays such as ⌧

�
! µ

�
⌫̄µ⌫⌧ and ⌧

�
!

⇡
�
⇡
0
⇡
0
⌫⌧ . The relative contributions are fixed based

on the MC. We relate the signal yield and R(D⇤) as
R(D⇤) = (✏normNsig)/(B⌧ ✏sigNnorm), where B⌧ denotes
the branching fraction of ⌧

�
! ⇡

�
⌫⌧ or ⌧

�
! ⇢

�
⌫⌧ ,

and ✏sig and ✏norm (Nsig and Nnorm) are the e�ciencies
(the observed yields) for the signal and the normaliza-
tion mode. Using the MC, the e�ciency ratio ✏norm/✏sig

of the signal component in the B
� (B̄0) sample is esti-

mated to be 0.97± 0.02 (1.21± 0.03) for the ⌧
�
! ⇡

�
⌫⌧

mode and 3.42 ± 0.07 (3.83 ± 0.12) for the ⌧
�

! ⇢
�
⌫⌧

mode, where the quoted errors arise from MC statistical
uncertainties. The larger e�ciency ratio for the B̄0 mode
is due to the significant q

2 dependence of the e�ciency
in the D

⇤+
! D

0
⇡
+ mode. For P⌧ (D⇤), we divide the

signal sample into two regions cos ✓hel > 0 (forward) and
cos ✓hel < 0 (backward). The value of P⌧ (D⇤) is then pa-
rameterized as P⌧ (D⇤) = [2(NF

sig�N
B
sig)]/[↵(N

F
sig+N

B
sig)],

where the superscript F (B) denotes the signal yield in
the forward (backward) region. The detector bias on
P⌧ (D⇤) is taken into account with a linear function that
relates the true P⌧ (D⇤) to the extracted P⌧ (D⇤) (P⌧ (D⇤)
correction function), determined using several MC sets
with di↵erent P⌧ (D⇤) values. Here, other kinematic dis-
tributions are assumed to be consistent with the SM pre-
diction.
We categorize the background into four components.

The “B̄ ! D
⇤
`
�
⌫̄`” component contaminates the signal

sample due to the misassignment of the lepton as a pion.
We fix the B̄ ! D

⇤
`
�
⌫̄` background yield from the fit

to the normalization sample. For the “B̄ ! D
⇤⇤
`
�
⌫̄`

and hadronic B decay” component, we combine all the
modes into common yield parameters. One exception is
the decay into two D mesons such as B̄ ! D

⇤
D

⇤�
s and

B̄ ! D
⇤
D̄

(⇤)
K

�. Since these decays are experimentally
well measured, we fix their yields based on the world-
average branching fractions [47]. The yield of the “fake
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FIG. 1. Fit result to the signal sample (all the eight samples
are combined). The main panel and the sub panel show the
EECL and the cos ✓hel distributions, respectively. The red-
hatched “⌧ cross feed” combines the ⇢ $ ⇡ cross-feed and
the other ⌧ cross-feed components.

D
⇤” component is fixed from a comparison of the data

and the MC in the �M sideband regions. The contri-
bution from the continuum e

+
e
�

! qq̄ process is only
O(0.1%). We therefore fix the yield using the MC expec-
tation.
We then conduct an extended binned maximum like-

lihood fit in two steps; we first perform a fit to the
normalization sample to determine its yield, and then
a simultaneous fit to eight signal samples (B�

, B̄
0) ⌦

(⇡�
⌫⌧ , ⇢

�
⌫⌧ ) ⌦ (backward, forward). In the fit, R(D⇤)

and P⌧ (D⇤) are common fit parameters, while the “B̄ !

D
⇤⇤
`
�
⌫̄` and hadronic B” yields are independent among

the eight signal samples. The fit result is shown in Fig. 1.
The obtained signal and normalization yields forB� (B̄0)
mode are, respectively, 210± 27 (88± 11) and 4711± 81
(2502± 52), where the errors are statistical.
The most significant systematic uncertainty arises from

the hadronic B decay composition (+7.7
�6.9%,

+0.13
�0.10), where

the first (second) value in the parentheses is the rela-
tive (absolute) uncertainty in R(D⇤) (P⌧ (D⇤)). The lim-
ited MC sample size used in the analysis introduces sta-
tistical fluctuations on the PDF shapes (+4.0

�2.8%,
+0.15
�0.11).

The uncertainties arising from the semileptonic B de-
cays are (±3.5%,±0.05). The fake D

⇤ background,
which dominates in this analysis, causes uncertainties
of (±3.4%,±0.02). Other uncertainties arise from the
reconstruction e�ciencies for the ⌧ daughter and the
charged lepton, the signal and normalization e�cien-
cies, the choice of the number of bins in the fit, the
⌧ branching fractions and the P⌧ (D⇤) correction func-
tion parameters. These systematic uncertainties account
for (±2.2%,±0.03). In addition, since we fix part of
the background yield, we need to consider the impact

6
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FIG. 2. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction [22, 24] (tri-
angle). The shaded vertical band shows the world average [19]
without our result.

from the uncertainties that are common between the sig-
nal and the normalization: the number of BB̄ events,
the tagging e�ciency, the D branching fractions and the
D

⇤ reconstruction e�ciency. The total for this source is
(±2.3%,±0.02). In the calculation of the total system-
atic uncertainty, we treat the systematic uncertainties as
independent, except for those of the ⌧ daughter and the
D

⇤ reconstruction e�ciencies. The latter originate from
the same sources: the particle-identification e�ciencies
for K± and ⇡

± and the reconstruction e�ciencies for K0
S

and ⇡
0. We therefore account for this correlation. The

total systematic uncertainties are (+10.4
�9.4 %,

+0.21
�0.16). The

final results, shown in Fig. 2, are:

R(D⇤) = 0.270± 0.035(stat.)+0.028
�0.025(syst.),

P⌧ (D
⇤) = �0.38± 0.51(stat.)+0.21

�0.16(syst.).

The statistical correlation is 0.29, and the total correla-
tion (including systematics) is 0.33. Overall, our result is
consistent with the SM prediction. The obtained R(D⇤)
is independent of and also agrees with the previous Belle
measurements, R(D⇤) = 0.293 ± 0.038 ± 0.015 [13] and
0.302±0.030±0.011 [14], and with the world average [19].
Moreover, our measurement excludes P⌧ (D⇤) > +0.5 at
90% C.L.

In summary, we report a measurement of P⌧ (D⇤)
in the decay B̄ ! D

⇤
⌧
�
⌫̄⌧ as well as a new R(D⇤)

measurement with the hadronic ⌧ decay modes ⌧
�

!

⇡
�
⌫⌧ and ⌧

�
! ⇢

�
⌫⌧ , using 772 ⇥ 106 BB̄ events

recorded with the Belle detector. Our results, R(D⇤) =
0.270± 0.035(stat.) +0.028

�0.025(syst.) and P⌧ (D⇤) = �0.38±

0.51(stat.) +0.21
�0.16(syst.), are consistent with the SM pre-

diction. We have measured P⌧ (D⇤) for the first time,
which provides a new dimension in the search for NP in
semitauonic B decays.
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Constraining models
• The central values of R(D*) and R(D) 

cannot be explained by 2HDM type II.
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• Can also compare kinematic 
distributions to narrow down model 
possibilities.

Difficult in general to explain with a scalar particle, constraints from Bc disfavour 
this (arXiv:1611.06676).
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(b)Type II 2HDM with
tan β/mH+ = 0.7 GeV−1.
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(c)R2 type leptoquark model with
CT = +0.36.
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(e)Type II 2HDM with
tan β/mH+ = 0.7 GeV−1.
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(f)R2 type leptoquark model with
CT = +0.36.

FIG. 4. Background-subtracted momenta distributions of D∗ (top) and ℓ (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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FIG. 20. (Color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
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FIG. 21. (Color online). Level of disagreement between this
measurement of R(D(∗)) and the type II 2HDM predictions
for all values in the tanβ–mH+ parameter space.

by B → Xsγ measurements [22], and therefore, the type
II 2HDM is excluded in the full tanβ–mH+ parameter
space.
The excess in both R(D) and R(D∗) can be explained

in more general charged Higgs models [44–47]. The ef-
fective Hamiltonian for a type III 2HDM is

Heff =
4GFVcb√

2

[

(cγµPLb) (τγ
µPLντ )

+ SL(cPLb) (τPLντ ) + SR(cPRb) (τPLντ )
]

, (31)

where SL and SR are independent complex parameters,
and PL,R ≡ (1 ∓ γ5)/2. This Hamiltonian describes the
most general type of 2HDM for which m2

H+ ≫ q2.
In this context, the ratios R(D(∗)) take the form

R(D) = R(D)SM +A
′

DRe(SR + SL) +B
′

D|SR + SL|2,

R(D∗) = R(D∗)SM +A
′

D∗Re(SR − SL) +B
′

D∗ |SR − SL|2.

The sign difference arises because B → Dτ−ντ decays
probe scalar operators, while B → D∗τ−ντ decays are
sensitive to pseudo-scalar operators.
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FIG. 22. (Color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values of R(D(∗)). The bottom two solutions are excluded by
the measured q2 spectra.

The type II 2HDM corresponds to the subset of
the type III 2HDM parameter space for which SR =
−mbmτ tan2β/m2

H+ and SL = 0.
The R(D(∗)) measurements in the type II 2HDM con-

text correspond to values of SR±SL in the range [−7.4, 0].
Given that the amplitude impacted by NP contributions
takes the form

|Hs(SR ± SL; q
2)| ∝ |1 + (SR ± SL)× F (q2)|, (32)

we can extend the type II results to the full type III
parameter space by using the values of R(D(∗)) ob-
tained with Hs(SR ± SL) for Hs(−SR ∓ SL). Given the
small tanβ/mH+ dependence of R(D∗) (Fig. 20), this
is a good approximation for B → D∗τ−ντ decays. For
B → Dτ−ντ decays, this is also true when the decay am-
plitude is dominated either by SM or NP contributions,
that is, for small or large values of |SR+SL|. The shift in
the m2

miss and q2 spectra, which results in the 40% drop
on the value ofR(D) shown in Fig. 20, occurs in the inter-
mediate region where SM and NP contributions are com-
parable. In this region, Hs(SR + SL) ≠ Hs(−SR − SL),
and, as a result, the large drop in R(D) is somewhat
shifted. However, given that the asymptotic values of
R(D) are correctly extrapolated, R(D) is monotonous,
and the measured value of R(D∗) is fairly constant, the
overall picture is well described by the Hs(SR ± SL) ≈
Hs(−SR ∓ SL) extrapolation.
Figure 22 shows that for real values of SR and SL,

there are four regions in the type III parameter space
that can explain the excess in both R(D) and R(D∗).
In addition, a range of complex values of the parameters
are also compatible with this measurement.

C. Study of the q2 spectra

As shown in Sec. II B, the q2 spectrum of B → Dτ−ντ
decays could be significantly impacted by charged Higgs
contributions. Figure 23 compares the q2 distribution of
background subtracted data, corrected for detector effi-
ciency, with the expectations of three different scenarios.
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