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Calibration of charge sharing algorithm for
the ATLAS Pixel Detector using cosmic data

Abstract

During fall 2008 ATLAS Pixel detector was commissioned registering data from cosmic
rays triggered during ATLAS or Inner Detector combined runs. Using these informations
the charge sharing algorithm was for the first time calibrated for the ATLAS Pixel Detector
using real data.

When a charged particle crosses the Pixel Detector, the adjacent pixels that are fired
are combined into a cluster. A rough estimate of the point where the particle crossed the
detector can be given by the mid point of the cluster. The charge sharing algorithm use the
measurement of the charge released inside the outermost pixel of the cluster to give a more
precise estimate of the position crossed by the particle on the detector.
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1 Introduction

ATLAS physics studies impose tight requirements on momentum and vertex resolution. These high-
precision measurements are made in the inner detector tracking system that is composed of two silicon
detectors, the Pixel detector and the silicon microstrip tracker (SCT), and of a transition radiation tracker
(TRT) made by straw tubes. The whole inner detector is immersed in a 2 T magnetic field generated by
the central solenoid, that permits to estimate the momentum of the particles measuring the curvature of
their trajectory. The highest granularity measurement is achieved around the vertex region using silicon
pixel sensors.

The pixel detector covers the region |η | < 2.5. It has approximately 80.4 million readout channels
and it is composed of identical modules containing each 46.080 pixels. The tipical pixel size is 50×400
µm2. In the barrel region modules are arranged on concentric cylinders around the beam axis while
in the end-cap regions, they are located on disks perpendicular to the beam axis. The pixel layers are
segmented in R−φ and z with typically three pixel layers crossed by each track. The first layer, called
the “b-layer”, is at a radius of 51 mm. The intrinsic resolution for the pixel detector measurements are
showed in Table 1 while a full description of this detector can be found in [1].

Each part of the inner detector should be aligned with the best possible precision. Cosmic rays data
gave the possibility to estimate and correct the alignment of the pixel detector components to a precision
of about 20 µm. (This should be referenced, the value is the one that will be used for mc09
simulation) . This level of alignment is comparable with the tolerance for the axial direction, but is still
preliminary respect to the radial and azimuthal expectation (see Table 1). The effect of misalignment
should be taken into account when the impact of charge sharing calibration on the resolution is evaluated.

Pixel Intrinsic accuracy Alignment tolerances
structure (µm) (µm)

Azimuth (R-φ ) Axial (z) Radial (R) Axial (z) Azimuth (R-φ )
b-layer 10 115 10 20 7
Layer 1 & 2 10 115 20 20 7
Disks 10 115 20 100 7

Table 1: Intrinsic measurement accuracies and mechanical alignment tolerances for the pixel sub-
structures, as defined by the performance requirements of the ATLAS experiment. Tolerances
correspond to the single-module accuracy. Values are taken from [2].

1.1 Digital position

The pixel detector should measure the position of particles coming from interactions with a precision
Just the explanation of the digital alghoritm. . .

Should contain the explanation of η and φ direction.
Also ask to Attilio (that already told me. . . ) the difference between “analog with 0 constants” and

“pure digital”.

1.2 Analog position

Here the formula for the digital position

xanalog = xdigital +∆×
(

q1

q1 +q2
− 1

2

)
(1)
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should be explained. Also I want to report some residual (G4 hit - analog/digital position) distribution
(for both direction) that shows at G4 hit level which is the improvement that can be expected from the
“analog” procedure. Lidia should look into this whith her MC tool.

It should be explained that the q1
q1+q2

factor is measured by pixels informations themselves, knowing
the charge released in the first (q1) and in the last (q2) pixel of the cluster. As opposite, the ∆ should be
measure from reconstructed data. In general we expect that it is depending on incidence angle, that is
computed only when the “track” associated to the particle is reconstructed.

All procedure can be described only for cluster size 2 and then add a note saying that it is valid (but
less efficient) also for bigger cluster size.

2 Extraction of constants from cosmic data

General description of the procedure: fit of the distribution Digital residual vs q1
q1+q2

(see figure 1).
Brief discussion on why this distribution sholud allow the extraction of ∆ and of the fact thet we

expect the distribution to shift but not to change the angular coefficient when we change the alignment
of the detector.
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Figure 1: Example of a fit

2.1 Description of data used and cut applied

Only “field on” data, first and second reprocessing (that means better alignment!). Distribution of tracks
in η and φ , relative abundance of cluster size 1, 2 and 3 clusters at each angle (to be added, no difference
in the two sets of data).

The cuts that were applied are the following:

• reflection of the angle if track is going upward

• cut on residuals accordig to momentum: rescut = sqrt( (0.5/GeVTrkPt)*(0.5/GeVTrkPt) + HighP-
tRes*HighPtRes); (maybe a plot should justify this. . . )
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2.2 Result of the fit

Constants were extracted for each layer at different incidence angles. Different cluster sizes were fitted
separately (Figure 2, should be updated, different colors for the two sets. . . ). Constants are fitted for first
processing and reprocessing and the values are the same.
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Figure 2: Red markers represent the constanst fitted from the reprocessing of data with final align-
menta. They are compared with the constants fitted from data reconstructed with preliminary
alignment (green) and with the constants that were recorded in the database (tag PixelOfflineReco-
COS-02, blue).

3 Validation of constants and effects on resolution

The validation of the constants has been performed following two criteria:

3.1 Fit of the analog residuals vs charge sharing distribution

The correction is fitted as the angular coefficient of “uncalibrated data”. The same distribution for “cali-
brated data” is expected to be flat. Some more comments. . . a figure?

3.2 Residual distribution improvement

The analog position is known to be a better approssimation of the position in which the particle crossed
the detector. This should reflect in an improvement of the track quality. In particular the residual distri-
bution (extrapolated position - measured position) should be narrower for analog positions.

The whole sample of tracks was reconstructed using exaclty the same calibration constants except
for the chrge sharing and umbiased residuals were used to compare the “calibrated data” with the “un-
calibrated ones” (see figure 3).

First of all the effect of each single constant was checked (figure 3(c)), then the global effect for
cluster size 2 clusters for both directions (figure 3(a) and 3(b)) and the global effect for each layer (to be
added).

The improvement appear to be much more evident for η direction. This should be discussed: the
biggest (in absolute value) improvement for η is surely due to the fact that pixels are bigger in this
direction. The bigger impact (in percentage) on resolution for η is maybe due to the worst alignment



April 2, 2009 – 12 : 38 DRAFT 5

(respect to final expectation) for φ direction. Also MC study (and some literature i.e. [3]) should help to
clarify if this point is expected or not..
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Figure 3: Improvements in resolution

3.3 Resolution vs incidence angle

Resolution in the pixel detector is dependent upon incidence angle of particles (see [3]). For the analog
resolution we expect to have a worsening of resolution increasing the incidence angle. For the digital
algorithm we have a big improvement of resolution for cluster size 2 that brings to a minimum in the
distribution of residuals vs incidence angle. The minimum is expected for the angle at which the fraction
of cluster size 2 clusters is bigger (equal?) to the fraction of clustersize 1 clusters. We report here this
distribution and we compare the minimum with the expected value. Of course extrapolation errors (both
absolute value and dependence on track direction) are totally different for test beam and cosmics with
final geometry!!

3.4 Validation with Montecarlo data

We can see if on some data with a “perfect” alignment we notice a bigger impact on φ resolution.
Also we can compare here the constants from test beam and the one from cosmics.
Constants extracted from montecarlo can be compared with constant extracted from data.
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Figure 4: Resolution as a function of angle.Test beam plot from [3]. ATLAS Preliminary should
be removed from figure, graphical aspect should be changed!
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4 Comments on the values obtained for constants

These are interesting point for some discussion:

• the extraction of constants was performed over data that were reconstructed with different aligne-
ment constants: the fit results were confirmed to be indipendent from alignment

• extracted constants were compared to the ones extracted during test beam: they appear to be the
same for φ direction, while they are roughly half of the TB value for η direction

• Since the constants were not extracted for disks and values for different layer were very similar, a
common fit for all layer was performed and obtained constants were committed to the DataBase
for future reconstruction (see figure 5).

• we expect a minima in 0 incidence angle and a pattern that is simmetrical around it. This is not
fully seen for φ direction.

• constants for clustersize > 2 were not extracted due to poor statistics (true??) we expect them to
be smaller than the one for cluster size 2.
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Figure 5: Constants submitted to database for future use in reconstruction
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