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in Solar Fusion I. Total errors, including systematic errors, are
shown on each data point, to facilitate a meaningful com-
parison of different data sets. All data sets exhibit a similar
S17ðEÞ energy dependence, indicating that they differ mainly
in absolute normalization.

Following the discussion in Sec. IX.B, we determine our
best estimate of S17ð0Þ by extrapolating the data using the
scaled theory of Descouvemont (2004) (Minnesota calcula-
tion). We performed two sets of fits, one to data below the
resonance, with E # 475 keV, where we felt the resonance
contribution could be neglected. In this region, all the indi-
vidual S17ð0Þ error bars overlap, except for the Bochum
result, which lies low.

We also made a fit to data with E # 1250 keV, where the
1þ resonance tail contributions had to be subtracted. We did
this using the resonance parameters of Junghans et al. (2003)
(Ep ¼ 720 keV, !p ¼ 35:7 keV, and !! ¼ 25:3 meV), add-
ing in quadrature to data errors an error of 20% of the
resonance subtraction. In order to minimize the error induced
by variations in energy averaging between experiments, we
excluded data close to the resonance, from 490 to 805 keV,

where the S factor is strongly varying and the induced error is
larger than 1.0 eV b. Above the resonance, the data have
smaller errors. Only the Filippone et al. (1983) and
Weizmann group error bars overlap the UW–Seattle/
TRIUMF error bars.

Figure 9 shows the best-fit Descouvemont (2004)
(Minnesota interaction) curve from the E # 475 keV fit [to-
gether with the 1þ resonance shape determined by Junghans
et al. (2003), shown here for display purposes]. Our fit results
are shown in Table VII. The errors quoted include the in-
flation factors, calculated as described in the Appendix. The
main effect of including the inflation factors is to increase the
error on the combined result by the factor 1.7 for E #
475 keV, and by 2.0 for E # 1250 keV. Both the S17ð0Þ
central values and uncertainties from the combined fits for
these two energy ranges agree well, the latter because the
added statistical precision in the E # 1250 keV fit is mostly
offset by the larger inflation factor.

We also did fits in which the low-energy cutoff was varied
from 375 to 475 keV and the high-energy exclusion region
was varied from 425–530 to 805–850 keV. The central value
of S17ð0Þ changed by at most 0.1 eV b. On this basis we
assigned an additional systematic error of &0:1 eV b to the
results for each fit region.

To estimate the theoretical uncertainty arising from our
choice of the nuclear model, we also performed fits using the
shapes from other plausible models: Descouvemont (2004)
plus and minus the theoretical uncertainty shown in Fig. 8 of
that paper; Descouvemont and Baye (1994); the CD-Bonn
2000 calculation shown in Fig. 15 of Navrátil et al. (2006b);
and four potential-model calculations fixed alternately to
reproduce the 7Liþ n scattering lengths, the best-fit 7Beþ
p scattering lengths, and their upper and lower limits (Davids
and Typel, 2003). The combined-fit results for all these
curves, including Descouvemont (2004), are shown in
Table VIII.

We estimate the theoretical uncertainty on S17ð0Þ from the
spread of results in Table VIII: &1:4 eV b for the E #
475 keV fits, and þ1:5

'0:6 eV b from the E # 1250 keV fits

(the smaller error estimate in the latter case reflects the
exclusion of the poorer potential-model fits). We note that
the estimated uncertainties are substantially larger than those
given by Junghans et al. (2003) and by Descouvemont
(2004).

FIG. 9 (color online). S17ðEÞ vs center-of-mass energy E, for E #
1250 keV. Data points are shown with total errors, including
systematic errors. Dashed line: scaled Descouvemont (2004) curve
with S17ð0Þ ¼ 20:8 eV b; solid line: including a fitted 1þ resonance
shape.

TABLE VII. Experimental S17ð0Þ values and (inflated) uncertainties in eV b, and "2=dof deter-
mined by fitting the Descouvemont (2004) Minnesota calculation to data with E # 475 keV and with
E # 1250 keV, omitting data near the resonance in the latter case.

Fit range E # 475 keV E # 1250 keV
Experiment S17ð0Þ # "2=dof S17ð0Þ # "2=dof

Baby 20.2 1.4a 0:5=2 20.6 0.5a 5:2=7
Filippone 19.4 2.4 4:7=6 18.0 2.2 15:8=10
Hammache 19.3 1.1 4:8=6 18.2 1.0 12:5=12
Hass 18.9 1.0 0=0
Junghans BE3 21.6 0.5 7:4=12 21.5 0.5 12:3=17
Strieder 17.2 1.7 3:5=2 17.1 1.5 5:1=6

Mean 20.8 0.7 9:1=4 20.3 0.7 18:1=5

aWe include an additional 5% target damage error on the lowest three points, consistent with the
total error given in the text by Baby et al. (2003a) [M. Hass, 2009 (private communication)].
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in Solar Fusion I. Total errors, including systematic errors, are
shown on each data point, to facilitate a meaningful com-
parison of different data sets. All data sets exhibit a similar
S17ðEÞ energy dependence, indicating that they differ mainly
in absolute normalization.

Following the discussion in Sec. IX.B, we determine our
best estimate of S17ð0Þ by extrapolating the data using the
scaled theory of Descouvemont (2004) (Minnesota calcula-
tion). We performed two sets of fits, one to data below the
resonance, with E # 475 keV, where we felt the resonance
contribution could be neglected. In this region, all the indi-
vidual S17ð0Þ error bars overlap, except for the Bochum
result, which lies low.
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1þ resonance tail contributions had to be subtracted. We did
this using the resonance parameters of Junghans et al. (2003)
(Ep ¼ 720 keV, !p ¼ 35:7 keV, and !! ¼ 25:3 meV), add-
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by variations in energy averaging between experiments, we
excluded data close to the resonance, from 490 to 805 keV,

where the S factor is strongly varying and the induced error is
larger than 1.0 eV b. Above the resonance, the data have
smaller errors. Only the Filippone et al. (1983) and
Weizmann group error bars overlap the UW–Seattle/
TRIUMF error bars.
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(Minnesota interaction) curve from the E # 475 keV fit [to-
gether with the 1þ resonance shape determined by Junghans
et al. (2003), shown here for display purposes]. Our fit results
are shown in Table VII. The errors quoted include the in-
flation factors, calculated as described in the Appendix. The
main effect of including the inflation factors is to increase the
error on the combined result by the factor 1.7 for E #
475 keV, and by 2.0 for E # 1250 keV. Both the S17ð0Þ
central values and uncertainties from the combined fits for
these two energy ranges agree well, the latter because the
added statistical precision in the E # 1250 keV fit is mostly
offset by the larger inflation factor.

We also did fits in which the low-energy cutoff was varied
from 375 to 475 keV and the high-energy exclusion region
was varied from 425–530 to 805–850 keV. The central value
of S17ð0Þ changed by at most 0.1 eV b. On this basis we
assigned an additional systematic error of &0:1 eV b to the
results for each fit region.

To estimate the theoretical uncertainty arising from our
choice of the nuclear model, we also performed fits using the
shapes from other plausible models: Descouvemont (2004)
plus and minus the theoretical uncertainty shown in Fig. 8 of
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spread of results in Table VIII: &1:4 eV b for the E #
475 keV fits, and þ1:5
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(2004).

FIG. 9 (color online). S17ðEÞ vs center-of-mass energy E, for E #
1250 keV. Data points are shown with total errors, including
systematic errors. Dashed line: scaled Descouvemont (2004) curve
with S17ð0Þ ¼ 20:8 eV b; solid line: including a fitted 1þ resonance
shape.

TABLE VII. Experimental S17ð0Þ values and (inflated) uncertainties in eV b, and "2=dof deter-
mined by fitting the Descouvemont (2004) Minnesota calculation to data with E # 475 keV and with
E # 1250 keV, omitting data near the resonance in the latter case.

Fit range E # 475 keV E # 1250 keV
Experiment S17ð0Þ # "2=dof S17ð0Þ # "2=dof

Baby 20.2 1.4a 0:5=2 20.6 0.5a 5:2=7
Filippone 19.4 2.4 4:7=6 18.0 2.2 15:8=10
Hammache 19.3 1.1 4:8=6 18.2 1.0 12:5=12
Hass 18.9 1.0 0=0
Junghans BE3 21.6 0.5 7:4=12 21.5 0.5 12:3=17
Strieder 17.2 1.7 3:5=2 17.1 1.5 5:1=6

Mean 20.8 0.7 9:1=4 20.3 0.7 18:1=5

aWe include an additional 5% target damage error on the lowest three points, consistent with the
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Direct	  Measurements Indirect	  Measurements

Strieder	  et	  al.	  NuPhA	  
696(2001)	  –	  Bochum

S(0)	  =	  18.4	  ±	  1.6	  eVb Azhari	  et	  al.	  PRL	  82	  
(1999)	  -‐	  ANC

S(0)	  =	  17.8	  ±	  2.8	  eVb

Hammache	  et	  al.	  PRL	  
86(2001)	  –	  Orsay	  

S(0)	  =	  18.8	  ±	  1.7	  eVb Tabacaru	  et	  al.	  PRC	  
73(2006)	  -‐	  ANC	  

S(0)	  =	  18.0	  ±	  1.8	  eVb

Jumgans	  et	  al.	  PRC	  
68(2003)	  –	  SeaTle	  	  

S(0)	  =	  21.4	  ±	  0.6	  ±	  0.6	  
eVb

Schumann	  et	  al.	  PRC	  
73(2006)	  -‐	  CD

S(0)	  =	  20.6	  ±	  0.8	  ±	  1.2	  eVb

Baby	  et	  al.	  PRC	  67	  
(2003)	  –	  Weizmann	  

S(0)	  =	  21.2	  ±	  0.6	  eVb	  

7Be(p,γ)8B



7Be RIB production

The number of incident projectiles, including lithium contamination, is 
monitored on line through elastic scattering.
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Windowless gas target 

Target density NT = (7.22 ± 0.15) · 1018 at/cm2 
D. Schürmann et al., Eur. Phys. J. A 49 (2013) 80

H2 ArArDensity profile of the gas target as 
seen in the yield of the 478 keV γ-ray 
line from the 7Li(p, p)7Li

Page 8 of 10 Eur. Phys. J. A (2013) 49: 80

Fig. 8. Density profile of the gas target as seen in the yield of the 478 keV γ-ray line from the 7Li(p, p′)7Li∗ reaction corrected
for γ-ray attenuation in the gas target chamber. As expected a flat plateau is found in the chamber center, while a decrease in
density of about a factor of 10 happens in the apertures.

ers from the computer codes SRIM [23] and MSTAR [24].
For the SRIM code the optional compound correction for
hydrogen gas was used. In the number density calculation
variations in stopping power with ion beam energy were
taken into account by integration of the energy-dependent
stopping power values.

Table 1 summarises the energy losses measured for dif-
ferent ions in hydrogen gas. The spread found in the tar-
get density estimates using different beams is much bigger
than one would expect from the experimental uncertain-
ties. Since the target density itself is a constant in all the
measurements, the deviations are interpreted as originat-
ing from the stopping power values. If not using the op-
tional compound correction in SRIM, the resulting num-
ber densities rise by 10–25%. In both cases there is no
good agreement with the MSTAR values.

3.2 Profile measurements

The measurement of the gas profile, i.e. the hydrogen gas
density along the beam axis, was performed using the
7Li(p,p′)7Li∗ reaction. A 7.25MeV 7Li beam was tuned on
the gas target with the help of a removable collimator. The
beam energy was chosen to populate the Ex = 18.16MeV,
Γ = 147 keV broad resonance in the inelastic scatter-
ing [25]. This resonance is much broader Γlab = 1.18MeV
than the target thickness ∆7Li ∼ 20 keV and therefore the
reaction rate at each position of the gas target depends
on the local number density only. The 478 keV γ-ray line
from the first excited state of 7Li, following the inelastic
scattering, was detected with a high-purity germanium
detector. The detector was shielded from the beamline by
lead bricks, forming a d = 4mm wide, l = 50mm long
slit in front of the detector. This assembly was mounted
on a caddy, allowing to move detector and slit parallel
to the beam axis. At each position the intensity of the

478 keV line in the γ-ray detector is then proportional to
the amount of target gas at this position and the charge
accumulated during the measurement. For normalization
purpose the charge was measured using a Faraday cup
behind the gas target. The concurrent measurement of
elastically scattered protons in the central cell silicon de-
tector served as cross-check and both measurements were
found in excellent agreement. A GEANT4 simulation [26]
using the complete chamber geometry helps to precisely
determine the attenuation of the low-energy γ-ray line in
the chamber walls. Due to the relative nature of the mea-
surement neither reaction rate nor the absolute detection
efficiency need to be known.

Validity of the GEANT4 simulation was checked
against measurements with a 7Be γ-ray source mounted
inside the gas target chamber. A rod holding the radioac-
tive source was mounted on the beam axis and could be
moved along this axis. The 478 keV γ-ray line from the 7Be
decay was then observed with the germanium detector.
The first check aimed at testing the GEANT4 response
to the lead collimator in front of the detector. Therefore
the 7Be source was moved along the beam axis while slit
and detector were kept in a fixed position. The resulting
profile is shown in fig. 6 and shows excellent agreement be-
tween measurement and simulation. The sensitive length
of the lead slit and germanium detector setup is found to
be on the order of 15mm. In a second test the radioactive
source was moved concurrently with slit and detector into
different positions. This test is sensitive to changes in ab-
sorption caused by different thicknesses of the aluminum
wall of the gas target chamber. Again good agreement is
found between experiment and simulation.

Figure 7 shows the measured yield of the 478 keV γ-
ray line following the 7Li(p,p′)7Li∗ reaction as a function
of detector and slit position. This measurement was per-
formed with varying central cell hydrogen pressures from
p = 5.0mbar to p = 8.0mbar and stripper gas settings



Stopping power & charge states

8B charge state 
probability. 
The measurements 
performed selecting 
the 3+ recoils. 

Energy loss of the projectile 
7Be and of the projectile 8B in 
the target. 
The curve is a renormalized 
SRIM table.
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7Be(p,γ)8B with ERNA
Typical ionization chamber 
telescope E-ΔE spectrum. 
The 8B recoils are well separated 
from the primary beam residues.
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7Be(p,γ)8B with ERNA
Typical ionization chamber 
telescope E-ΔE spectrum. 
The 8B recoils are well separated 
from the primary beam residues.
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Conclusions
• A very intense 7Be beam, up to 3x109 pps, is routinely produced and 

characterized at CIRCE laboratory 

• All the ancillary measurements (target characterization, tunings, 
charge state distributions) are completed for the measurements in the 
Ecm = 350 to 800 keV range 

• The measurements of absolute cross section trough the 629 keV 
resonance and up to 800 keV have been performed and analysis is 
complete 

• The measurement at 350 keV closed the measurement campaign, 
data analysis is ongoing 

• Experimental results and their impact on the extrapolation of the cross 
section are expected to be submitted within this year



Perspectives
• we have recently put online the 4He jet gas target chamber, more 

details in D. Rapagnani talk 

• soon target will be equipped with an array of NaI scintillators and 
several e+e- pair spectrometers for measurements in coincidence with 
recoils 

• we plan to fit an H2 extended target cell in the newly installed jet gas 
target chamber 

• there is thus the possibility of measuring radiative capture reaction 
cross section on 1H or 4He 

• we are interested in exploiting the possibilities of the intense 7Be RIB 
available at CIRCE, at present:  
      7Be(p,p)7Be already started in collaboration with Edinburgh group  
      7Be(α,α)7Be in planning stage


