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• Crucial role of calorimeters for physics in Phase1  
=> energy resolution for Hγγ benchmark channel  

• Important also for electrons, Jets, MET  
=> acceptance, trigger, reconstruction, ID  
=> to be exploited in combination with tracker info 
- Key elements for Physics in Phase2  

=> likely more important than providing excellent energy resolution

Calorimetry from Phase1 to Phase2

Arabella Martelli 31/05/17

Discovery of the Higgs Boson
• H->ZZ->4l channel
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2 Chapter 1. The Path to New Discoveries for CMS at the High Luminosity LHC
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Figure 1.2: The left hand side upper plot shows the gg mass spectrum with a peak near
125 GeV. The left hand lower plot shows this distribution with the background subtracted.
The right hand plot show the mass spectrum of four leptions. The three peaks are, in order of
increasing mass, the decay of the Z boson, the Higgs bosons decaying into Z(l+l�)Z⇤(l 0+l 0�)
and di-boson production of two Z(l+l�), where l and l 0 are either a muon or electron

.

standard deviation significance. By using a combination of theory predictions for the decays
and production, the couplings of the new boson to these particles have been determined and
are shown in Figure 1.3 to follow the mass dependence uniquely characteristic of the Higgs
field. Moreover, searches for the decay to fermions, t

+
t

� and bb̄, are hovering at the edge
of significance and their corresponding couplings are consistent with Standard Model (SM)
expectations for the Higgs. Studies of the properties of Higgs decay have provided compelling
evidence that the spin and parity of the new boson are indeed 0+. Since the Higgs could decay
to low mass particles that have not been observed, the “invisible” width of the Higgs has been
studied and limits have been placed on it. The coupling to the top quark through the tt̄H
process, appears to be within reach. A remarkable example for a new analysis technique is the
measurement of the total width of the Higgs boson. Using the properties of off-shell Higgs
production at masses of a few hundred GeV, CMS was recently able to constrain the Higgs
boson width to 5.4 times the expected value in the standard model [3] of 4.1 MeV, a 200 times
more stringent constraint than that reached in previous “direct” measurements.

The SM does not provide answers to the remaining questions. Those require new physics. In
fact, the scalar nature of the particle, presents theoretical challenges. Radiative corrections to
the Higgs should cause the mass to increase to very high values. New physics must appear at
masses not too far from 1 TeV to cancel this growth. Although the 125 GeV Higgs behaves like
a SM Higgs, measurement of its properties are still not very precise. Deviations from perfect
SM behavior because of its interaction with other forms of matter, including dark matter, could
answer some very fundamental questions, such as the origin of the matter-antimatter asymme-
try of the universe. The detailed study of the 125 GeV Higgs is a scientific imperative that must
be pursued to a much higher level of statistical precision than is available today.

Many searches have been undertaken with the data taken in 2011 and 2012 but they have not
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• H->γγ channel

local 
significance

ATLAS 
https://arxiv.org/abs/

1408.7084

CMS 
https://arxiv.org/abs/

1407.0558 

expected 4.6σ 5.2σ
observed 5.2σ 5.7σ

local 
significance

ATLAS 
https://arxiv.org/abs/

1408.5191

CMS 
https://arxiv.org/abs/

1312.5353 

expected 6.2σ 6.7σ
observed 8.1σ 6.8σ

mH = 125.09 ± 0.21 (stat.) ± 0.11(syst.) GeV  
https://arxiv.org/abs/1503.07589
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The ECAL at the LHC
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6 Chapter 1. Overview of the Upgrade of the Hadron Calorimeters

Figure 1.4: An r-Z schematic view of the CMS hadron calorimeters showing the locations of the
HB, HE, HO, and HF calorimeters. The locations of the front-end electronics for the HB and
HE calorimeters are indicated by “FEE”. The current depth segmentation of the HB and HE
detectors is also shown.

rections can be made via the LED monitoring, but the decreases in response will raise the noise
level in the calorimeter as the detector electronic noise is constant in units of collected charge
while a decrease in response increases the GeV energy associated with that fixed amount of
charge. The effect may also accelerate or change significantly. Recent developments have led
to an ideal replacement for the HPD: the Silicon Photomultiplier (SiPM).

The SiPM is a multipixel Geiger-mode Avalanche Photodiode (APD) device which provides
gains between 104 and 106 using an applied voltage less than 100 V and photon detection ef-
ficiencies in the range of 20% to 40%. The current from all pixels is summed and the device
behavior is linear for small signals and can be corrected in the case where the pixel occupancy
becomes high. The CMS HCAL R&D program has invested significant effort in the develop-
ment of SiPMs which can replace the HPDs, bringing better and more stable performance to
the HB and HE detectors. The devices are quite compact (a surface area of 1mm2 to 9mm2 is
typical) and have low unit cost (less than 100 CHF). The HPDs of the HO subdetector will be
replaced by SiPM devices during the LS1 technical stop, while keeping the existing electronics
path.

The high performance of the SiPM devices, coupled with recent developments in data link
technology, will allow a significant increase in depth segmentation in the HB and HE calorime-
ters. The current segmentation of the HB and HE calorimeters is shown in Fig. 1.4 with the
segmentation indicated by the color/shading of the tile structure. The signal-to-noise perfor-
mance of the HPD was not sufficient to support finer segmentation, nor were the particle-flow
techniques, used to reconstruct jets of particles in the CMS detector, available to take full ad-
vantage of them at the time of the original calorimeter construction. With the improved gain
of the SiPM, a segmentation with three depth segments in the barrel and four to five in the
endcap, as shown in Fig. 1.5, becomes possible. This segmentation will allow better tracking
of hadronic shower development which is important for particle-flow techniques which have
been developed very successfully in recent years by the CMS collaboration. It will also allow
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• Ingredients to pursue searches and precision SM measurements 
- boosted topologies => increase granularity for reconstruction/ID of collimated objects 
- forward boosted production => good performance at high η coverage/reconstruction/ID/

resolution + complement tracker upgrade (|η|<4 and reduced material budget) 
- exploit VBF production => jet reco/ID also at trigger level 

• High luminosity  
- high pileup      => need clever ideas to select good events in harsh HL-LHC environment 
- higher rate      => refurbish triggers (hardware and software) to profit from more data  
- high radiation => rad hard technologies 

• Overall CMS upgrade plan to achieve the goal  
=> tracker + muon chambers + precision timing   (see previous talks) 
- calorimetry: discussed here

Physics in Phase2
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• Physics requirements  for operation at high luminosity drive the upgrade choices  
=> Maintain Run2 performance also at HL-LHC + improve (where possible) 

• Assure radiation hardness of components  
=> replace damaged detectors (EE + ES + HCAL endcaps)  
=> operate EB colder to reduce APD noise (18 ºC  to 9 ºC,  option for 6 ºC)  
=> SiPMs in HCAL barrel to replace HPDs  

• Account for high demanding L1: 12.5µs latency and 750kHz rate  
=> new on-detector and off-detector electronics 

• Exploit precision timing 

• Increase granularity 

• Phase2 detector upgrade, both a challenge and an opportunity

The calorimetry upgrade program
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• New electronics and operation at lower temperature (same crystals, same APDs)  
=> with upgraded detector,  
    maintain good energy resolution   
    at high PU and 300fb-1 

• Main element is the upgrade of the electronics: FE and VFE 
• Phase1: VFE preamplifiers provide shaping of signal & digitization  

=> Replacement with trans-impedance-amplifiers (TIA) 
- Digital design focused on achieving optimal time resolution 
- Two gain ranges (G1,G10) & 2 TeV dynamic range with 50 MeV LSB 

• Phase1: FE  providing TPG with 5x5 crystals granularity 
=> FE moved off-detector 

• Baseline for upgrade studies: adopt same reconstruction as in Phase1  
=> optimisation needed for PU mitigation and integration in particle-flow

ECAL BARREL for Phase2

1.4. Overview of the EB upgrade 13

buffer.

The trigger primitive is the calibrated transverse energy deposited in a trigger tower with two
feature bits to qualify the energy deposit. The trigger primitives are transmitted optically to
a TCC in the underground service cavern for re-formatting and further transmission to the
calorimeter trigger. The per-crystal information is buffered in the FE for transmission to the
DCC, with a maximum latency in the event buffer of 6.4 µs and a maximum Level-1 accept rate
of about 150 kHz.

The ASICs on the VFE and FE are fabricated with 0.25 µm CMOS technology with appropriate
design rules in order to ensure that the system is sufficiently radiation tolerant. The designs
were shown to resist the radiation environment of the EB considering the foreseen ten year op-
eration period and an integrated luminosity of 500 fb�1. During LHC Run-1 very few failures
occurred in the front-end electronics, resulting in less than 1% of non-operational channels. No
failure was observed on the MB, LVR or VFE cards. A few faults were observed on the FE
cards and can mostly be traced to bad contacts between the FE card and the Gigabit Optical
Hybrid (GOH). These failures occurred soon after installation and commissioning. The failure
rate is extremely low (one or two failures per year). To date, no failures have been attributed to
radiation.

1.4.1.2 Proposed new on-detector electronics

Figures 1.4 and 1.5 show the proposed new architecture. The individual boards will follow the
same configuration and form factor as the present electronics, as shown in Fig. 1.3 in order to
fit into the same physical space and use the existing services as far as possible.

Figure 1.4: Block diagram describing the upgrade EB electronics architecture.

The APDs are connected to the VFE through the legacy passive motherboard. The MB is
mounted under the water cooling blocks for the electronics boards. Neither the APDs nor the
MBs will be replaced. There is no identified concern with these items (from accelerated ageing

replace

keep
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Figure 3.21: (Left) Expected noise level in the ECAL Barrel versus integrated luminosity at
h = 1.45 if operating the detector at 18�C (red curves) or at 8�C (blue curve), with the present
electronics (continuous line, shaping time t =43 ns), or the upgraded electronics (dotted line,
shaping time t =20 ns). (Right) Energy resolution seff (E)/E for photons from the Higgs boson
decay for different integrated luminosities and pileup, showing the resolution improvement
provided by the upgrade to the barrel electromagnetic calorimeter (EB operated at 8�C and
shaping time t =20 ns).

the concentration of the primary dopant clearly decreases the light output of a non-irradiated
sample (self-absorption is in fact enhanced), but allows the sample to maintain a more-constant
light output after being irradiated.

To understand the effect of self-absorption over longer distances, 10x10x0.4 cm3 tiles were built
with over-doped plastic scintillator, equipped with Y11 fibers, and their light output (using
cosmic rays) compared with similarly sized SCSN-81 tiles. The light output is very similar,
thus demonstrating that over-doping is not affecting the light attenuation enough to be an
issue.

The replacement megatiles will be compatible with the Phase-I HCAL Upgrade front-end elec-
tronics and photodetectors[5]. It may be necessary to adjust the optical decoder units in the EB
readout modules to tune the segmentation depending on exactly which megatiles are replaced.
The Phase-I off-detector electronics may not be compatible with the full trigger bandwidth, but
the readout and trigger primitive generation capabilities will likely be merged with the ECAL
barrel off-detector electronics. The inclusion of the HB data represents only a 17% fiber capacity
increase (or a 10% bandwidth increase) for the EB electronics.

3.5 Endcap Calorimeter Upgrade
For an integrated luminosity of 3000 fb�1 and in the region h ⇠ 3, the electromagnetic calorime-
try near shower max will sustain integrated doses of 1.5 MGy (150 Mrads) and neutron fluences
of 1016 n/cm2. Integrated doses at the location of the front layers of the existing HE are expected
to reach 300 kGy (30 Mrads). At the same time, the effects of pileup will become ever more se-
vere, making the identification of electromagnetic objects more challenging and swamping the
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• Phase1: VFE preamplifiers provide shaping of signal & digitization  

• Opportunity to improve the spike rejection online and offline  
=> rate from APD spikes already critical during current operations 

• Projection at 200PU with Phase1 VFE electronics (43ns shaping time) 
- rate above max threshold for ET > 20GeV 
- rate dominated by “spikes”, scintillation (genuine signal) contribution at permill level

APD spikes in EB

1.10. Key Phase-2 physics signatures 25
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Figure 1.14: Expected rate of events with hPUi = 200 for Phase-2 with ECAL energy deposits
above specific ET thresholds after 300, 1000, 3000, and 4500 fb�1, assuming 2800 colliding
bunches per LHC orbit. The contribution of ECAL spikes is included in this plot.

HL-LHC operation. The simulations predict that a satisfactory level of performance can be
achieved for LHC Phase-1 conditions, but the required rejection factors for HL-LHC operation
cannot be achieved, because of the larger APD noise and pileup [8].

The suppression of spikes in Phase-2 will be undertaken by exploiting the characteristic dif-
ferences in spike and EM pulse shapes, facilitated by the Phase-2 on-detector and off-detector
upgrade of EB. Spike signals have no scintillation component and are thus faster, both in terms
of arrival and signal rise time (see Fig. 1.15, left). This provides improved discrimination to
complement traditional energy isolation methods for conditions with high pileup and higher
electronics noise. Fig. 1.15 (right) shows the resulting event rates after a pulse shape discrimi-
nant, which uses ratios of amplitudes in consecutive time samples, is used. If such a method is
used, the rate of spikes above 20 GeV drops to a negligible level compared to the 0.5–0.75 MHz
bandwidth allocated to Level-1 triggers in Phase-2.

1.10 Key Phase-2 physics signatures
The physics studies described in Section 9 are intended to verify the requirement that the per-
formance of the ECAL during HL-LHC running should be as close as possible to the perfor-
mance of the ECAL at the beginning of LHC operations. The legacy system was designed to
study electroweak symmetry breaking through the Higgs mechanism. The benchmark physics
modes used were H ! gg and H ! ZZ where one or both of the Z bosons decays to elec-
trons. These require excellent energy resolution, high efficiency for the detection of electrons
and photons, a fast response, and high granularity to mitigate the effects of pileup.

Excellent ECAL performance has also been central to many other physics studies, such as the
Standard Model measurements and SUSY searches involving photons and electrons in the final
state. However as the Higgs boson channels are the most challenging they remain the appro-
priate benchmark modes to optimize the design of the Phase-2 detector. The precision study
of these modes is central to the HL-LHC physics. There are new physics channels involving
Higgs bosons, such as the search for di-Higgs production which is important to understand the

146 Chapter 9. Detector performance

Figure 9.3 shows the rate of events with ECAL hits with measured energy above a given ET
threshold for HL-LHC conditions with 200 minimum bias interactions per bunch crossing. The
measured energy of a simulated ECAL hit is the sum of two contributions. The first contri-
bution arises from particle interactions in the ECAL crystals. It is detected as photoelectrons
from both crystal scintillation and Cherenkov radiation. The second contribution comes from
energy depositions in the active region of the APDs. For the overwhelming majority of ECAL
hits, the second contribution comes from ionizing losses of showering particles in APD and is
negligible. For results in this section, the “signal” is defined as hits with 90% or more of its
measured energy coming from detected photo-electrons.

Figure 9.3 shows the fraction of events with signal hits represented by the blue line. ECAL hits
with anomalous energy deposits in APDs can also have simultaneous energy depositions in a
crystal. Figure 9.3 shows the fraction of events with “spike” hits as the red line, where “spikes”
are defined as ECAL hits with 50% or more of the measured energy coming from the APD. The
expected rate of events with ECAL hits above 10 GeV is dominated by hits with anomalous
energy deposits within the APDs.
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Figure 9.3: Fraction of events, for hPUi = 200, that have ECAL energy deposits above a given
ET threshold. Separate contributions from scintillation hits and APD “spikes” are shown. The
amplitude of APD hits corresponds to undamaged crystals with the Phase-1 front-end archi-
tecture.

The results shown in Fig. 9.3 are for ECAL energy deposits in undamaged crystals with the
legacy front-end electronics (CR-RC shaping time, t = 43 ns). The amplitude scale for APD
hits is a factor 1.48 higher for the HL-LHC TIA architecture, due to the shorter shaping time
of TIA. The amplitude scale for scintillation hits will decrease with radiation damage in HL-
LHC while the APD energy scale will remain unchanged, further increasing the level of spike
contamination in high ET signals.

Figure 9.4 shows the expected rate of events for ECAL energy deposits including both scintil-
lation and spike signals above a given ET threshold in HL-LHC. These calculations are based
on 2808 collision bunch crossings per LHC orbit (giving a maximum rate of events of 31 MHz).
The rate of events for the expected electron and photon Level-1 trigger thresholds in HL-LHC
(ET > 30 GeV) is more than the total allocated Level-1 bandwidth of 750 kHz and is dominated
by APD spikes. Highly efficient suppression of spikes at both the Level-1 trigger stage, and in

750 kHz

before upgrade 
undamaged

 spikes = hit with ≥ 50%  
energy from APD

before upgrade
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• 20ns shaping time for spike rejection 
- exploit intrinsic difference peaking time between APD and scintillation 

• ET>10GeV full efficiency and rate from spike < few Hz   (above few MHz before upgrade) 

(new VFE) faster shaping time

148 Chapter 9. Detector performance
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Figure 9.5: Average pulse shapes from APD spike and scintillation signals. The amplitude
samples from the digitization at 160 MHz sampling frequency are shown as dots and squares.

with the weights

p0 = 1.48322
p1 = �2.20018
p2 = 1.89766
p3 = �0.683441

The parameters pi correspond to a polynomial fit of the signal pulse shape R+ vs R�. The
quantity R+(R�) is constructed from the signal pulse shape A(T), and can be obtained from
dedicated measurements in test beams or in-situ. Theoretically, LD = 0 for signal samples in
the absence of any deviations from the average pulse shape. Noise fluctuations and out-of-
time pileup result in smearing of LD values for signal pulses. APD spikes have a different
pulse shape and result in LD values clustered away from LD = 0.

Typical distributions of the discriminant value, LD, for APD spikes and scintillation signals in
the presence of noise are shown in Fig. 9.6. An APD spike can be tagged if the LD value is
below a user-defined threshold, LDmax. The distributions in Fig. 9.6 suggest that a good value
for LDmax is between �1.5 and �0.5.

The spike tagging performance with the discriminant LD in HL-LHC conditions (hPUi = 200),
expected noise levels and radiation damage effects, described in Section 3 and Section 2, was
evaluated by using an analogue waveform of the entire LHC orbit in a specific ECAL chan-
nel. The number of minimum bias interactions in each bunch crossing was generated using a
Poisson distribution with an average pileup of 200. Energy depositions from each pileup inter-
action were generated according to probability density functions (pdf) obtained from a large
sample of simulated minimum bias events.

The analogue waveform is a sum of the signal pulse shapes from each bunch crossing with am-
plitudes proportional to the pileup energy in each bunch crossing. An in-time bunch crossing
was randomly chosen and a signal or APD spike pulse shape was added to the waveform. A
signal pulse shape of the desired amplitude was simulated with arbitrary readout phase with
respect to the LHC clock. An APD spike hit was simulated to have an amplitude and tim-

Motivation for EB Upgrade: Spikes

10/23/17 Toyoko Orimoto, CMS ECAL Barrel Upgrade 8

• Anomalous signals (spikes) are energy deposits 
directly into APD bulk:
• Deposited in a single APD compared to EM shower spread 

over several crystals
• Arrive earlier in time + shorter pulse than EM shower 

• Spike rejection: 
• Currently rejected at L1 using coarse topological algorithm
• Efficiency will degrade to unacceptable levels at HL-LHC 

due to higher noise & PU

• Readout electronics will be upgraded for better 
spike rejection, optimizing pulse shaping & utilizing 
single crystal data @ L1

EB Upgrade: Trigger

10/23/17 Toyoko Orimoto, CMS ECAL Barrel Upgrade 13

• Upgrades to on- and off-detector electronics will provide improved 
information to L1 Trigger
• Full ECAL granularity available to L1 trigger (improved by factor of 25) 
• Advanced clustering algorithms possible in new off-detector electronics
• Much improved rejection of spikes at L1

Current Upgrade

25x better trigger granularity

towers crystals

Much better “spike” rejection

Current Upgrade

150 Chapter 9. Detector performance
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Figure 9.7: Performance of spike tagging with LDmax = -0.1 in minimum bias interactions at
hPUi = 200. Left: Signal efficiency. Right: Event rate with spike hits above a given ET thresh-
old.
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Figure 9.8: Distribution of the “Swiss-cross” variable for ECAL seeds with ET > 3 GeV. The
open histogram shows all hits, including APD spikes. The shaded histogram includes hits that
have less than 1% of their energy from APD spikes.

4500 fb�1. The signal efficiency versus spike acceptance is shown for a set of representative
ET thresholds. Figure 9.10 shows the expected rate of events with spike hits above a given ET
threshold, with the efficiency for correctly identifying signal pulses set to 90%.

In summary, the ECAL upgrade allows for two independent methods of tagging spike energy
deposits. The most powerful method is based on pulse shape discrimination, and is summa-
rized in Fig. 9.7. This method alone can reduce spike rate to the required levels. The other
method is based on topological discrimination and is summarized in Fig. 9.10. Both methods
combined will reduce the event rate at the Level-1 trigger to negligibly low levels throughout
HL-LHC operation.

new discrimination based on pulse shape

post upgrade 
with pulse shape  
discrimination

43ns 20ns
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• x4 increase (160MHz) in readout sampling to allow precision timing  
- thanks also to reduced shaping time 

• 160MHz enough to preserve precision timing 
- measurements at test beam using prototype TIA  

C ≈20ps and N ≈ 6ns/(S/N)  
where N ~7 with 200PU found in simulation  
 
30ps resolution at S/N = 250, @HL-LHC

(new VFE) increased sampling readout
3.3. Preamplifier design 67

strator using TSMC 130 nm technology was produced. The design incorporates TIA,
Gain 1 and Gain 10 domains on the left of Fig. 3.7. This enabled various design and
simulation tools to be validated as well as the architecture choice for the most sen-
sitive parts of the readout line. Multiple options have been implemented in the first
silicon die. In particular, two designs were submitted, one using 1.2 V and one us-
ing 2.5 V power supply voltages. The latter allows more headroom in the design to
optimize the noise and the dynamic range. Results of tests of this first ”technology
demonstrator” are given in Section 3.3.2.2.

3.3.2 Simulation results and technology demonstrators

3.3.2.1 Test beam results with discrete component TIA

Figure 3.8: Timing resolution function of the noise normalized amplitude obtained at test beam
using prototype TIA electronics constructed from discrete components. The performance ob-
tained using 5 GSample/sec and 160 MSample/sec are identical, as expected. A fit with the
resolution function p0 � p1

A/N is represented by the solid blue line.

The timing performance using crystals and APDs has been measured at a test beam with dis-
crete component TIAs. The main specification of the discrete TIAs was identical to the ASIC
being developed for HL-LHC. The output signals were digitized at 5 GSample/sec using a
CAEN V1742 module from which it was possible to simulate any real digitization scenario by
taking only one sample out of n. Two micro-channel plates (MCP) were put in front of the crys-
tal matrix to provide a reference time stamp for each event. By cross-calibrating both MCPs the
resolution of these detectors was measured to be about 20 ps.

Figure 3.8 shows the timing resolution obtained with the test-beam setup, using the full pulse
information and using only one sample out of 31 to simulate a 160 MHz sampling rate. Both
results are identical as shown in Fig. 3.6. The constant term in the resolution curve is found to
be about 20 ps which makes it possible to reach the target of 30 ps resolution for electromagnetic
energy depositions of several tens of GeV. This level is reached at a normalized amplitude
(amplitude/noise) of 240. This corresponds to an energy deposition of 25 GeV at the beginning
of HL-LHC (noise ⇡ 100 MeV) and 50 GeV at the end of HL-LHC (noise ⇡ 200 MeV).

3.3.2.2 Expected and measured ASIC performance

In parallel with the development of the prototype electronics using discrete components, a
design of an ASIC has been launched. The goal was to gain confidence with TSMC design
and simulation tools as well as to explore the possibility of building a TIA satisfying all the

Paolo Meridiani

TIMING WITH CMS ECAL

5

Original design requirements on ECAL timing to 
ensure good energy resolution  
stability within 1ns 

PbWO4 is a fast scintillator 
90% of light within 25ns 
~10% contribution from Cherenkov 

Timing information extracted from reconstructed 
pulse shape  
electronics optimised for LHC Phase I conditions  

43ns electronics shaping time 
sampling at 40 MHz  

TAPD [ns]
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Figure 9.16: Left: The typical pulse shape for HL-LHC signals, plotted as a function of the
difference between the time (T ) of the ADC sample and the time (Tmax) of the maximum of the
pulse. The dots represent the set of discrete pulse samples of the pulse, pedestal subtracted and
normalized to the sample with maximum amplitude. The solid line is the analogue pulse shape
after amplification with the TIA architecture. Right: An alternative pulse shape representation
using the time difference T�Tmax as a function of the ratio of the amplitudes in two consecutive
samples (R).

surement, si, is the product of the derivative of the T(R) function and the uncertainty on the
value of Ri. The latter has three independent contributions, which are added in quadrature.
The first contribution is due to noise fluctuations in each sample. The second contribution is
due to the uncertainty on the estimation of the pedestal value subtracted from the measured
amplitudes. The last contribution is due to truncation during digitization.

The number of available ratios depends on the absolute timing of the pulse with respect to
the triggered event. Ratios corresponding to large derivatives of the T(R) function and to
very small amplitudes are not used. There are at least three ratios available that satisfy these
requirements. The time of the pulse maximum, Tmax, and its error are then evaluated from the
weighted average of the estimated Tmax,i.

9.4.2.1 Time resolution

Time resolution is defined as the width of the quantity Trec � Ttrue, where Trec is the recon-
structed time of a given pulse and Ttrue is the time of arrival of a particle in a particular ECAL
crystal. The time resolution can be expressed as the sum in quadrature of three terms, and may
be parameterized as

s2
T =

✓
N · sn

A

◆2
+

✓
Sp
A

◆2
+ C2. (9.3)

A is the reconstructed amplitude, sn is related to the noise level for individual samples, and N,
S, and C represent the noise, stochastic, and constant terms, respectively.

The noise term contains the three uncertainties mentioned above in the discussion of the un-
certainty on Tmax,i. The stochastic term arises from fluctuations in photon propagation through
the crystal, associated with the finite time of scintillation emission. It is negligible and is not
considered in this study. The constant term has several contributions. The first contribution
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surement, si, is the product of the derivative of the T(R) function and the uncertainty on the
value of Ri. The latter has three independent contributions, which are added in quadrature.
The first contribution is due to noise fluctuations in each sample. The second contribution is
due to the uncertainty on the estimation of the pedestal value subtracted from the measured
amplitudes. The last contribution is due to truncation during digitization.

The number of available ratios depends on the absolute timing of the pulse with respect to
the triggered event. Ratios corresponding to large derivatives of the T(R) function and to
very small amplitudes are not used. There are at least three ratios available that satisfy these
requirements. The time of the pulse maximum, Tmax, and its error are then evaluated from the
weighted average of the estimated Tmax,i.

9.4.2.1 Time resolution

Time resolution is defined as the width of the quantity Trec � Ttrue, where Trec is the recon-
structed time of a given pulse and Ttrue is the time of arrival of a particle in a particular ECAL
crystal. The time resolution can be expressed as the sum in quadrature of three terms, and may
be parameterized as
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A is the reconstructed amplitude, sn is related to the noise level for individual samples, and N,
S, and C represent the noise, stochastic, and constant terms, respectively.

The noise term contains the three uncertainties mentioned above in the discussion of the un-
certainty on Tmax,i. The stochastic term arises from fluctuations in photon propagation through
the crystal, associated with the finite time of scintillation emission. It is negligible and is not
considered in this study. The constant term has several contributions. The first contribution

baseline for timing:  
use ratio method (as Phase1),  
from ratios of consecutive samples

40MHz 160MHz
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• Precision limited by noise contribution => expect lower S/N with radiation 
- larger APD noise 
- lower crystal transparency  

• Impact of precision timing,                
=> in Hγγ help to triangulate the vertex in high PU 

• Contribution from EB only 
=> useful for high ∆η 
=> limited otherwise 
- 4D vertex for ∆η <0.8  
- hermetic coverage

precision timing for EB
158 Chapter 9. Detector performance
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Figure 9.18: Noise contribution to time resolution for ECAL hits after 300, 1000, 3000, and
4500 fb�1. Left: |h| = 0. Right: |h| = 1.45.

9.5 Phase-2 electron/photon Level-1 trigger performance
The electron and photon trigger algorithms for Phase-2 will use information from the electro-
magnetic calorimeter as well as from the tracking detectors. The algorithms, to be implemented
in firmware, should be sufficiently simple and fast such that the latency for trigger processing
does not exceed ⇠ 4 µs when using stand-alone calorimeter information, or ⇠ 6.5 µs using
combined tracking and calorimeter information. The algorithm should preserve the ability
to reconstruct electromagnetic clusters with pT above a few GeV with high efficiency (95% or
greater above 10 GeV) as well as achieve high spatial resolution which should be as close as
possible to the offline reconstruction.

Following the upgrade of both on-detector and off-detector electronics for the barrel calorime-
ters in Phase-2, the EB will provide energy measurements with a granularity of (0.0174, 0.0174)
in (h, f), as opposed to the current input to the Phase-1 trigger consisting of trigger towers
with a granularity of (0.087, 0.087). The much finer granularity and resulting improvement
in position resolution of the electromagnetic trigger algorithms is critical in improving elec-
tron/photon trigger efficiency and suppressing background at high pileup.

The algorithm currently assumed for the Phase-2 Level-1 electron/photon (EG) trigger follows
closely the one used in Phase-1 offline reconstruction and physics analyses, albeit with a num-
ber of simplifications required by trigger latency constraints. A core cluster is defined as a set
of 3h ⇥ 5f crystals around a seed crystal with pT above 1 GeV, with a possible further extension
along the f direction to take into account bremsstrahlung energy losses. The cluster position is
determined as the energy-weighted sum of the individual crystals within the cluster. Level-1
EG candidates are required to be isolated. The relative isolation of each cluster is calculated us-
ing the sum of energy in a 27 ⇥ 27 crystal matrix around the seed crystal divided by the cluster
transverse momentum. Shower shape variables, computed from the 3 ⇥ 5 crystals within the
core cluster, help to reduce the background from neutral hadrons in jets. The HB information
is not directly used to identify electromagnetic objects, but is used to provide an indication
of possible electromagnetic energy leakage. Finally, tracks from the Level-1 track finder are
extrapolated to the ECAL surface and matched to the core cluster.

20GeV

50GeV

25GeV

90GeV30ps target

Figure 3.1: Space-time diagrams illustrating the concept of hermetic timing for H ! gg events
with two photons separated by a large rapidity gap (top) and a small rapidity gap (bottom).
The reconstructed time for the photons at each vertex (green open dots), with error bars from
the uncertainty on the time measurement of photons, can be cross referenced with the time
information of the 4D vertices. The green straight lines are drawn to guide the eye. The pileup
is reduced to an average of 20 in this case, to improve clarity. For photons with a small rapidity
gap, the coincidence with a 4D-vertex is necessary to enable vertex location.

this technique can be extended to multiple dimensions with large numbers of states, it is the1486

natural choice for finding vertices in the dense environment of 200 pileup events. This can be1487

visually demonstrated in the space-time event display presented in Fig. 1.1, where the instances1488

of vertex merging are reduced from 15% in space to 1% in space-time. The additional phase1489

space accessed by approaching the vertexing problem including time brings a significant and1490

new unique association capability of tracks with vertices. This new capability has dramatic1491

impact on several observables (e.g., pileup jet ID, pmiss
T , b tagging, lepton isolation), as further1492

discussed in the next sections.1493

This reconstruction method is further extended to tie the individual photons reconstructed in1494

the calorimeters to a collision vertex. The neutral particle is assigned a straight trajectory with1495

time-of-flight timing corrections corresponding to the z-vertex positions. This generates a set1496

of compatible vertices, which are a function of the time-of-flight and vertex t0 information.1497

48

(see previous dedicated talk)

30ps resolution at S/N = 250 
- 20GeV beginning (noise ≈100MeV) 
- 50GeV end (noise ≈200MeV)
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• Phase1: FE  providing TPG with 5x5 crystals granularity 

• Opportunity to increase the granularity at L1 to the crystal level 
- 61200 crystals in EB, [0.0174x0.0174] vs [0.087x0.087]  

=> better isolation and position resolution for track-calo matching (track trigger) 
=> topological spike tagging available at L1 

• L1 decision from EG+track trigger  
- EG inputs:  pT > 1GeV crystal to seed cluster 3ηx5Φ   + isolation in Ecluster/E27x27 

- shower shapes in the 3x5 core crystals  

• Performance based on single crystal information with electron gun 

(new FE) increased granularity to L1

higher efficiency and faster turn-onimproved position resolution

9.6. Object performance 159

Figure 9.5 shows the comparison between the Level-1 EG trigger algorithm in Phase-1 (black)
based on trigger towers and the algorithm foreseen for Phase-2 (grey), based on single crystal
information. The left plot shows the position resolution of the EG candidates, expressed in
terms of DR with respect to the generated electron. The right plot shows the Level-1 EG trigger
efficiency plotted as a function of the tranvserse momentum of the generated electron. An
electron gun sample, with flat PT spectrum between 8 and 100 GeV and an average pileup of
200, was used for both measurements in Phase-2. To provide a like-for-like comparison, the
sample used to shown the performance of the Phase-1 algorithm also has an average pileup of
200.

The finer spatial information provided by the single crystal information in Phase-2 leads to
an improvement in efficiency. The improved spatial resolution provides better geometrical
matching between the cluster and the tracks produced by the Level 2 track finder and improved
measurements of the activity around the EG candidates.
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Figure 9.19: Comparison between the Level-1 EG trigger algorithm in Phase-1 (black) and the
algorithm foreseen for Phase-2 (grey), based on single crystal information. Left: position res-
olution, expressed in terms of DR with respect to the generated electron. Right: Level-1 EG
trigger efficiency as a function of the tranvserse momentum of the generated electron. An elec-
tron gun sample, with flat pT spectrum between 8 and 100 GeV and an average pileup level of
200, was used for both measurements.

9.6 Object performance
As shown in Section 2, the HL-LHC running conditions will affect the performance of the Bar-
rel calorimeter as a result of ageing related to the instantaneous luminosity and dose. The
ECAL response to energy depositions from electromagnetic showers will be affected by radi-
ation damage that causes increased noise in the photodetectors and degradation of the signal
amplitude due to loss of crystal transparency. The loss of transparency is most pronounced in
the front of the crystal leading to a non-linearity of light collection. The leads to a degradation
of the energy resolution because the showers fluctuate in crystal depth. The effect on ECAL
performance is described in detail in Section 2.1. These effects together with improvements of
amplitude reconstruction from new front-end electronics are included in CMSSW simulations.

In the HCAL Barrel, a dose dependent model, extracted from the legacy endcap HCAL (HE)
performance in 2016 and extrapolated to the HCAL Barrel, has been developed to simulate
the effect of the ageing of Barrel scintillators due to the integrated luminosity as described in
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9.6 Object performance
As shown in Section 2, the HL-LHC running conditions will affect the performance of the Bar-
rel calorimeter as a result of ageing related to the instantaneous luminosity and dose. The
ECAL response to energy depositions from electromagnetic showers will be affected by radi-
ation damage that causes increased noise in the photodetectors and degradation of the signal
amplitude due to loss of crystal transparency. The loss of transparency is most pronounced in
the front of the crystal leading to a non-linearity of light collection. The leads to a degradation
of the energy resolution because the showers fluctuate in crystal depth. The effect on ECAL
performance is described in detail in Section 2.1. These effects together with improvements of
amplitude reconstruction from new front-end electronics are included in CMSSW simulations.

In the HCAL Barrel, a dose dependent model, extracted from the legacy endcap HCAL (HE)
performance in 2016 and extrapolated to the HCAL Barrel, has been developed to simulate
the effect of the ageing of Barrel scintillators due to the integrated luminosity as described in
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• Replace light detector HPD with SiPM 
- data taken in early 2017 suggest that signal loss in hadron calorimeters is from radiation damage 

of HPD rather then scintillator  

• SiPM: high gain, higher S/N wrt HPD  
(SiPM S/N≈4.5 for single photoelectron)  
=> possible segmentation in the barrel  
- reduced response of individual tiles  

(better tolerance of radiation) 
- can mitigate individual losses at high lumi  

(high eta in particular) 

• Longitudinal segmentation  
=> useful for particle-flow reconstruction 
- improved tracking for hadronic showers 
- shower profile, help in emg vs had showers 
- help pileup mitigation

Hadron barrel for Phase2

1.4. Overview of the HB and HE Upgrades 7

Figure 1.5: Depth segmentation structure which becomes possible with the use of SiPM pho-
todetectors for the HB and HE calorimeters.

better management of the radiation damage which will occur in the high-h region of the HE
calorimeter, reducing the response of the individual tiles. These differential response changes
are mixed and lost as the light from all tiles are currently uniformly optically summed. By
reading out smaller groups of tiles with individual SiPMs as a function of depth (particularly
at high-h), the gain losses at high luminosity can be mitigated.

The longitudinal segmentation of the hadron calorimeter will provide shower profile infor-
mation that is used to verify that electromagnetic particles identified in the ECAL have little
energy in the HCAL. In particular, the segmentation suppresses the influence of pileup parti-
cles that contribute to the first layer of HCAL but not to deeper layers. Similarly, the deepest
segment of HCAL can be useful for efficient identification of prompt muons and rejection of
muons produced in the decay of hadrons in flight with isolation requirements that are robust
against pileup. The deepest segment is not affected by the pileup particles and the excellent
signal-to-noise of the SiPMs allows a tight selection on the energy deposit by the muon.

The location of the front-end electronics modules are indicated (”FEE”) in Fig. 1.4. The HPDs,
digitization electronics, and data link are contained in compact modules which plug into a
backplane and mechanical assembly that is firmly mounted on the detector. When the CMS
detector is open, these modules can be removed without disconnecting any other subdetec-
tor of CMS (e.g. ECAL or the silicon tracker). The upgrade replacement modules can thus
be installed with minimal interference with the rest of CMS provided they occupy the same
volume as the existing modules. The compact nature of the SiPM devices aids in meeting this
requirement, but it remains an important design constraint for the HB/HE upgrades.

9.7. Physics performance 165
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Figure 9.27: Jet pT resolution of particle-flow jets in |h| < 0.5 (left) and 0.5 < |h| < 1.3 (right),
as a function of jet pT, for simulated samples that do not include pileup interactions, and with
HB scintillator not aged (blue dots), HB scintillator aged to 4500 fb�1 (red squares), and both
HB scintillator and SiPMs aged to 4500 fb�1 (green triangles). EB ageing at 4500 fb�1 is applied
to all curves.

The b-tagging algorithm “cMVAv2”, same as that used in the tracker TDR [68], has been studied
here. The operating point of the b tagger is adjusted for each pileup and ageing scenario so that
the probability to misidentify jets from light (udsg) flavors is 0.01 (medium working point). The
study covers scenarios with 0, 140, and 200 pileup events and ageing conditions corresponding
to 0, 300, 1000, 3000 and 4500 fb�1 (Fig. 9.28).

The b tagging efficiency is lower at high pileup and decreases slightly as a function of the inte-
grated luminosity. For each pileup scenario, a linear fit to the b tagging efficiency is performed,
with a dispersion around the fitted value that is smaller than 1% (hatched areas). The relative
decrease of b tagging efficiency is observed to be only 4% at the end of life of the calorimeter
(4500 fb�1).

The b tagging performance as a function of the overall pileup density, given in pp collisions
per mm along the z axis, is shown in Fig.9.29 for 140 and 200 pileup events. A relative decrease
of only 3% is observed for the b tagging efficiency at high pileup density, with the same trend
without and with ageing conditions. The study shown in Fig. 9.29 is performed for a fixed
misidentification probability of light jets (udsg) of 0.01, the medium b tagging working point.

9.7 Physics performance
9.7.1 Higgs! gg

The clean di-photon signature of the H ! gg decay channel makes it one of the most important
channels to characterize the properties of the Higgs boson. Excellent photon identification
efficiency and energy resolution are required to maintain the sensitivity of the analysis, making
this channel a benchmark for calorimeter performance.

There are two components to the di-photon mass resolution: the photon energy resolution and
the vertex position resolution. The contribution of the photon energy measurement to the di-
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• High Granularity Calorimeter: fine grain for a 3D shower reconstruction 
=> Silicon/scintillator sampling calorimeter, including both em and had parts 

• High granularity against congestion 
- to help “features” extraction 
- suited for pf and imaging reconstruction 

• Silicon for radiation hardness (and granularity) 
- radiation level similar to that experienced  

in the inner tracker 

Endcap calorimeters for Phase2

Key Parameters: 
• HGCAL covers 1.5 < η < 3.0 
• Full system maintained at -30oC 
• ~600m2 of silicon sensors 
• ~500m2 of scintillators  
• 6M Si channels, ~22000 Si modules 
• Power at end of HL-LHC: ~110 kW per endcap

Active Elements: 
• Hexagonal modules based on Si sensors  

in CE-E and high-radiation regions of CE-H 
• Scintillating tiles with SiPM readout in  

low-radiation regions of CE-H

CE-E CE-H

scintillator

silicon100µm

200µm

300µm

CE-E 
Si + Cu & CuW & Pb 
28 layers

CE-H 1st 
Si & scintillator + steel 
12 layers

CE-H 2nd  
Si & scintillator + steel 
12 layers

34cm 60cm
26X0

1.7λ 3.3λ 5.7λ

101cm
35X0 50X0
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• longitudinal => can be made in thin layers  + transversal => can be shaped in small pads 

• Hexagon shape choice 
- cut from Si circular wafers => to save material and cost 
- geometry more natural to describe shower process 
- increase difficulty for readout electronics, due to non-standard shape 

• Baseline choice: 
-  192 (or 432) channels from 8’’ wafers, p-type 

• Cell size 
- physics performance considerations as the lateral spread of the showers 
- constraints imposed to keep the cell capacitance within a reasonable range 

=> guarantee ability to calibrate detector throughout its life

Silicon for high granularity

26 Chapter 2. Active elements

Table 2.1: Different sensor types, their properties, the expected radiation fluence for each type,
and their number for two endcaps.

Active Cell Cell Bulk Expected Number of Number of
thickness size capacitance polarity radiation fluence wafers partial wafers

(µm) (cm2) (pF) ( neq/cm2)
300 1.18 44 p / (n) 1 � 5 ⇥ 1014 13164 1284
200 1.18 65 p 0.5 � 2.5 ⇥ 1015 8712 144
120 0.52 48 p 0.2 � 1 ⇥ 1016 3000 324

total: 24876 1752

Table 2.2: Silicon sensor cells in CE-E and CE-H layers having only silicon cells, showing thick-
ness of active silicon, cell size, and S/N for a MIP before and after an integrated luminosity of
3000 fb�1. The area shown is the total for two endcaps. After 3000 fb�1 the S/N(MIP) varies
as a function of fluence received, and only the lowest values are given. The approximate inner
and outer radii of the regions are given for guidance.

Si thickness ( µm) 300 200 120
Area (m2) 245 181 72
Largest lifetime dose (Mrad) 3 20 100
Largest lifetime fluence ( neq/cm2) 6⇥1014 2.5⇥1015 1⇥1016

Largest outer radius (cm) ⇠ 180 ⇠ 100 ⇠ 70
Smallest inner radius (cm) ⇠ 100 ⇠ 70 ⇠ 35
Cell size (cm2) 1.18 1.18 0.52
Initial S/N for MIP 11 6 4.5
Smallest S/N(MIP) after 3000 fb�1 4.7 2.3 2.2

Table 2.3: Sensor cells in layers with both silicon and scintillator in CE-H, showing cell size
and S/N for a MIP before and after an integrated luminosity of 3000 fb�1. The area shown is
the total for two endcaps. The S/N(MIP) varies as a function of the cell size for the scintillator
cells, and varies with fluence for all cells after 3000 fb�1, and only the lowest values are given.
The approximate inner and outer radii of the regions are given for guidance.

Scintillator Si Si
Sensor thickness 3 mm 300 µm 200 µm
Area (m2) 480 71 15
Largest lifetime dose (Mrad) < 0.3 30 100
Largest lifetime fluence ( neq/cm2) 8⇥1013 6⇥1014 2.5⇥1015

Largest outer radius (cm) ⇠ 235 ⇠ 160 ⇠ 100
Smallest inner radius (cm) ⇠ 90 ⇠ 80 ⇠ 45
Cell size (cm2) 2 ⇥ 2 to 1.18 1.18

5.5 ⇥ 5.5
Initial S/N for MIP � 5 11 6
Smallest S/N(MIP) after 3000 fb�1 5 4.7 2.3
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Example here 
128 channels Si sensors (6’’ wafer) 

200µm depleted region, 1cm2 cell-size

0.2. Module construction, support structures and readout summary 3

section 0.4, whilst section 0.5 gives an overview of the analysis framework. Sections 0.6-0.1248

summarise the results obtained with the prototypes, and section 0.13 provides a summary and49

outlook.50

0.2 Module construction, support structures and readout sum-51

mary52

Each detector module is a glued stack comprising a dense CuW (25% : 75%) baseplate, a poly-53

imide foil, a hexagonal silicon sensor and a PCB to host the wire bonds down to the sensor. A54

second PCB, hosting the readout electronics, was plugged into connectors on this first PCB.55

0.2.1 Silicon sensors56

Fig. 2 shows one of the 128-channel hexagonal silicon sensors made from 6” p-in-n silicon57

wafers manufactured by HPK2.58

Figure 2: A 128-cell hexagonal silicon sensor used in the beam tests.

The physical thickness of these sensors is 320 µm with a depleted thickness of 200 µm. The59

cells on the sensor, except those on the edges3, are hexagonal with an area of ⇠ 1.1 cm2. There60

are two cells on the sensor known as calibration pads, which have an area of about 1/9th of the61

area of the full hexagonal cell. These cells facilitate calibration with single mimimum-ionizing62

particles (MIPs) (see section 0.7) after irradiation, when the S/N of a standard cell may be too63

small to detect single MIPs efficiently.64

Thirty silicon sensors were characterized at FNAL, prior to assembling sixteen of them into65

modules at the University of California Santa Barbara (UCSB), using a custom-built probe66

card featuring light-touch “pogo pins” for electronic connection. Standard switching units and67

2Hamamatsu Photonics, Hamamatsu, Japan
3Due to the overall hexagonal geometry, cells around the edges are either half-hexagons or other shapes
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• Enhanced pattern recognition “imaging-calorimeter” 
- Good separation of  nearby showers 

• Radial containment for photon shower 
- ~68% energy within 2.8cm around layer 15 
- spatial resolution < 1cm in first layers (at 0PU)

Advantage of high granularity

74 Chapter 5. Reconstruction and detector performance
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Figure 5.1: Energy deposited in HGCAL cells by pairs of unconverted photons; (left) a single
event containing a pair of photons, and (right) several thousand such events. The photons
have an energy of E = 80 GeV(pT = 14.4 GeV) at h = 2.4 in the HGCAL, and are separated
by DR=0.05 (in a random orientation), corresponding to a separation distance of about 30 mm.
Reconstructed hits are projected onto the plane defined by the axes of the two showers. The
colour code represents energy density.

calorimeters) and the structures they describe belong to the Technical Proposal era. A few sim-1562

ple modifications were made to what is described in the Technical Proposal, in order to better1563

simulate the HGCAL design as it was envisaged in 2016. The number of samplings in each1564

section of the calorimeter in the CMSSW geometry is as described in the design given in this1565

document, and the detailed longitudinal structure differs only a little, as is shown in Table 5.1.1566

The simulation of the signal development and processing in the HGCAL electronics includes1567

the addition of Gaussian noise, and digitization. Further details of the simulation model are1568

given in Section 10.1.1569

Table 5.1: Longitudinal structure of the HGCAL, comparing the thicknesses of what is simu-
lated in CMSSW with what is described in the engineering sections of this document.

CMSSW TDR design
cm X0 l cm X0 l

Neutron moderator 18.0 0.4 0.2 15.7 0.3 0.2
Electromagnetic section 32.1 26.7 1.6 33.9 25.4 1.6
1st hadronic section 59.7 33.8 3.1 60.2 35.2 3.7
2nd hadronic section 110.6 62.8 5.8 100.6 49.9 5.2
Total 220.4 123.6 10.7 210.4 110.9 10.7

5.1.3 Intrinsic energy and position resolution for electromagnetic showers1570

The electromagnetic energy resolution of the HGCAL has been studied using a GEANT simula-1571

tion in which the geometry of the calorimeter is as described in the engineering sections of this1572

document, both in terms of the longitudinal structure and the lateral cell sizes. An exception to1573

this is that the sensors with a sensitive thickness of 120 µm are modelled by 100 µm thickness1574

silicon (together with the higher noise and lower charge collection of 100 µm).1575

The response to photons which do not convert in the tracker material was studied, both in the1576

absence of pileup, and with an average of 200 pileup events per bunch crossing. The energy1577

was estimated by summing cells in a restricted region of radius 2.6 cm in each layer–this radius1578
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Figure 5.1: Energy deposited in HGCAL cells by pairs of unconverted photons; (left) a single
event containing a pair of photons, and (right) several thousand such events. The photons
have an energy of E = 80 GeV(pT = 14.4 GeV) at h = 2.4 in the HGCAL, and are separated
by DR=0.05 (in a random orientation), corresponding to a separation distance of about 30 mm.
Reconstructed hits are projected onto the plane defined by the axes of the two showers. The
colour code represents energy density.
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The electromagnetic energy resolution of the HGCAL has been studied using a GEANT simula-1571

tion in which the geometry of the calorimeter is as described in the engineering sections of this1572

document, both in terms of the longitudinal structure and the lateral cell sizes. An exception to1573

this is that the sensors with a sensitive thickness of 120 µm are modelled by 100 µm thickness1574
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absence of pileup, and with an average of 200 pileup events per bunch crossing. The energy1577
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Figure 1.3: Radii, r, containing 68% and 90% of the energy deposited in an individual silicon
layer by a photon shower, as a function of silicon layer. The colour-coded rectangles indicate
the fraction of total energy deposited inside the 68% and 90% containment radii of each layer.

and the narrowness of the VBF jet is clearly visible. Most of the energy of the VBF jet is carried335

by three particles (two charged pions and one photon) that impact the calorimeter within 1 cm336

of each other. A study using an anti-kT algorithm to measure the energy of VBF jets has been337

carried to examine the rate from background. The results are shown in Section 5.1.7.338

1.4 Longitudinal structure of the HGCAL339

The longitudinal structure of the HGCAL, consisting in an electromagnetic compartment (CE-340

E) followed by a hadron compartment (CE-H), is illustrated in Fig. 1.4. The whole calorimeter341

sits in a thermally shielded volume that will be cooled by a two-phase CO2 system and main-342

tained at �30 �C.343

FIXME: Insert plot to show details of the sampling layers.344

The electromagnetic compartment consists of 28 sampling layers with a total thickness of 34 cm345

and a depth of approximately 26 X0 and 1.7 l. The active detector element is a 163 mm wide346

hexagonal silicon sensor (Section 2.1) from an 8 inch (8”) wafer, which is sandwiched between347

a 1.4 mm thick 25%Cu-75%W baseplate and a printed circuit board that carries the front-end348

electronics to form a silicon module (Section 2.2). Silicon sensors with three different sensitive349

thickness are deployed: 300, 200, and 120 µm, in regions of increasing fluence, respectively.350

Modules are tiled on either side of a 6 mm thick Cu cooling plate, which together with the351

two Cu-W baseplates form one absorber layer. The alternate absorber layer is formed by two352

2.1 mm thick lead planes clad with 0.3 mm stainless steel (SS) sheets that are placed on either353

side of the module-cooling plate sandwich. Each plane of this structure is subdivided into 60�354

units called cassettes (Section 4.2), and 14 layers of these cassettes provide the full 28 sampling355

layers.356

The absorber in the hadronic compartment consists of 12 planes of 35 mm thick SS plates fol-357

lowed by another 12 SS planes with a thickness of 68 mm (Section 4.3). In between these ab-358

sorber plates sit silicon modules and scintillator tileboards (Section 2.4) mounted on 6 mm thick359

14GeV pT photons at η 2.4  [80GeV]    with  ∆R 0.05 separation
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• Energy deposition from pileup 200 is ~200GeV ET per unit area 
=> mandatory to exploit granularity and segmentation 

• Test reconstruction potential with calorimeter alone 
- Jet reconstructed with anti-kT on recHits 
- quark jets vs PU jets (mix gluon and soft jets clustered together) 

• Longitudinal segmentation helpful against pileup, also granularity 

• Indication to exploit a dynamic definition of R, layer dependent  
=> *development for coming years*

at high PU

5.1. Reconstruction and detector performance 81

pileup conditions. The events examined consist of pure pileup, and the small amount of energy1713

visible in the zero pileup case is due to zero-suppressed noise. It can be seen that a substantial1714

transverse energy, ET, is deposited in a unit area: in an event with a mean of 200 pileup interac-1715

tions per bunch crossing, this amounts to about 200 GeV. A larger fraction of the energy in jets1716

reconstructed from pure pileup, as compared to energy in quark jets, is deposited in the earlier1717

part of the calorimeter, as pileup is, in general, composed of softer particles. This can be seen1718

in Fig. 5.9 (right) where the transverse energy reconstructed as having been deposited, layer-1719

by-layer, in the calorimeter in quark jets of ET = 100 GeV, 2 < |h| < 2.5, is compared to that in1720

jets from pileup. The lateral energy containment as a function of radius can be seen in Fig. 5.101721

for the electromagnetic (EE), the first 12 (FH) and the last 12 (BH) layers of the hadronic parts1722

of the calorimeter. The narrowness of the quark jets as compared to those created by pileup is1723

clearly evident, especially in the electromagnetic section.1724
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Figure 5.9: Pileup characteristics: (left) transverse energy per unit area in h, f space as a func-
tion of pseudorapidity for events with no pileup (green), a mean of 140 (blue), and 200 (red)
pileup interactions per bunch crossing; and (right) transverse energy deposited as a function
of calorimeter layer, by quark jets (blue-outlined histogram), and by jets reconstructed from
pileup (red-outlined histogram). The jumps in energy after the 28th and 40th layers are due to
increases in absorber thickness, resulting in corresponding changes to the energy deposited.
FIXME: Righthand plot to be redone.

The transverse energy fraction contained in areas of various size for quark jets and for jets made1725

from pileup is compared in Fig. 5.11. The jets are reconstructed using the anti-kT algorithm with1726

R = 0.8, and the ET fraction contained in concentric circles in h, f space is plotted as a function1727

of the radius. In the left plot the containment is shown for different quark jet pT, and in the1728

right plot quark jets with pT = 50 GeV, 2.0 < |h| < 2.5, are compared to jets made from pileup1729

interactions.1730

From Figs. 5.9 and 5.11 it is evident that in order to define an optimal distance parameter for1731

best calorimetric energy resolution, a balance has to be struck between the loss of resolution due1732

to integration of pileup energy and that due to loss of energy out of the region. Furthermore1733

the value of the optimal distance parameter can change from one longitudinal layer to another.1734

Taking account of these observations the energy resolution of quark jets has been studied using1735

the anti-kT algorithm, with differing distance parameters, R. The expected average contribution1736

from pileup, on an event by event basis, is estimated with the r parameter and the jet area as1737
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The transverse energy fraction contained in areas of various size for quark jets and for jets made1725

from pileup is compared in Fig. 5.11. The jets are reconstructed using the anti-kT algorithm with1726

R = 0.8, and the ET fraction contained in concentric circles in h, f space is plotted as a function1727

of the radius. In the left plot the containment is shown for different quark jet pT, and in the1728

right plot quark jets with pT = 50 GeV, 2.0 < |h| < 2.5, are compared to jets made from pileup1729

interactions.1730

From Figs. 5.9 and 5.11 it is evident that in order to define an optimal distance parameter for1731

best calorimetric energy resolution, a balance has to be struck between the loss of resolution due1732

to integration of pileup energy and that due to loss of energy out of the region. Furthermore1733

the value of the optimal distance parameter can change from one longitudinal layer to another.1734

Taking account of these observations the energy resolution of quark jets has been studied using1735

the anti-kT algorithm, with differing distance parameters, R. The expected average contribution1736

from pileup, on an event by event basis, is estimated with the r parameter and the jet area as1737

80 Chapter 5. Reconstruction and detector performance

with R = 0.8, and the ET fraction contained in concentric circles in h, f space is plotted as a1720

function of the radius. In the left plot the containment is shown for different quark jet pT, and1721

in the right plot quark jets with pT = 50 GeV, 2.0 < |h| < 2.5, are compared to jets made from1722

pileup interactions.1723
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Figure 5.11: Transverse energy fraction contained as a function of radius, DR, (left) for quark
jets of various pT, and (right) a comparison of quark jets and jets made from pileup interactions.
FIXME: Plots to be verified.

From Figs. 5.9 and 5.11 it is evident that in order to define an optimal distance parameter for1724

best calorimetric energy resolution, a balance has to be struck between the loss of resolution due1725

to integration of pileup energy and that due to loss of energy out of the region. Furthermore1726

the value of the optimal distance parameter can change from one longitudinal layer to another.1727

Taking account of these observations the energy resolution of quark jets has been studied using1728

the anti-kT algorithm, with differing distance parameters, R. The expected average contribution1729

from pileup, on an event by event basis, is estimated with the r parameter and the jet area as1730

inputs, and can be subtracted from the reconstructed jet. The r parameter is the median ET per1731

unit area in the event, calculated at the same pseudorapidity as the jet. Figure 5.12 (left) shows1732

the response, the ratio of the reconstructed energy over the generated energy of a quark jet, for1733

different values of R, and pT. It can be seen that the ak4 algorithm (i.e. the anti-kT algorithm1734

with distance parameter R = 0.4) picks up a large amount of pileup energy if no r correction is1735

applied. This energy can be subtracted, to a large extent, by applying the r correction (Fig. 5.121736

(right)) but at the price of introducing a substantial non-linearity. However, the ak2 (R = 0.2)1737

algorithm, working on a much smaller area, picks up much less pileup energy and does not1738

appear to benefit much from the application of the r correction. It is very encouraging to1739

note that the stand-alone energy resolution, using the ak2 algorithm, is sufficiently good in an1740

environment of high pileup. The ak2 algorithm gives almost the same energy resolution with1741

or without the rho correction, and is sufficiently immune to pileup, this can be seen in Fig. 5.131742

which shows the energy resolution found, as a function of pT, with and without pileup when1743

different distance parameters are use in the /akt algorithm.1744

It should be noted that the fine lateral and longitudinal granularity allows a dynamic definition1745

of the axis of the jet (as there are no large size towers) and of R to suit the local environment1746

of the particular jet being measured. No optimisation has been carried out, nor use made of1747

the detailed longitudinal or lateral information available. Algorithms more suited to a high1748

balance is needed between integration of pileup energy 
and loss of energy out of the considered region
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with R = 0.8, and the ET fraction contained in concentric circles in h, f space is plotted as a1720

function of the radius. In the left plot the containment is shown for different quark jet pT, and1721

in the right plot quark jets with pT = 50 GeV, 2.0 < |h| < 2.5, are compared to jets made from1722

pileup interactions.1723
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Figure 5.11: Transverse energy fraction contained as a function of radius, DR, (left) for quark
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FIXME: Plots to be verified.

From Figs. 5.9 and 5.11 it is evident that in order to define an optimal distance parameter for1724

best calorimetric energy resolution, a balance has to be struck between the loss of resolution due1725

to integration of pileup energy and that due to loss of energy out of the region. Furthermore1726

the value of the optimal distance parameter can change from one longitudinal layer to another.1727

Taking account of these observations the energy resolution of quark jets has been studied using1728

the anti-kT algorithm, with differing distance parameters, R. The expected average contribution1729

from pileup, on an event by event basis, is estimated with the r parameter and the jet area as1730

inputs, and can be subtracted from the reconstructed jet. The r parameter is the median ET per1731

unit area in the event, calculated at the same pseudorapidity as the jet. Figure 5.12 (left) shows1732

the response, the ratio of the reconstructed energy over the generated energy of a quark jet, for1733

different values of R, and pT. It can be seen that the ak4 algorithm (i.e. the anti-kT algorithm1734

with distance parameter R = 0.4) picks up a large amount of pileup energy if no r correction is1735

applied. This energy can be subtracted, to a large extent, by applying the r correction (Fig. 5.121736

(right)) but at the price of introducing a substantial non-linearity. However, the ak2 (R = 0.2)1737

algorithm, working on a much smaller area, picks up much less pileup energy and does not1738

appear to benefit much from the application of the r correction. It is very encouraging to1739

note that the stand-alone energy resolution, using the ak2 algorithm, is sufficiently good in an1740

environment of high pileup. The ak2 algorithm gives almost the same energy resolution with1741

or without the rho correction, and is sufficiently immune to pileup, this can be seen in Fig. 5.131742

which shows the energy resolution found, as a function of pT, with and without pileup when1743

different distance parameters are use in the /akt algorithm.1744

It should be noted that the fine lateral and longitudinal granularity allows a dynamic definition1745

of the axis of the jet (as there are no large size towers) and of R to suit the local environment1746

of the particular jet being measured. No optimisation has been carried out, nor use made of1747

the detailed longitudinal or lateral information available. Algorithms more suited to a high1748

useful also for L1  
(see later)
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• Single cell performance (HGCROC + Si cell),  
from electronics simulation shows A = 5ns, C = 20ps 

• Precision timing for showers, exploiting hit multiplicity 

• Study based on the hits within ρ<2cm from shower axis 
- photon: 100% efficiency, σt ≤ 20ps    for pT≥ 2GeV  

=> electromagnetic component ≈ 30% for hadron showers 
- K0

L: efficiency > 90%, σt ≤ 30ps     for pT > 5GeV  

Precision timing

280 Chapter 10. Reconstruction and detector performance
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Figure 10.27: Estimated trigger rates for 140 PU (left) and 200 PU (right) for HGCAL-only jet
triggers formed from single jets (black), double jets (red), double jets with each jet in a different
endcap (green), and for the last category with an invariant mass requirement of at least 500 GeV
applied to the two jets (blue).
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from a single interaction and fires the ToA if the energy deposit is above the threshold. In6413

the presence of pileup, energy deposits in a given cell may originate from showers of particles6414

coming from several interactions. The ToA then records the time at which the deposit of energy6415

crossed the threshold. The ToA threshold of 12 fC corresponds to about 3 MIP in the 300 µm6416

silicon cells, and to about 5 and 10, in the 200 and 100 µm cells respectively. A ToA bin size of6417

25 ps is used to digitize the ToA information.6418

In the studies presented here unconverted photons and non-interacting K0
L were used to ex-6419

plore the intrinsic timing capability of the HGCAL. A minimum of three cells within a selection6420

radius, r, of the shower axis is required, each with an energy deposit of above the threshold of6421

the ToA. For these studies the shower axis is taken as the MC-truth trajectory of the photon or6422

K0
L6423

Figure 10.29 shows the average number of cells above the 12 fC threshold within a radius of6424

12fC threshold

selections: 
- consider events  
  non interacting in  
  the tracker volume  
- require ≥ 3hits  
  with time per shower
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• With pileup and aged detector: stable performance 
 
 
 
 
 
 
 

• *Need to investigate timing in the reconstruction  
=> possible benefits 
- 5D clustering: x,y,z, energy, time of single hits (HGCAL) 
- assist objects ID and shower separation            (HGCAL) 
- test impact on pileup rejection and vertex ID, in combination with EB and MTD (global event) 

• *caveat: need to measure performance for single cell with realistic electronics 
- inputs used for studies

Precision timing

5.5. Precision timing 97
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Figure 5.26: Efficiency (left), and time resolution (right), for (top) photon showers, and (bot-
tom) K0

L showers of pT = 5 GeV, measured in the absence of pileup (black triangles), and in the
presence of pileup corresponding to a mean of 140 (red squares), and 200 (blue disks) interac-
tions per bunch crossing. The time resolution and efficiency after an integrated luminosity of
3000 fb�1 are also shown, they are indicated by outlined symbols, displaced by 0.05 in |h| for
clarity of presentation.
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• Major impact on the detector performance: new detector = new reconstruction 
=> need is to separate individual particles in high pile-up environment 

• Opportunity to develop/tune algorithms that best exploit the high level of information 
• Some highlights, by using the calorimeter information on its own

Reconstruction

258 Chapter 10. Reconstruction and detector performance

Typically, computer-vision networks consist of a set of convolutional layers [59] that exploit5925

the translation invariance of the input data. In each network layer, a kernel covering a selected5926

number of adjacent squared pixels is moved over the image to find structures such as edges or5927

areas, requiring a homogeneous spatial and colour resolution, which contradicts the HGCAL5928

design. Therefore, the 3D image with uniform pixel size is built in a first step by overlaying a5929

coarse squared grid on each HGCAL layer with up to 6 sensors in each pixel. A small DNN5930

with two layers consisting of 32 and 16 nodes collects the time and energy information from5931

all contributing sensors taking into account their relative position within the pixel. The third5932

dimension is defined by the HGCAL layer number. The resulting uniform 3D image is fed5933

through two blocks of convolutional networks in parallel. One consists of 4 layers with kernels5934

of similar size as typical hadronic showers in h and f but shorter in the number of covered5935

HGCAL layers, and the other comprises 3 kernels very narrow in DR, spanning over a larger5936

range with respect to the shower depth, optimised for muon reconstruction. The output of both5937

is merged and fed through two dense network layers with 64 and 32 nodes. The final output5938

nodes predict the particle type and the particle energy.5939

The network is trained using electrons, muons, photons and charged pions generated with5940

uniform pT between 2 and 100 GeV, restricted to 2.3 < |h| < 2.5, and flattened in energy.5941

Photons that convert into an e+e� pair within the first 200 cm in z direction are discarded. The5942

sample consists of 600,000 particles with 0 PU and 400,000 particles with 200 PU. Between 4 and5943

12 particles are generated per event and endcap, resulting in partially overlapping showers.5944

The sample used to evaluate the performance is separate from the training sample.5945

In principle high-granularity calorimeters can also be used to measure the energy of high-5946

energetic muons. While at high energies above approximately 150 GeV the radiative losses5947

become increasingly important and enhance the sensitivity of calorimeters to the muon energy,5948

the HGCAL sensor sensitivity below the MIP threshold makes it possible to extend the measur-5949

able energy range to low energetic muons. The current network architecture achieves a relative5950

resolution of 20% and below for energies between 10 and 500 GeV as shown in Fig. 10.2, while5951

the same network retains performance when reconstructing energies of hadronic showers from5952

charged pions or electromagnetic showers (not shown).5953
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Figure 10.2: Energy resolution for charged pions (left) and muons (right) using only HGCAL
sensor information. The last bin includes overflow.

Since the scale of the total energy deposits for those particles can differ by orders of magni-5954

tude, the DNN must provide a good discrimination performance to achieve such resolution.5955

Amongst the particles, the DNN has been trained on, charged pions and muons provide the5956

most similar shower shapes, as charged pions pass the most part of the EE as MIPs and shower5957

machine learning

10.1. Reconstruction and detector performance 259

only in the following parts of the calorimeter. As shown in Fig. 10.3, the showers stemming5958

from charged pions and muons can be well disentangled, in particular for high muon trans-5959

verse momenta. Also more differences in the shower shapes of electromagnetic showers and5960

hadronic showers can be detected well.5961
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Figure 10.3: Efficiency for the discrimination of a muon from a charged pion (left) and for the
discrimination between an electromagnetic shower from an electron or photon and showers
from charged pions (right).

10.1.5 SimClusters5962

It has been found useful to also create ”SimClusters”, which are three-dimensional clusters of5963

calibrated RecHits (i.e. just like the multiclusters) where the pattern recognition is done using5964

Monte Carlo truth information, and each SimCluster corresponds to a simulated particle at5965

the front face of the calorimeter. After a superclustering step for photons and electrons, and5966

a track matching, and particle interpretation step, again using Monte Carlo truth information,5967

the resulting candidates can be fed into the existing CMS particle flow and physics object re-5968

construction system. The result of such a procedure is intrinsically optimistic about some of the5969

performance charateristics to be expected of a full reconstruction not using Monte Carlo truth5970

information, most notably about the ability to distinguish and separately cluster overlapping5971

showers. To better simulate performance on data, algorithms have been introduced to merge5972

showers that must be considered indistinguishable, and to share deposited energy between5973

distinguishable but nearby showers in a realistic way. These algorithms are based on the rel-5974

ative magnitude of energy deposited in a layer by the overlapping showers, and the distance5975

between them.5976

10.1.6 Electromagnetic energy resolution5977

The electromagnetic energy resolution of the HGCAL has been studied using a GEANT simula-5978

tion in which the geometry of the calorimeter is as described in the engineering sections of this5979

document, both in terms of the longitudinal structure and the lateral cell sizes. An exception to5980

this is that the sensors with a sensitive thickness of 120 µm are modelled by 100 µm thickness5981

silicon (together with the higher noise and lower charge collection of 100 µm).5982

The response to photons which do not convert in the tracker material was studied, both in the5983

absence of pileup, and with averages of 140, and 200 pileup events per bunch crossing. An5984

investigation was made of varying size of the region used to estimate the energy. Results for a5985

mean of 200 pileup events per bunch crossing have been shown in Section 5.1.3.5986

pion energy  
resolution

discrimination  
efficiency

D_
NH

D_
NH

An	Event	with	10	300GeV	photons

An	Event	with	10	300GeV	pions

direct 3D clustering

D_
NH

D_
NH

An	Event	with	10	300GeV	photons

An	Event	with	10	300GeV	pions

visible lumpy structure 
of hadronic showers
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• Algorithm best suited for the high granularity offered by the HGCal 
• Current development in 2 steps: 
- builds 2d-clusters on each layer  

based on the energy-density  
of the cells (energy and distance) 

- associate 2d-clusters aligned  
along the shower axis  
over different layers 

• Extendable to more than two dimensions:  
- direct 3D exploit full spatial correlation of the shower development 
- direct 3D + timing 
 
 
 
* inspired by: [A. Rodriguez, A. Laio, “Clustering by fast search and find of density peaks”,  
                                                                       Science 344 (6191), 1492-1496. (June 26, 2014)]

3D imaging clustering*

example of  
2d-cluster 
topology high pT jet 

O(500 GeV)

Tracks and clusters clearly
identifiable by eye throughout 

most of detector.

140PU

example of  
3d-cluster 
pattern recognition
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• Good performance for electromagnetic showers 

• Further collection of 3D lumpy clusters from hadronic showers

3D imaging clustering

1single 3d-cluster per shower  
(for non converting photons)

cylinder around 3d-cluster axis

several 3d-clusters for hadron showers  
(excluding interactions in the tracker)

truncated cone around seed 3d-cluster

13

Superclustering

29th June, 2017

Endcap Calorimeter CR 2017

A lumpy hadron shower

• Need to collect together multiclusters that refer to the same incoming 
particle
§ Photons and electrons: multiple multiclusters due to conversion and 

bremsstrahlung in tracker material, spread by magnetic field

§ Hadron showers are lumpy. This lumpiness is seen by the fine granularity of 
HGCAL. So the collecting together of multiclusters is also needed

Future/final reconstruction of hadron showers will
probably aim to use the frequent presence of
MIP-like traces between lumps to assist pattern
recognition (à la Calice) 

ρ 3cm ρ 11cm

benefit of fine granularity
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Figure 5.8: Energy resolution of charged pions, reconstructed with the megacluster algorithm
described in the text, as a function of pT, in the case of no pileup (solid circles), and for a pileup
resulting from a mean of 200 interactions per bunch crossing (empty squares).

5.1.7 Jet reconstruction using the calorimeter alone1758

In order to understand the intrinsic performance of the high granularity calorimeter we have1759

made studies using standard jet algorithms to collect the energy of quark jets directly from the1760

individual reconstructed hits. The distance parameter, R, of the anti-kT algorithm is varied to1761

take account of pileup.1762

Figure 5.9 (left) shows the transverse energy deposited per unit area, in h, f space, for different1763

pileup conditions. The events examined consist of pure pileup, and the small amount of energy1764

visible in the zero pileup case is due to zero-suppressed noise. It can be seen that a substantial1765

transverse energy, ET, is deposited in a unit area: in an event with a mean of 200 pileup interac-1766

tions per bunch crossing, this amounts to about 200 GeV. A larger fraction of the energy in jets1767

reconstructed from pure pileup, as compared to energy in quark jets, is deposited in the earlier1768

part of the calorimeter, as pileup is, in general, composed of softer particles. This can be seen in1769

Fig. 5.9 (right) where the transverse energy reconstructed as having been deposited, layer-by-1770

layer, in the calorimeter in quark jets of ET = 100 GeV, 2 < |h| < 2.5, is compared to that in jets1771

from pileup. The lateral energy containment as a function of radius can be seen in Fig. 5.10 for1772

the electromagnetic (EE), the first 12 (FH) and the last 12 (BH) layers of the hadronic sections1773

of the calorimeter. The narrowness of the quark jets as compared to those created by pileup is1774

clearly evident, especially in the electromagnetic section.1775

The transverse energy fraction contained in areas of various size for quark jets and for jets made1776

from pileup is compared in Fig. 5.11. The jets are reconstructed using the anti-kT algorithm with1777

R = 0.8, and the ET fraction contained in concentric circles in h, f space is plotted as a function1778

of the radius. In the left plot the containment is shown for different quark jet pT, and in the1779

right plot quark jets with pT = 50 GeV, 2.0 < |h| < 2.5, are compared to jets made from pileup1780

interactions.1781

From Figs. 5.9 and 5.11 it is evident that to define an optimal distance parameter for best calori-1782

metric energy resolution, a balance has to be struck between the loss of resolution due to in-1783

tegration of pileup energy and that due to loss of energy out of the region. Furthermore the1784

good performance at 200PU

Arabella Martelli 29/03/17

standard reconstruction
• Multiclusters are built by matching positions of 2d clusters with respect to a line from the 

vertex 
• Parameters used for multiclustering: 
- δc = 2,  Ec = 3, multiclusterRadius = 2,  

(k = 9, realSpaceCone = True, minClusters = 0)  
=> modification to adapt for reconstruction at TB: 

- displaced X,Y vertex 
- line direction iteratively updated wrt the barycentre of the 2d clusters found (not really needed 

for TB, but worth doing) 
- go back to un-weighted position estimate for multicluster: deal with hits position (Z of the layer) 

and not accounting for the effect of the absorbers (mismatch with direction at generator level, 
not of interest here) 

• Look at all 2D clusters reconstructed 
- should correspond to look at all recHits = what is done @TB 
- except threshold at 3σ instead of 12σ on single hit 
- rejection of halo hits with threshold that depends on the topology of the event 

• Look at 2D clusters belonging to best MC (highest energy) 
- effect of considering the only 2d clusters aligned in a cylinder of 2cm radius

8
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Figure 5.2: Fractional energy resolution, s/E, as a function of pT for unconverted photons at
|h| = 1.7 (300 µm Si), |h| = 2.0 (200 µm Si), and |h| = 2.4 (100 µm Si), (left) using a region of
radius 2.6 cm, and (right) using a region of 5.3 cm to sum the energy.
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Figure 5.3: Reconstructed mass of photon pairs from H! gg where both photons are in the
endcap, and neither photon converts in the tracker material before the calorimeter, and pileup
corresponding to an average of 200 interactions per bunch crossing is present.
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Figure 5.3: Reconstructed mass of photon pairs from H! gg where both photons are in the
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corresponding to an average of 200 interactions per bunch crossing is present.

wider cylinder 
- degradation due to PU 
- ≈no gain at 0PU 
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• 2-stage structure for TPG in off-detector BE dedicated boards  
=> inputs from 14 layers from CE-E and all from CE-H readout for TPG 
- 1st => 2D cluster  + η-φ ET maps for ET≥2MIPT  
- 2nd => 3D cluster ET≥1GeV  sent to L1 correlator [1-400GeV  full range, 100MeV precision] 

+ extra cluster-variables for ID and energy corrections (length, start layer, maxE layer, width) 

• TPG delivers primitives to the central L1 correlator  
=> aim at 3D clustering running in FPGAs  (*full development for coming years*) 
- currently in place for e/γ trigger, missing for jet trigger 

• HGCAL-only performance for e/γ trigger (3D clustering on FPGA)

Trigger primitives L1

92 Chapter 5. Reconstruction and detector performance
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Figure 5.22: Left: Turn-on curve for a single e/g trigger with a central transverse energy thresh-
old of 30 GeV. Right: L1 e/g trigger background rates for 140 and 200 pileup as a function of the
trigger threshold. For the 200 pileup case, the rate is also shown for e/g objects in the restricted
range |hL1| < 2.7.

DR = 0.2 in simulated events containing only pileup. A additional correction is made for the2052

energy lost in the jet reconstruction, parametrised as a function of pT. These lead to hadronic2053

jet efficiencies and background rates as shown in Fig. 5.23.2054
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Figure 5.23: Left: Turn-on curves for a single jet trigger for a central transverse energy threshold
of 150 GeV, with various average pileup levels. Right: single jet trigger background rates for
140 and 200 pileup as a function of the trigger threshold.

5.4 Calibration and monitoring2055

Uncertainty in the channel-to-channel intercalibration contributes to the constant term of the2056

energy resolution. In the case of electromagnetic showers, investigation has shown the contri-2057

bution of intercalibration uncertainty to the constant term to be approximately six times smaller2058

than the intercalibration uncertainty. Since we aim for an electromagnetic energy resolution2059

expect improvement 
 with L1 correlator  
(track matching, isolation…)
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Figure 5.23: Left: Turn-on curve for a single e/g trigger with a central transverse energy thresh-
old of 30 GeV. Right: L1 e/g trigger background rates for 140 and 200 pileup as a function of the
trigger threshold. For the 200 pileup case, the rate is also shown for e/g objects in the restricted
range |hL1| < 2.7.

are formed from multiple 3D clusters using an anti-kT algorithm. The lateral granularity can be
used to exploit the dense core of jets to mitigate the effect of pileup. A jet size of around DR =
0.2 seems to give the best balance between reduction of pileup contamination and minimizing
fluctuations due to inadequate jet containment. An average correction for the pileup within
the jet is made as a function of h, where the corrected values are estimated from cones of size
DR = 0.2 in simulated events containing only pileup. A additional correction is made for the
energy lost in the jet reconstruction, parameterized as a function of pT. These lead to hadronic
jet efficiencies and background rates as shown in Fig. 5.24.
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Figure 5.24: Left: Turn-on curves for a single jet trigger for a central transverse energy threshold
of 150 GeV, with various average pileup levels. Right: single jet trigger background rates for
140 and 200 pileup as a function of the trigger threshold.

sharp rise around the threshold  
and a high efficiency above
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• Performance for jet trigger (running anti-kT ∆R = 0.2  
on 3D clusters)  
=> *need equivalent algorithm to run on FPGAs 
- correction for containment applied  

based on energy ratio in ∆R (0.1)/∆R (0.2) and PU 

• Background jet rate and for for VBF tag jet topology  
=> Segmentation and granularity help in the background rejection  
- PUjetID [Iso(0.1,0.4) + E10layers/Ejet]

Trigger primitives L1

92 Chapter 5. Reconstruction and detector performance
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Figure 5.22: Left: Turn-on curves for a single e/g trigger with a central transverse energy
threshold of 30 GeV. Right: L1 e/g trigger background rate for 140 and 200 pileup as a function
of the trigger threshold.

0 50 100 150 200 250 300 350 400

 [GeV]gen
T

p

0

0.2

0.4

0.6

0.8

1

ε

Simulation HGCAL

| < 3.0
j
η   1.5 < |

 > 150 GeV PU=0raw
T

p

 > 150 GeV PU=140raw
T

p

 > 150 GeV PU=200raw
T

p

Threshold [GeV]
0 20 40 60 80 100 120 140 160 180 200

Si
ng

le
Je

t r
at

e 
[k

H
z]

1

10

210

310

410

=14 TeVsCMS Simulation Preliminary, 

PU200

PU140

Figure 5.23: Left: Turn-on curves for a single jet trigger for a central transverse energy threshold
of 150 GeV, with various average pileup levels. Right: single jet trigger background rate for 140
and 200 pileup as a function of the trigger threshold.

5.4 Calibration and monitoring2035

Uncertainty in the channel-to-channel intercalibration contributes to the constant term of the2036

energy resolution. In the case of electromagnetic showers, investigation has shown the contri-2037

bution of intercalibration uncertainty to the constant term to be approximately six times smaller2038

than the intercalibration uncertainty. Since we aim for an electromagnetic energy resolution2039

with a constant term smaller than 1%, we target an intercalibration precision of 3% which will2040

contribute less than 0.5% to the constant term.2041

The primary method of establishing the sensor intercalibration and maintaining it over time,2042

following the slow changes in charge collection efficiency over the duration of HL-LHC opera-2043

tion, will use signals from minimum-ionizing particles.2044

single jet trigger
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Figure 10.27: Estimated trigger rates for 140 PU (left) and 200 PU (right) for HGCAL-only jet
triggers formed from single jets (black), double jets (red), double jets with each jet in a different
endcap (green), and for the last category with an invariant mass requirement of at least 500 GeV
applied to the two jets (blue).
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from a single interaction and fires the ToA if the energy deposit is above the threshold. In6413

the presence of pileup, energy deposits in a given cell may originate from showers of particles6414

coming from several interactions. The ToA then records the time at which the deposit of energy6415

crossed the threshold. The ToA threshold of 12 fC corresponds to about 3 MIP in the 300 µm6416

silicon cells, and to about 5 and 10, in the 200 and 100 µm cells respectively. A ToA bin size of6417

25 ps is used to digitize the ToA information.6418

In the studies presented here unconverted photons and non-interacting K0
L were used to ex-6419

plore the intrinsic timing capability of the HGCAL. A minimum of three cells within a selection6420

radius, r, of the shower axis is required, each with an energy deposit of above the threshold of6421

the ToA. For these studies the shower axis is taken as the MC-truth trajectory of the photon or6422

K0
L6423

Figure 10.29 shows the average number of cells above the 12 fC threshold within a radius of6424

stable performance 
in presence of PU

750 kHz
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where the two jets are required to be in opposite endcaps, and double jets with the requirement,
in addition to those previously listed, on the dijet invariant mass mjj > 350 GeV. A further
selection reduces the rate to that labelled PU jet ID (orange coloured points). The PU jet ID uses
a likelihood ratio discriminant built from two variables which are shown in Fig. 5.14: Iso(1, 4),
the ratio of energy found when the jet is reconstructed using the anti-kT algorithm with R = 0.1
to that found using R = 0.4, and E10/Ejet, the fraction of the jet energy in the first 10 layers. The
selection efficiency can thus be tuned by varying the requirement on the discriminant. The rate
versus the efficiency for jets with pT > 25 GeV is shown in Fig. 5.15 (right). It can be seen that a
rate of around 10 kHz can be obtained for a PU jet ID efficiency of 80%. The rate calculation is
illustrative of the possibilities and uses all the HGCAL layers.
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Figure 5.14: Distributions of the two variables used to build the PU jet ID discriminant for both
VBF jets (blue histograms), and jets found in pileup (red histograms).
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expect further improvement  
with L1 correlator 
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where the two jets are required to be in opposite endcaps, and double jets with the requirement,
in addition to those previously listed, on the dijet invariant mass mjj > 350 GeV. A further
selection reduces the rate to that labelled PU jet ID (orange coloured points). The PU jet ID uses
a likelihood ratio discriminant built from two variables which are shown in Fig. 5.14: Iso(1, 4),
the ratio of energy found when the jet is reconstructed using the anti-kT algorithm with R = 0.1
to that found using R = 0.4, and E10/Ejet, the fraction of the jet energy in the first 10 layers. The
selection efficiency can thus be tuned by varying the requirement on the discriminant. The rate
versus the efficiency for jets with pT > 25 GeV is shown in Fig. 5.15 (right). It can be seen that a
rate of around 10 kHz can be obtained for a PU jet ID efficiency of 80%. The rate calculation is
illustrative of the possibilities and uses all the HGCAL layers.
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VBF jets (blue histograms), and jets found in pileup (red histograms).
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• Good potential for improved performance with upgrade elements (timing, granularity) 
=> shown by calo-only based reconstruction (previous slides) 

• Important to tune particle-flow reconstruction 
=> physics performance can get maximum profit from the upgrade 
- true also for L1: high granularity expected to help L1 correlator with improved track-calo 

matching, isolation, particle ID 
=> VBF production tag (critic for calo-only at 200PU)  
=> help MET and HT triggers, that are then exploited to trigger soft lepton… 

• Reconstruction for the Phase2 detector is not optimal, several key points missing: 
- tuned clustering in EB against pileup, clustering for hadron showers in HGCAL 
- exploit timing EB and HGCAL , exploit segmentation in HB 
- calibration of electromagnetic and hadronic objects 
- pf reconstruction for best track-calo-muon (timing) matching 

• Physics performance studies *very preliminary* (checks ongoing)  
=> potential performance is satisfactory for physics

Reconstruction vs performance
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• Good energy resolution for photons  
• Vertex ID in high PU: benefit from timing (and VBF tag production) 

• Un-tuned clustering: consider 3x3 to minimize PU contamination  
=> Run2 improved Mγγ resolution with MVA  from 2.0 GeV to 1.0 GeV (E3x3, high R9) 

• Clear benefit for HH->γγbb, together with  
improved performance on b tag/acceptance

H-> γγ

162 Chapter 9. Detector performance
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Figure 9.23: Single photon energy resolution, for unconverted photons, as a function of pT
and ageing scenario, for simulated photon gun samples with 200 pileup events. The photon
energy is estimated using the sum of the energy of the 15 most energetic crystals in the photon
supercluster (max15).
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Figure 9.24: Single photon energy resolution, for unconverted photons, as a function of pT and
ageing scenario, for simulated photon gun samples with 200 pileup events. The photon energy
is estimated using the sum of the energy of the 3 ⇥ 3 region around the seed crystal in the
photon supercluster (E3⇥3).

Table 9.1: Single photon energy resolutions for simulated photon gun samples with various
detector conditions and photon categories.

Detector conditions Photon category seff(E)/E
pg

T = 50 GeV pg
T = 100 GeV

Pileup 200, 300 fb�1 ageing E3⇥3, unconverted photons 1.8% 1.5%
max15, all photons 2.5% 1.6%

Pileup 200, 1000 fb�1 ageing E3⇥3, unconverted photons 2.1% 1.6%
max15, all photons 2.7% 1.7%

Pileup 200, 3000 fb�1 ageing E3⇥3, unconverted photons 3.0% 2.2%
max15, all photons 4.8% 2.5%

Pileup 200, 4500 fb�1 ageing E3⇥3, unconverted photons 3.9% 2.8%
max15, all photons 6.0% 3.6%
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Table 9.2: Di-photon mass resolutions for different ageing and pileup scenarios. The effect of
an optimized multivariate photon regression method is not taken into account.

300 fb�1 1000 fb�1 3000 fb�1 4500 fb�1

Unconverted photons (max 15) 0 PU 1.5 GeV 1.8 GeV 3.6 GeV 5.1 GeV
200 PU 2.2 GeV 2.4 GeV 4.2 GeV 5.3 GeV

Unconverted photons (E3x3) 0 PU 1.7 GeV 1.8 GeV 2.7 GeV 3.4 GeV
200 PU 1.9 GeV 2.0 GeV 2.8 GeV 3.6 GeV

All photons (max 15) 0 PU 2.0 GeV 2.3 GeV 3.8 GeV 5.2 GeV
200 PU 2.8 GeV 2.9 GeV 4.3 GeV 5.6 GeV
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Figure 9.32: Higgs di-photon invariant mass comparing different ageing scenarios, for uncon-
verted photons. Left: 0 PU. Right: 200 PU. The photon energy is calculated using the E3x3
algorithm.

expect same performance for γγ pairs in HGCAL

expect Mγγ resolution - no MVA - EB 

*very preliminary*
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• Main impact from tracker performance  
• Improved particle-flow reconstruction can bring further gain 
 
 
 
 
 
 
 
 
 
 
 
 
=> particle-flow reconstruction currently used for HGCAL TDR studies 
- ideal track-cluster matching + realistic merging of clusters 
- indication that the ingredients to improve the performance are available  

• Clear benefit for HH->γγbb 
• Benefit also for HH->bbbb and for VH, ttH 

b tagging 

6.4. Physics object performance 111
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Figure 6.15: Efficiency of finding the generated primary vertex (PV) of the hard interaction,
as a function of the leading jet pT in simulated multi-jet events with � 2 jets. The leading jet,
i.e. the jet with highest pT, is contained in the |h| range 0–1.5 (left), 1.5–2.5 (centre), or 2.5–3.5
(right). The PV identification efficiency increases with the leading jet pT and decreases for
higher pileup. The efficiencies are shown for PU = 0 (black triangles), 140 (red squares), and
200 (green points).
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Figure 6.16: Performance of the b tagging in simulated tt events, expressed as misidentification
probability for light jets (udsg) as a function of the b jet tagging efficiency. Jets with pT > 30 GeV
are considered in three |h| ranges: 0–1.5, 1.5–2.5, and 2.5–3.5. The cMVAv2 and DeepCSV
b tagging algorithms are used for jet |h| within 0–1.5 and 1.5–3.5, respectively. As compared
to events without pileup (grey), the performance remains good at PU = 140 (red) or even 200
(green). The extension of the pixel detector provides b tagging capability in the high |h| region
(|h| > 2.5).

function of pseudorapidity is mainly related to the tracking resolution (Fig. 6.12), though some
dependence arises from the use of b tagging algorithms which are not optimized for the Phase-2
conditions. The increased acceptance of the pixel detector provides b tagging capability also in
the high |h| region (|h| > 2.5). The efficiencies for b and c jets, for a fixed mistag rate, are shown
in Fig. 6.17 as a function of jet momentum and for different pseudorapidity bins. As compared
to events without pileup, the b jet tagging efficiencies remain high at PU = 140 or 200. Finally
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Figure B.14: Performance of the b-tagging in simulated tt events, expressed as misidentification
probability for light partons jets (udsg) as a function of the b jet tagging efficiency for events
without pileup (gray) and with PU = 200 (green). Jets with pT > 30 GeV are considered in
three |h| ranges: 0–1.5, 1.5–2.5 and 2.5–3.5. The cMVAv2 and DeepCSV b tagging algorithms
are used for jet |h| within 0–1.5 and 1.5–3.5, respectively. The b-tagging benefits from the good
jet reconstruction in all regions.

given in pp collisions per mm along the z axis. The Barrel and Endcap calorimeter7056

regions are distinguished and the misidentification probability of udsg jets is fixed at7057

0.01 for each entry in the figure. A moderate decrease of the efficiency is observed as a7058

function of the pileup density.7059

Finally in multi-jet events, the tagging efficiencies for b and c jets are shown in Fig. B.177060

as a function of the jet transverse momentum and for different pseudorapidity inter-7061

vals. As previously, the misidentification probability of udsg jets is fixed at 0.01 for7062

each entry in the figure. As compared to events without pileup, the b jet tagging effi-7063

ciency remains large at high pileup in all the considered pT and |h| regions.7064

B.1.5 Performance of t leptons7065

Reconstruction of tau leptons in their hadronic decays is performed using the hadrons-7066

plus-strips algorithm [? ]. Tau leptons decay primarily to 1 charged hadron, 1 charged7067

hadron plus a p0 or 3 charged hadrons. In this algorithm electromagnetic particles,7068

electrons and photons, are combined in “strips” to build p0 candidates. The p0 candi-7069

dates are combined with particle flow identified charged hadrons to build the t can-7070

didate. Therefore, the reconstruction of charged hadrons in the HGCal plays an im-7071

portant part in t reconstruction. In this study, the t leptons come from the decay of Z7072

bosons. Background events are simulated using the Standard Model Z+jets processes,7073

in which a jet can be misidentified as a hadronically decaying tau lepton.7074

Figure B.18 demonstrates the reconstructed transverse momentum of the t candidates7075

with different pileup scenarios for the HGCAL pseudorapidity 1.4 < |h| < 3.0. It is7076

shown that the reconstruction efficiency is stable and does not depend on running con-7077

ditions or physics process in which t leptons are produced. The right plot shows the7078

tracker TDR HGCAL TDR

*very preliminary*

consider also 
Phase2 calorimeters

performance  
with Phase2 tracker
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• Calorimeters relevant for the π0 reconstruction 
- τ->π+π0ντ   (40% of hadronic decays mode) 

• EB: maintain Run2 (50PU) performance also  
with 200PU 

• HGCAL: exploit granularity  
=> tau decay products  
are more collimated

H->ττ

A. Gilbert22/11/17

Distributions
• Compare η distribution of the τh:

• Gen matching is currently used for both the μ and the τh (no isolation cuts)
- Smooth transition to HGCAL region suggests decay mode reconstruction OK
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5.1.8 Tau identification using calorimeter alone1766

The identification of hadronically decaying tau leptons (th) using only the HGCAL has been1767

studied. The main background to th comes from the misidentification of jets. We attempt to1768

quantify the degree to which th can be distinguished from jets by the HGCAL, where the can-1769

didates are reconstructed with the anti-kT algorithm directly from the individual reconstructed1770

hits, as in the previous section. The th decay products are expected to be more collimated than1771

typical jet constituents, and discrimination can be achieved by considering the lateral distribu-1772

tion of energy about the jet axis.1773

The performance is studied using a simulated sample of th ! r(770)nt ! p+p0nt decays, this1774

being the most common (40%) of the hadronic decay modes. A dijet sample is used to model1775

the background.1776

Jets are built from the individual reconstructed HGCAL hits using the anti-kT algorithm with a1777

distance parameter of R = 0.2, as described in the previous section. An isolation discriminator1778

is formed using the ratio of the scalar ET sum in the annulus 0.1 < DR < 0.4 about the jet axis to1779

the sum within DR < 0.1. It is necessary to subtract the expected contribution from pileup from1780

the isolation energy sums. This is achieved by subtracting the product of the event-by-event1781

energy density estimator r and the area covered in h, f by each of the regions.1782

Figure 5.15 (left) compares the distribution of this ratio for th candidates with 30 > pT > 60 GeV1783

and 1.8 < |h| < 2.4, for the cases of no pileup (continuous outline histogram), and of pileup1784

corresponding to 140 interactions per bunch crossing (dashed outline histogram). The distri-1785

butions from th decays (blue) are compared to those originating from jets (red). For th decays1786

the ratio is typically small: 98% have a value smaller than 0.5, whereas candidates originat-1787

ing from jets 85% have a value greater than 0.5. Figure 5.15 (right) shows the th efficiency1788

versus jet rejection that is achievable by making a selection on this ratio. For an efficiency of1789

60% a misidentification rate of 0.9% (3%) is achieved in no pileup (pileup corresponding to 1401790

interactions per bunch crossing).1791
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Figure 5.15: Identification of hadronic tau decays; (left) isolation discriminant for th candidates
with 30 > pT > 60 GeV and 1.8 < |h| < 2.4, and (right) th efficiency versus jet rejection using
this discriminant.
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Figure 5.15: Identification of hadronic tau decays; (left) isolation discriminant for th candidates
with 30 > pT > 60 GeV and 1.8 < |h| < 2.4, and (right) th efficiency versus jet rejection using
this discriminant.
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decaying t lepton with pT > 20 GeV and |h| < 2.3. The particles are required to be separated
by DR > 0.5. The electron must be compatible with a t ! e decay at generator-level and
hadronically decaying t lepton must be compatible with a t ! th decay at generator-level. No
isolation requirements are applied at the reconstructed level.

Figure 9.35 (left) shows the mtt visible mass distribution in the et final state for the H ! tt
signal sample. The Run 2 reconstruction is compared with HL-LHC reconstruction results. It
is demonstrated that the mass resolutions for Run 2 (23%) and HL-LHC (24%) conditions agree
within uncertainties of the measurement and do not depend on the number of pileup events.
The right plot shows the separation of reconstructed Higgs and Z masses (Z ! tt) for pileup
200. The backgrounds with fake ts are not considered in this plot, the simulated events include
the effects of detector ageing. The studies show that in case of the HL-LHC and for the H ! tt
analysis the same performance as for the Run 2 conditions is expected.
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Figure 9.35: (Left) The visible mass distribution for H ! tt events reconstructed in eth final
state for Run 2 (PU 25) and HL-LHC (PU 0 and 200) reconstruction. (Right) The reconstructed
mass for the gluon fusion Higgs boson signal events compared to the Z ! tt background
events for HL-LHC simulated samples with PU 200.

9.7.3 HH! bbgg

The study of the Higgs boson trilinear self-coupling using events with a Higgs boson pair helps
determine the shape of vacuum potential of the universe. It is of great interest because present
data indicates that the universe is in a meta-stable vacuum with the possibility to decay into a
lower more stable state. This would change the Higgs couplings to the particles of the SM and
thereby their masses. The consequent release of energy would then destroy the bound states of
matter in the universe.

In the standard model, the production cross section for di-Higgs events is very small, and the
large statistics offered by the HL-LHC program will be necessary to observe this process. The
final state with one Higgs boson decaying to b quarks and the other Higgs boson decaying to a
photon pair provides the best sensitivity. An extrapolation of a search for HH ! ggbb events
with an integrated luminosity of 2.3 fb�1 of LHC collision data was performed to estimate the
sensitivity with 3000 fb�1 [27]. In this section we update the earlier projections including the
state-of-the art knowledge on the expected CMS detector behavior with the ageing of ECAL
after 1000 fb�1 of collected data and with 200 pileup events per bunch crossing.

The performance of the upgraded detector for photon isolation efficiency, photon energy reso-
lution and vertex-finding efficiency is taken into account. Contamination, due to pileup inter-

acceptance gain at high η

*very preliminary*
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• High granularity helps to identify boosted W,Z,H and top  
from ordinary gluon/quark initiated jets  
-  soft QCD radiation removed from the jet before calculating its invariant mass 
- n subjet axis within a fat jet

Tagging boosted topologies
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Figure B.23: Comparison of jet substructure observables for barrel (jet |h| < 0.7) and endcap
(jet 1.9 < |h| < 2.4) in Phase 0 (PU=35) and Phase II (PU=200). (a) Number of jet constituents of
quark/gluon jets in QCD multijet simulation. (b) Softdrop jet mass resolution of quark/gluon
jets in QCD multijet simulation. (c) t3/t2 of top jets in G⇤ ! tt̄ and quark/gluon jets in QCD
multijet simulation.

object, where soft QCD radiation is removed from the jet before calculating its invari-7098

ant mass, such that background jets initiated by quarks or gluons can be rejected. The7099

quantities t2/t1 and t3/t2 are ratios of jet shape observables which given N subjet7100

axes within a jet, sum the angular distances of jet constituents to their nearest subjet7101

axis, to quantify how likely a jet is to have N or more subjets. Such techniques require7102

a highly granular reconstruction of the distribution of energies within jets. While for7103

low momentum jets highly granular information can be obtained from the tracker us-7104

ing the particle flow technique, at very high momenta, when tracking efficiency and7105

resolution degrade, jet substructure reconstruction relies solely on barrel and endcap7106

calorimeters. The increasing mass reach of the HL-LHC for many searches requires7107

resolving substructure in jets with significantly higher boost. Since the substructure of7108

jets is sensitive to pileup interactions, at the HL-LHC, jet substructure reconstruction7109

becomes particularly challenging due to the higher number of pileup interactions.7110

Figure B.23 shows a comparison of jet substructure observables for jets reconstructed7111

with the particle flow algorithm and PUPPI pileup suppression in the barrel calori-7112

meter (jet |h| < 0.7) and in the endcap calorimeter (1.9 < |h| < 2.4) with the Phase7113

0 (PU=35) and Phase II (PU=200) detectors and pileup conditions. The number of jet7114

constituents of quark/gluon jets in a QCD multijet simulation in Fig. B.23 (a) demon-7115

strates the ability to reconstruct observables for quark and gluon jet identification. In7116

the barrel region, the number of constituents slightly decreases in Phase II compared7117

to Phase 0. However, a significant increase of constituents is observed in the endcap7118

region which may be attributed to the higher granularity of the endcap calorimeter and7119

the higher number of pileup interactions. The softdrop jet mass resolution in Fig. B.237120

(b) is degraded for the Phase 2 scenario in both barrel and endcap regions of the de-7121

tector, particularly at low pT due to the high number of pileup interactions. However,7122

comparing barrel and endcap regions, the Phase II upgrade allows to achieve in the7123

endcap region a jet mass resolution similar to the barrel region across a large range of7124

pT. The t3/t2 distributions of top jets in G⇤ ! tt̄ and quark/gluon jets in QCD multijet7125

simulation in Fig. B.23 (c) demonstrate excellent performance of the endcap calorime-7126

~same resolution 0 and 200 PU at high pT

*very preliminary*
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object, where soft QCD radiation is removed from the jet before calculating its invari-7098

ant mass, such that background jets initiated by quarks or gluons can be rejected. The7099

quantities t2/t1 and t3/t2 are ratios of jet shape observables which given N subjet7100

axes within a jet, sum the angular distances of jet constituents to their nearest subjet7101

axis, to quantify how likely a jet is to have N or more subjets. Such techniques require7102

a highly granular reconstruction of the distribution of energies within jets. While for7103

low momentum jets highly granular information can be obtained from the tracker us-7104

ing the particle flow technique, at very high momenta, when tracking efficiency and7105

resolution degrade, jet substructure reconstruction relies solely on barrel and endcap7106

calorimeters. The increasing mass reach of the HL-LHC for many searches requires7107

resolving substructure in jets with significantly higher boost. Since the substructure of7108

jets is sensitive to pileup interactions, at the HL-LHC, jet substructure reconstruction7109

becomes particularly challenging due to the higher number of pileup interactions.7110

Figure B.23 shows a comparison of jet substructure observables for jets reconstructed7111

with the particle flow algorithm and PUPPI pileup suppression in the barrel calori-7112

meter (jet |h| < 0.7) and in the endcap calorimeter (1.9 < |h| < 2.4) with the Phase7113

0 (PU=35) and Phase II (PU=200) detectors and pileup conditions. The number of jet7114

constituents of quark/gluon jets in a QCD multijet simulation in Fig. B.23 (a) demon-7115

strates the ability to reconstruct observables for quark and gluon jet identification. In7116

the barrel region, the number of constituents slightly decreases in Phase II compared7117

to Phase 0. However, a significant increase of constituents is observed in the endcap7118

region which may be attributed to the higher granularity of the endcap calorimeter and7119

the higher number of pileup interactions. The softdrop jet mass resolution in Fig. B.237120

(b) is degraded for the Phase 2 scenario in both barrel and endcap regions of the de-7121

tector, particularly at low pT due to the high number of pileup interactions. However,7122

comparing barrel and endcap regions, the Phase II upgrade allows to achieve in the7123

endcap region a jet mass resolution similar to the barrel region across a large range of7124

pT. The t3/t2 distributions of top jets in G⇤ ! tt̄ and quark/gluon jets in QCD multijet7125

simulation in Fig. B.23 (c) demonstrate excellent performance of the endcap calorime-7126

same signal-background discrimination 
over full eta acceptance
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• Granularity/segmentation and precision timing are expected to give a major improvement 
to objects reconstruction and ID, in 200PU 

• Positive indications of detector performance 
- as obtained from preliminary reconstruction 

• Improved particle-flow can bring major gain to physics performance  
=> all the ingredients are there  
=> the pf reconstruction (not fully in place) is definitely worth investing 

• Phase2 calorimeters contribute to potential improved L1 trigger performance  
=> improve and extent calo algorithms to provide the highest level of information to the  
L1 correlator 
=> most of the tasks in charge of the L1 correlator 

• Very interesting phase to develop creative new ideas  
=> fundamental for (calorimeter performance) Physics results  in 10years of HL-LHC

In summary
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• TDR for Phase2 CMS detectors 
- HGCAL 
- barrel calorimeters 
- tracker 

• Performance studies within the CMG-HGCAL group 

• Performance studies within the UPSG group 

• DISCLAIMER: many plots are just preliminary and/or not the most updated

Reference
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• Silicon can sustain high radiation levels  
- Fluence at η=3 in HGCAL ~ same as pixel inner layer  

=> profit from extensive R&D in the past 20 years  
for Trackers and Pixels 

- complementary studies for neutrons irradiation  
up to 1016 n/cm2  
Fluence dominated  
by charged hadrons in the tracker,  
while by neutrons in the HGCAL 

• Radiation effects are well understood and reproducible and can be partly mitigated by  
low T operation (-30 ºC for full HGCAL)

Silicon for radiation hardness

22 Chapter 2. Active elements

Figure 2.1: Signal (ke�) extracted from transient current technique measurements, described in
Section 7.1.3, for samples of diodes, after a range of neutron fluence bracketing the maximum
expected exposure after 3000 fb�1. The arrows indicate the thickness of the different samples,
the corresponding MIP charge yield before irradiation, and the range of fluence to which each
sample was exposed. The charge collection results are shown at 600 V and 800 V for the ddFZ
diodes of 300 µm, 200 µm and 120 µm nominal thickness, at 600 V for the 100 µm epitaxial, and
at 300 V for the 50 µm epitaxial diodes.

1.2. Requirements for the HGCAL upgrade 15

Figure 1.2: Fluence, parameterized as a fluence of 1 MeV equivalent neutrons, accumulated in
HGCAL after an integrated luminosity of 3000 fb�1, simulated using the FLUKA program, and
shown as a two-dimensional map in the radial and longitudinal coordinates, r and z.

1.2 Requirements for the HGCAL upgrade267

Preserving good performance over the full lifetime will require good (a few percent) inter-cell268

calibration. Adequate calibration accuracy can best be achieved if minimum-ionizing particles269

(MIPs) can be cleanly detected in each cell. This requires a good signal-to-noise ratio (S/N) for270

MIPs after 3000 fb�1, necessitating the use of low capacitance silicon cells, of a small size (⇠271

0.5 � 1 cm2), and scintillator cells of a small enough size for high light collection efficiency and272

S/N, resulting in a high lateral granularity. Fine longitudinal sampling is needed to provide273

good energy resolution, especially when using thin active layers (100–300 µm thick Si sensors).274

The fine lateral and longitudinal granularity leads to a high cell count. The main additional275

requirements for the HGCAL upgrade can be summarized as follows:276

• radiation tolerance: fully preserve the energy resolution after 3000 fb�1, requiring277

good inter-cell calibration (⇡ 3%) using minimum-ionizing particles,278

• dense calorimeter: to preserve lateral compactness of showers,279

• fine lateral granularity: for low energy equivalent of electronics noise so as to give a280

high enough S/N to allow MIP calibration, to help with two shower separation and281

the observation of narrow jets, as well as limiting the region used for energy mea-282

surement to minimize the inclusion of energy from particles originating in pileup283

interactions,284

• fine longitudinal granularity: enabling fine sampling of the longitudinal development285

of showers,286

• precision measurement of the time of high energy showers: to obtain precise timing from287

each cell with a significant amount of deposited energy, aiding rejection of energy288

from pileup, and the identification of the vertex of the triggering interaction,289

26 Chapter 2. Active elements

Figure 2.5: Layout of a layer where only silicon sensors are present, the 9th layer of CE-E.
The division into six 60�cassettes is shown by the alternating colours. The two radial changes
in darkness of colour indicate the changes in silicon thickness. The inner and outer radii are
32.8 cm and 160 cm respectively.

100µm

200µm

300µm
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• Chosen design a full disk option for all the 3 sections 
- with full disks of active material alternating full disks of absorber 

• Example of cassette structure for Si module in EE section: 
- is built up on either side of a 6 mm-thick copper cooling-plate

Longitudinal segmentation
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HGCal mechanics and cassettes design: EE
• Chosen design a full disk option for all the 3 sections 
- with full disks of active material alternating full disks of absorber 

• Example of cassette structure for Si module: 
- is built up on either side of a 6 mm-thick copper cooling-plate
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Figure 2.  Transverse cross-section of the EC illustrating the spacers in the full-disk design[2]. 
 

 
Figure 3.  Alternate arrangement of spacers in a full-disk design[3]. 
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Figure 3.25: (Left) Module, consisting of printed circuit board, silicon sensors, and baseplate.
(Right) Sketch of modules mounted either side of a copper and tungsten absorber/cooling
plate, showing the longitudinal arrangement of a double layer.

Figure 3.26: Protection of the wire bonds which connect the sensor pads to the PCB through
holes in the PCB.
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14 double-sided layers  
=> 28 total sampling 
absorbers:  

- Cu (6mm) + Cu/W (1.4mm) 
- Pb (2mm) with SS clad (2x 0.3mm)

12 single-sided layers  
=> 12 total sampling 
absorbers:  

- Cu (6mm) + Cu/W (1.4mm) 
- SS (35mm)

12 single-sided layers  
=> 12 total sampling 
absorbers:  

- Cu (6mm) 
- SS (68mm)

CE-E CE-H 1st CE-H 2nd
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• Mixed scintillator-silicon geometry to guarantee calibration with MIPs throughout its life 

• Plastic scintillator tiles used in low radiation area, with cell size function of R:  
- to maximize signal at highest radiation where SiPM noise is bigger 
- match the EB 5º cells and 4cm2 trigger cells in the Silicon HGCAL  
- guarantee Silicon coverage for |η| > 2.4  

• Scintillator readout with SiPMs coupled directly to scintillating tiles 
=> same SiPM as for Barrel HCAL upgrade => profit from experience and tests

Longitudinal segmentation

Arabella Martelli 31/05/17

HGCal mechanics and cassettes design: FH+BH
• Example of cassette structure for mixed scintillator/Si geometry 
- for BH scintillator readout with SiPMs coupled directly to scintillating tiles
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Example of mixed scintillator/Si geometry

3 May 2017
HGCAL working afternoon

η = 2.9

η = 1.6
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Figure 2.14: Signal-to-noise ratio for a MIP, after an integrated luminosity of 3000 fb�1, shown
as a two-dimensional map in r and z. The region, at larger z and r, in which SiPMs mounted
on scintillator tiles can provide S/N(MIP) > 5 after 3000 fb�1 is outlined.

2.1. Silicon sensors 27

Table 2.3: Sensor cells in layers with both silicon and scintillator in CE-H, showing cell size
and S/N for a MIP before and after an integrated luminosity of 3000 fb�1. The area shown is
the total for two endcaps. The S/N(MIP) varies as a function of the cell size for the scintillator
cells, and varies with fluence for all cells after 3000 fb�1, and only the lowest values are given.
The approximate inner and outer radii of the regions are given for guidance.

Scintillator Si Si
Sensor thickness 3 mm 300 µm 200 µm
Area (m2) 480 71 15
Largest lifetime dose (Mrad) < 0.3 30 100
Largest lifetime fluence ( neq/cm2) 8⇥1013 6⇥1014 2.5⇥1015

Largest outer radius (cm) ⇠ 235 ⇠ 160 ⇠ 100
Smallest inner radius (cm) ⇠ 90 ⇠ 80 ⇠ 45
Cell size (cm2) 2 ⇥ 2 to 1.18 1.18

5.5 ⇥ 5.5
Initial S/N for MIP � 5 11 6
Smallest S/N(MIP) after 3000 fb�1 5 4.7 2.3

2.1.3 Sensor production496

In order to reduce the risks associated with the production of 600 m2 of silicon sensors required497

for the HGCAL, we have been pursuing a similar dual source strategy as already taken by both498

the CMS and ATLAS Tracker sensor production, with each company able to produce the full499

quantity of sensors should the need arise. The qualification of suitable companies in under way500

within the framework of an ongoing CERN market survey [7]. This has resulted in the identifi-501

cation of three potentially suitable companies matching the required profile for the production502

of the 8” HGCAL sensors, which will be subject to a further technical qualification.503

We have received numerous 6” and 8” sensors which are listed in Tables 7.1, 7.2, and 7.3.504

The Japanese company Hamamatsu Photonics K.K. (HPK) is the longstanding and, at present,505

the only qualified high-volume producer for 6” sensors. In light of the interest of 8” sensors for506

the HGCAL project, HPK has implemented this technology on 8” production lines and has be-507

gun delivery of full size 8” demonstrator sensors, with similar design and characteristics to the508

HGCAL sensors. These sensors demonstrate that the process quality achieved with the 8” pro-509

duction lines is of the same standard as that of the well-established 6” production lines. These510

demonstrator sensors were produced with the so called ’stepper’ technique for the lithogra-511

phy steps, while large scale production will use a full wafer lithography process. The stepper512

technology for photolithography uses small masks to consecutively expose small reticles on513

the wafer. This results in excellent photolithography, but limits the geometry of the cell and514

the periphery. The specifications for the full wafer lithography presently being implemented515

by HPK on the 8” production line are fully consistent with those used for sensor production on516

the reference 6” line, and HPK is therefore confident that this change of process will not have517

any effect on the resulting sensor quality and characteristics.518

The European semiconductor vendor Infineon (IFX) produced several batches of AC-coupled519

strip sensors, both on 6” and 8” technology for the CMS Tracker [8]. Starting from this project,520

they also manufactured a first prototype batch for the HGCAL using a realistic geometry, with521

encouraging results so far for 300 µm thick sensors. In parallel with continued optimization of522
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d layer of CE-H.
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• 2016 campaign: test Si (200µm) performance with electron showers

HGCAL beam test
5.3. Trigger simulation and performance 91
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Figure 5.20: Energy and position resolution: (left) relative energy resolution as a function of the
electron energy in data and simulated showers, for test beams at FNAL and CERN; and (right)
residual width of the x-coordinate reconstruction at a depth of 6 X0 as a function of incident
electron energy.

precision. For the full sensor we used a variety of incident electron energies. In Fig. 5.21 the1909

resolutions of the time difference for the 300 µm p-on-n diodes and full sensors are shown, as1910

functions of the effective signal-to-noise ratio (S/N)eff, defined by:1911

(S/N)eff =
(S/N)ref(S/N)nq
(S/N)2

ref + (S/N)2
n

(5.1)

where (S/N)ref is the signal-to-noise ratio in a reference cell, and (S/N)n is the signal-to-noise1912

ratio in the cell under study. The plots shows that the intrinsic timing resolution does not1913

significantly depend on the fluence at a given S/N ratio, and is better than 20 ps for S/N > 100,1914

for diodes and full hexagonal sensors. The n-on-p diodes showed very similar performance.1915

During the second half of 2018 we aim to equip a prototype mimicking the full CE-E (28 lay-1916

ers) and twelve CE-H silicon layers, with at least four hexagonal modules equipped with the1917

SKIROC2-CMS-based ASIC, totalling at least 76 modules. The CALICE AHCAL will again1918

complement the silicon sections to provide the required hadronic depth. Not only will this1919

provide calorimetric performance, but it will also allow the time evolution of hadronic show-1920

ers to be measured to a precision of the order of 100 ps. Further prototype modules, using1921

different variants of sensor size and granularity coupled to new PCBs will go through exten-1922

sive laboratory-based tests and go to beams for tests with particles when appropriate. When1923

new ASICs become available, these will also be used, as will the rest of the final powering and1924

readout chain when these things become available. With beams at CERN not being available1925

in 2019/2020, facilities at FNAL and DESY will be increasingly valuable.1926
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Figure 5.21: Left: Resolution on the time difference between unirradiated and irradiated diodes
as a function of (S/N)eff for 300 µm thick n-on-p diodes; Right: Resolution on the time dif-
ference between neighbouring hexagonal cells of a 6” 300 µm thick p-on-n hexagonal silicon
sensor, also as a function of (S/N)eff.

5.3 Trigger simulation and performance1927

5.3.1 TPG primitives1928

As described in Section 3.2, the output of the TPG, i.e. the trigger “primitives”, will be a list of1929

3D clusters and an h, f transverse energy map for each endcap. The algorithms used to produce1930

these primitives from the trigger raw data sent from the on-detector FE electronics will run in1931

FPGAs mounted on the off-detector BE TPG boards. In particular for the 3D clusters, there are1932

many possible algorithms that could be implemented in the hardware. Therefore, there will1933

be a continuous development to optimise these algorithms up to and beyond the start of HL-1934

LHC. Many characteristics of the 3D clusters are also calculated, such as fractions of energy1935

in the CE-E and CE-H, shower widths and depths, internal structure such as local maxima1936

(indicating multiple overlapping particles), etc.1937

The TPG does not produce a trigger decision itself. The primitives will be used as input to1938

the central L1 correlator, which defines and creates the actual triggers for the experiment. The1939

definitions of the triggers used will also be developed throughout the next decade. As such,1940

the information currently planned to be stored for each cluster (as described in Section 8.3) will1941

evolve, as more is learned of the best cluster-related quantities to use. The results below are1942

therefore based on a snapshot of the current assumptions for the primitives.1943

5.3.2 HGCAL-only trigger performance1944

One measure of the TPG primitives performance is to study possible model trigger algorithms1945

that could be formed using only the TPG information. The final L1 triggers will use significant1946

extra information, as the central L1 correlator has data from the tracker, the barrel calorimeters,1947

and muon systems to enhance the selectivity. The triggers described here examine the perfor-1948

mance of the 3D cluster primitives, as the energy map primitives have not yet been integrated1949

into trigger algorithms. The algorithms presented provide an indication of the resolution, effi-1950

ciencies and background rates achieved in the absence of the extra information. The results are1951

presented using object thresholds similar to those listed in the trigger menu detailed in Table1952
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Figure 5.21: Left: Resolution on the time difference between unirradiated and irradiated diodes
as a function of (S/N)eff for 300 µm thick n-on-p diodes; Right: Resolution on the time dif-
ference between neighbouring hexagonal cells of a 6” 300 µm thick p-on-n hexagonal silicon
sensor, also as a function of (S/N)eff.

5.3 Trigger simulation and performance1927

5.3.1 TPG primitives1928

As described in Section 3.2, the output of the TPG, i.e. the trigger “primitives”, will be a list of1929

3D clusters and an h, f transverse energy map for each endcap. The algorithms used to produce1930

these primitives from the trigger raw data sent from the on-detector FE electronics will run in1931

FPGAs mounted on the off-detector BE TPG boards. In particular for the 3D clusters, there are1932

many possible algorithms that could be implemented in the hardware. Therefore, there will1933

be a continuous development to optimise these algorithms up to and beyond the start of HL-1934

LHC. Many characteristics of the 3D clusters are also calculated, such as fractions of energy1935

in the CE-E and CE-H, shower widths and depths, internal structure such as local maxima1936

(indicating multiple overlapping particles), etc.1937

The TPG does not produce a trigger decision itself. The primitives will be used as input to1938

the central L1 correlator, which defines and creates the actual triggers for the experiment. The1939

definitions of the triggers used will also be developed throughout the next decade. As such,1940

the information currently planned to be stored for each cluster (as described in Section 8.3) will1941

evolve, as more is learned of the best cluster-related quantities to use. The results below are1942

therefore based on a snapshot of the current assumptions for the primitives.1943

5.3.2 HGCAL-only trigger performance1944

One measure of the TPG primitives performance is to study possible model trigger algorithms1945

that could be formed using only the TPG information. The final L1 triggers will use significant1946

extra information, as the central L1 correlator has data from the tracker, the barrel calorimeters,1947

and muon systems to enhance the selectivity. The triggers described here examine the perfor-1948

mance of the 3D cluster primitives, as the energy map primitives have not yet been integrated1949

into trigger algorithms. The algorithms presented provide an indication of the resolution, effi-1950

ciencies and background rates achieved in the absence of the extra information. The results are1951

presented using object thresholds similar to those listed in the trigger menu detailed in Table1952
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Selected result
• Energy resolution: good agreement between data and simulation 

• CERN and FNAL data show different trend vs energy  
=> indication of  the different shower sampling in the two setups 

• Limit in the longitudinal sampling with 8 layers (CERN test) and 16 layers (FNAL test)  
=> limit in the possible energy  
resolution achievable 

• 3d clustering also validated with TB data (CERN) 
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tion, for test beams at FNAL and CERN.
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• Radial profile of jets in the 3 HGCAL sections 

• Response and resolution for quark jets (small degradation, but compatible for gluon jets)

Jets from calorimeter alone
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Figure 5.12: Jet energy response, the reconstructed ET divided by that generated, as a func-
tion of generated jet pT for jets (1.8 < |h| < 2.8) reconstructed using anti-kT algorithm with
three different values of R; with (left) no r correction applied, and (right) after applying a r
correction.
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Figure 5.13: Jet energy resolution as a function of generated jet pT for jets (1.8 < |h| < 2.8)
reconstructed using anti-kT algorithm with three different values of R; with (left) no r correction
applied, and (right) after applying a r correction.
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tion of generated jet pT for jets (1.8 < |h| < 2.8) reconstructed using anti-kT algorithm with
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Figure 5.13: Jet energy resolution as a function of generated jet pT for jets (1.8 < |h| < 2.8)
reconstructed using anti-kT algorithm with three different values of R; with (left) no r correction
applied, and (right) after applying a r correction.
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• Match track propagation with signal in 1 or 1+6 cells 
- 0.5 < charge per cell < 3MIP and  summed charge per layer < 3MIP 
- ask for a minimum of consecutive layers in BH 

• Study with muons pT > 5GeV and plateau efficiency 97% (99% from tracking efficiency) 
- results solid against readout threshold (0.5MIP to 0.75MIP) and S/N with aged detector 

• Effect of slow neutrons evaluated with simulation and calculation with first principle 
=> found negligible (≈ few permill probability)

Muon ID  (2 < |η| < 2.8)
5.1. Reconstruction and detector performance 85
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Tracker material budget

12.2. Local reconstruction performance 271
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Figure 12.1: Material budget inside the tracking volume estimated in units of nuclear interac-
tion lengths, comparing the Phase-1 (left) and the Phase-2 (right) detectors. The material in
front of the Inner Tracker sensors is shown in brown, that inside the Inner Tracker tracking
volume in yellow, that between IT and OT sensors in green, and that inside the Outer Tracker
tracking volume in blue. The histograms are stacked.

converters, and the subsequent optical fibres.

The material model was also included in the generation of the detector description in the
CMSSW framework, used for the simulation of physics events. In this conversion all material
surfaces are assigned three-dimensional volumes, with services being converted to cylinders
or discs of fixed thickness, and modules represented by a set of volumes, which differ for the
OT and IT, as already described in Section 6.1.

12.1.2 Material budget in units of nuclear interaction lengths

The material budget inside the tracking volume in units of radiation lengths has been shown in
Fig. 6.2 in Section 6.1. In Fig. 12.1 the material budget is provided in units of nuclear interaction
lengths.

12.2 Local reconstruction performance
12.2.1 Tuning of the digitizer parameters

”Digitization” refers to the process of simulating the electronic signals read out by the detector.
The energy deposit from Geant4 is converted into charges in the silicon bulk that are then
migrated to the surface of the sensor, and shaped by the electronics. Different sets of electronic
parameters are used in the digitizer, corresponding to the different types of readout electronics
for the pixel modules in the IT, the macro-pixel sensors in the OT PS modules, and the strip
sensors in the PS and 2S modules.

Prototype and full size 2S modules were studied in detail using pion and electron beams at
CERN and DESY (Section 9.2.5.3). The results were used to optimise the corresponding thresh-
old and cross-talk parameters in the digitizer. In Fig. 12.2 (left) the cluster size is plotted as a
function of the track incident angle. A cluster represents the interaction footprint of the charged
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• Energy resolution with upgraded detector

ECAL energy resolution

9.4. Energy and timing reconstruction 155
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Figure 9.15: Energy resolution for an EM shower in a 3⇥3 array of ECAL cells after 300, 1000,
3000, and 4500 fb�1. Left: |h|=0. Right: |h|=1.45

9.4.2 Time reconstruction

The precision measurement of the time of an ECAL signal pulse timing can be performed with
different methods taking into account a number of factors such as pileup, noise and radiation
damage effects. This section describes the performance of the algorithm used for ECAL timing
reconstruction in the legacy system adapted for new TIA pulse shape and increased sampling
frequency. It is called the “ratio method” [66]. This algorithm assumes the universal character
of the pulse shape that remains unchanged for all hits in the same ECAL channel. Variations
of pulse shapes from this average might arise from the non-linear response of the preamplifier
or from shower fluctuations. However, a timing resolution of better than 20 ps was obtained
at a test beam using prototype TIA electronics, as shown in Fig. 3.8 in Section 3. These re-
sults demonstrate the stability of the time reconstruction and validate the assumption of the
universal character of the signal pulse shape.

Figure 9.16 (left) shows the time structure of a typical signal pulse the front-end TIA (solid line).
The amplitude of the pulse, A, is shown as a function of the time difference T � Tmax, where
Tmax is defined as the time when the pulse reaches its maximum value, Amax. The pulse is then
digitized with 160 MHz sampling frequency, providing a discrete set of amplitude measure-
ments (red dots). The ECAL time reconstruction is defined as the measurement of Tmax using
the set of available readout samples.

An alternative representation of the pulse shape is provided by a ratio variable, defined as
R(T) = A(T)/A(T + 6.25 ns). Figure 9.16 (right) shows the measured pulse shape using the
variable T � Tmax , plotted as a function of R(T). In view of the universal character of the pulse
shape, this representation is independent of Amax. It can be described with a simple polynomial
parameterization. The corresponding parameters can be determined in electron test beams for
a representative set of ECAL crystals or measured in data.

Each pair of consecutive samples gives a measurement of the ratio Ri = Ai/Ai+1, from which
an estimate of Tmax,i can be extracted, with Tmax,i = Ti � T(Ri). Here Ti is the time when the
sample i was taken and T(Ri) is the time corresponding to the amplitude ratio Ri, as given by
the parameterization corresponding to Fig. 9.16 (right). The uncertainty on each Tmax,i mea-

shower contained in 3x3
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Tmax is defined as the time when the pulse reaches its maximum value, Amax. The pulse is then
digitized with 160 MHz sampling frequency, providing a discrete set of amplitude measure-
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• Expect worst performance from calo-only MET at PU 200 
• Fundamental to tune reconstruction with full CMS information

MET
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Figure B.21: The PUPPI Emiss
T distribution with the Phase 2 detector for average pileup of 200

in Z ! µµ events. The PUPPI Emiss
T distribution in Run 2 is shown in red.
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Figure B.22: Response corrected perpendicular (left) and parallel (right) recoil component reso-
lution for Z ! µ+µ� events as a function of the pileup density in events/mm for PUPPI Emiss
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Red dashed lines indicate the performance achieved in Run 2.
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• Same performance as in Run2 at high pT  
=> deficit for electrons at low pT, due to un-tuned reconstruction 

• Resolution for single photons

EB electron - photon performance

160 Chapter 9. Detector performance

Section 2.2. The scenarios considered in the simulations correspond to different values of inte-
grated luminosity and ageing of the Barrel calorimeter, such as 300 fb�1, 1000 fb�1, 3000 fb�1,
and 4500 fb�1. In all cases the pileup amounts to 200 interactions per crossing. The results from
studies of electron, photon, tau, jet and b tagging performance obtained with the CMSSW full
event simulation for different ageing and pileup scenarios are presented in this section.

9.6.1 Electrons and Photons

Electron and Photon reconstruction

In the barrel the electron reconstruction uses a combination of information from the EB, HB,
and the tracker. It is discussed in detail in Ref. [67]. In the HL-LHC upgrade, the tracking per-
formance has been shown to be similar or better than the legacy performance [68]. It is expected
that the main challenge will be in the seed forming step, which is sensitive to the ageing in the
calorimeters. The efficiencies for reconstructing electrons with 200 pileup interactions in four
ageing scenarios are shown in Fig. 9.20. Additionally, the reconstruction efficiencies in Run-2
(2016) conditions, as well as the 1000 fb�1 ageing scenario with no pileup, is shown. The per-
formance is maintained with age, despite the preliminary tuning of the clustering parameters,
to which the electron efficiency at low pT is quite sensitive.
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Figure 9.20: Electron reconstruction efficiency for several ECAL barrel ageing conditions. The
efficiency is defined as the number of reconstructed electrons matched within DR(h, f) < 0.1
of a generated electron, divided by the number of generated electrons within the acceptance
region |h| < 1.4. The electrons were generated with a uniform distribution in transverse mo-
mentum.

The photon reconstruction is discussed in detail in Ref. [69]. The decline of the photon recon-
struction efficiency is primarily caused by the worsening of the ECAL clustering performance.
The efficiency for reconstructing photons with 200 pileup interactions in four ageing scenar-
ios is shown in Fig. 9.21. The impact of pileup and ageing can be further mitigated with the
optimization of the clustering algorithm.

Photon energy resolution

The energy resolution of a reconstructed photon arises from three sources: fluctuations due to
photon shower containment, calorimeter resolution, and local pileup energy fluctuations. The
degradation in calorimeter resolution is mainly due to pileup rather than detector ageing, even
after 4500 fb�1 of integrated luminosity. The reconstruction is not optimized for conditions
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Figure 9.21: Photon reconstruction efficiency for several ECAL barrel ageing conditions. The
efficiency is defined as the number of reconstructed photons matched within DR(h, f) < 0.1 of
a generated prompt photon from H ! gg events, divided by the number of generated photons
within the acceptance region |h| < 1.4.

with 200 pileup events. However, a simple method to mitigate the effect of the pileup contri-
bution has been developed in order to evaluate the performance of the detector in the context
of physics analysis. The energies of the top n most energetic crystals in the supercluster are
summed rather than the entire cluster. The working point n = 15 has been chosen as the opti-
mum balance between loss of shower containment at small n and larger pileup contributions at
large n. This n = 15 method is used in the following sections as the photon reconstruction algo-
rithm (max15). The resolution obtained for all photons with this method is shown in Fig. 9.22.
The resolution is improved if we consider only the subset of unconverted photons using the
same method, as shown in Fig. 9.23. In order to have an idea of the ultimate resolution achiev-
able once all the algorithms are optimized for conditions with 200 pileup events, it is worth
looking at the resolution of the unconverted photons using the sum of the energy in a 3 by 3
region around the seed crystal of the photon supercluster (E3⇥3), as shown in Fig. 9.24
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Figure 9.22: Single photon energy resolution as a function of pT and ageing scenario, for sim-
ulated photon gun samples with 200 pileup events. The photon energy is estimated using the
sum of the energy of the 15 most energetic crystals in the photon supercluster (max15).

The energy resolutions obtained for the various photon categories and the different detector
ageing conditions are summarized in Table 9.1.
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Figure 9.23: Single photon energy resolution, for unconverted photons, as a function of pT
and ageing scenario, for simulated photon gun samples with 200 pileup events. The photon
energy is estimated using the sum of the energy of the 15 most energetic crystals in the photon
supercluster (max15).
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Figure 9.24: Single photon energy resolution, for unconverted photons, as a function of pT and
ageing scenario, for simulated photon gun samples with 200 pileup events. The photon energy
is estimated using the sum of the energy of the 3 ⇥ 3 region around the seed crystal in the
photon supercluster (E3⇥3).

Table 9.1: Single photon energy resolutions for simulated photon gun samples with various
detector conditions and photon categories.

Detector conditions Photon category seff(E)/E
pg

T = 50 GeV pg
T = 100 GeV

Pileup 200, 300 fb�1 ageing E3⇥3, unconverted photons 1.8% 1.5%
max15, all photons 2.5% 1.6%

Pileup 200, 1000 fb�1 ageing E3⇥3, unconverted photons 2.1% 1.6%
max15, all photons 2.7% 1.7%

Pileup 200, 3000 fb�1 ageing E3⇥3, unconverted photons 3.0% 2.2%
max15, all photons 4.8% 2.5%

Pileup 200, 4500 fb�1 ageing E3⇥3, unconverted photons 3.9% 2.8%
max15, all photons 6.0% 3.6%
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• Gain at low pT, improved particle-flow (reject fakes) in particular at high eta

Vtx efficiency
6.4. Physics object performance 111
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Figure 6.15: Efficiency of finding the generated primary vertex (PV) of the hard interaction,
as a function of the leading jet pT in simulated multi-jet events with � 2 jets. The leading jet,
i.e. the jet with highest pT, is contained in the |h| range 0–1.5 (left), 1.5–2.5 (centre), or 2.5–3.5
(right). The PV identification efficiency increases with the leading jet pT and decreases for
higher pileup. The efficiencies are shown for PU = 0 (black triangles), 140 (red squares), and
200 (green points).
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Figure 6.16: Performance of the b tagging in simulated tt events, expressed as misidentification
probability for light jets (udsg) as a function of the b jet tagging efficiency. Jets with pT > 30 GeV
are considered in three |h| ranges: 0–1.5, 1.5–2.5, and 2.5–3.5. The cMVAv2 and DeepCSV
b tagging algorithms are used for jet |h| within 0–1.5 and 1.5–3.5, respectively. As compared
to events without pileup (grey), the performance remains good at PU = 140 (red) or even 200
(green). The extension of the pixel detector provides b tagging capability in the high |h| region
(|h| > 2.5).

function of pseudorapidity is mainly related to the tracking resolution (Fig. 6.12), though some
dependence arises from the use of b tagging algorithms which are not optimized for the Phase-2
conditions. The increased acceptance of the pixel detector provides b tagging capability also in
the high |h| region (|h| > 2.5). The efficiencies for b and c jets, for a fixed mistag rate, are shown
in Fig. 6.17 as a function of jet momentum and for different pseudorapidity bins. As compared
to events without pileup, the b jet tagging efficiencies remain high at PU = 140 or 200. Finally
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Figure B.13: Efficiency to reconstruct the hard interaction vertex and to identify it correctly as
the signal primary vertex (PV), as a function of the leading jet pT in simulated multi-jet events
with � 2 jets. The leading jet, i.e. the jet with highest pT, is contained in the |h| range 0–1.5
(left), 1.5–2.5 (centre) or 2.5–3.5 (right). The PV signal identification efficiency increases with
the leading jet pT. As compared to events without pileup (black triangles), it is slightly reduced
at PU = 200 (green squares).

of many physics processes.7029

Two b-tagging algorithms are used for the Phase-2 studies presented here: the “cM-7030

VAv2” algorithm, relying on a boosted decision tree [? ], and the “DeepCSV” algo-7031

rithm, based on a deep neural network [72]. Both have been trained on Run 2 sim-7032

ulation with an ideal Phase-1 pixel detector, but they were not specifically tuned for7033

the Phase-2 detectors. In order to provide the best b jet identification, cMVAv2 and7034

DeepCSV are applied here within the pseudorapidity ranges |h| < 1.5 and > 1.5, re-7035

spectively.7036

The choice of the primary interaction vertex (PV) is a critical component of the b-7037

tagging performance. The efficiency to reconstruct the hard interaction vertex and to7038

identify it correctly as the signal primary vertex is shown in Fig. B.13 as a function of7039

the leading jet pT in multi-jet events. As expected, the efficiency increases with the jet7040

momentum due to the presence of higher momentum tracks and it is smaller at high7041

pileup, especially in the forward region due to tracks from overlapping pileup jets.7042

The performance of the b-tagging is evaluated in tt events for jets with pT > 30 GeV.7043

The misidentification probability for light partons is shown in Fig. B.14 as a function7044

of the b jet tagging efficiency, for different |h| regions. The trend observed in b-tagging7045

performance as a function of pseudorapidity is mainly related to the tracking resolu-7046

tion, though some dependence arises from the use of b-tagging algorithms which are7047

not optimized for the Phase-2 conditions. The increased spatial acceptance of the pixel7048

detector provides b-tagging capability also for |h| > 2.5.7049

Figure B.15 shows both the light parton misidentification probability and the charm jet7050

tagging efficiency as a function of the b jet tagging efficiency. The pseudorapidity re-7051

gions of the Barrel (|h| < 1.5) and Endcap (1.5 < |h| < 3.0) calorimeters are separated.7052

The b-tagging benefits from the good jet reconstruction in both regions.7053

Using tt events generated and reconstructed with an average pileup of 200, the b jet7054

tagging efficiency is shown in Fig. B.16 as a function of the overall pileup density,7055

tracker TDR

HGCAL TDR
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• Improved efficiency with PU and at low pT, in particular in the very forward region

b/c tagging efficiency
112 Chapter 6. Expected Performance
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Figure 6.17: Tagging efficiencies for prompt b jets (filled symbols) and prompt c jets (open
symbols) as a function of the jet pT in simulated multi-jet events. The tagging efficiencies are
evaluated for an average misidentification probability of 0.01 for light jets (udsg) and are shown
for PU = 0 (black triangles), 140 (red squares), and 200 (green points). Three |h| ranges are con-
sidered: 0–1.5 (left), 1.5–2.5 (centre), and 2.5–3.5 (right). The cMVAv2 and DeepCSV b tagging
algorithms are used for jet |h| within 0-1.5 and 1.5-3.5, respectively.
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Figure 6.18: Efficiency of b jet tagging (with the cMVAv2 algorithm) as a function of the density
of pileup events along the beam axis (z). The b jet tagging efficiency is computed for a fixed
misidentification probability of light jets (udsg) of 0.01. Statistical uncertainties are shown.
Results are based on tt Monte Carlo simulation for Phase-2 conditions with an average pileup
of 140 (red) or 200 (green). The linear fit to the PU=140 and 200 values is superimposed.

the b tagging performance as a function of the overall pileup density, given in pp collisions
per mm along the z axis, is shown in Fig. 6.18 for 140 and 200 PU events. There is a slight
decrease of efficiency as a function of pileup density, and the efficiency is slightly smaller for
200 PU events as compared to 140. This dependence is moderate as compared to the Phase-1
conditions where a pileup density of 0.3-0.5 mm�1 is expected (for a b jet tagging efficiency of
about 0.82).

B.1. Physics object performance 319
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Figure B.17: Tagging efficiencies for prompt b jets (filled symbols) and prompt c jets (open
symbols) as a function of the jet pT in simulated multi-jet events. The tagging efficiencies are
evaluated for an average misidentification probability of 0.01 for light parton jets (udsg) and are
shown for PU = 0 (black triangles) and 200 (green squares). Three |h| ranges are considered: 0–
1.5 (left), 1.5–2.5 (centre), and 2.5–3.5 (right). The cMVAv2 and DeepCSV b-tagging algorithms
are used for jet |h| within 0-1.5 and 1.5-3.5, respectively.

algorithm studied here does not take any advantage of information furnished by the7085

high granularity of the endcap calorimeter and has room for much improvement.7086
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Figure B.18: (Left) Hadronic t Efficiency and (Right) Fake Probability as a function of h

B.1.6 Performance of Missing ET7087

Neutrinos and hypothetical weakly interacting neutral particles cannot be directly de-7088

tected by the CMS detector but their presence can be inferred from the momentum7089

imbalance in the plane transverse to the beam direction. The magnitude of the mo-7090

mentum imbalance vector is referred to as missing transverse energy and is denoted7091

by Emiss
T . The precise measurement of Emiss

T in the presence of a large number of pileup7092

interactions is crucial for measurements of the standard model physics involving Higgs7093

bosons, W bosons, and top quarks. Pileup interactions significantly degrade the Emiss
T7094
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• Account for pileup to worsen the isolation efficiency, for both signal and background  
- a reduction of 2.3% in identification efficiency for prompt photons applied in the barrel 
- a 10% reduction has been applied in the endcaps 

• b tagging efficiency from 69% to 74% per jet => increase of the signal efficiency by 15%, 
as well as of VH, ttH and bbH backgrounds 

• The Mγγ observable allows to separate the signal from non-resonant background but not 
form resonant single H boson background  

• The Mjj observable improves the separation between single H and HH signal

HH->γγbb (EB-TDR)

174 Chapter 9. Detector performance

) [GeV]γγM(
100 105 110 115 120 125 130 135 140 145 150

Ev
en

ts
/(1

 G
eV

)

50

100

150

200

250

300 Toy data

Total line shape

Nonresonant background

Single Higgs

SM HH Signal

 

 > 350 GeVHHm

High purity category

Simulation CMS  (14 TeV, PU=200)-13000 fb

M(jj) [GeV]
80 90 100 110 120 130 140 150 160

Ev
en

ts
/(5

 G
eV

)

100

200

300

400

500

600

700

800 Toy data

Total line shape

Nonresonant background

Single Higgs (x10)

SM HH Signal (x10)

 

 > 350 GeVHHm

High purity category

Simulation CMS  (14 TeV, PU=200)-13000 fb

Figure 9.36: The M(gg) (left) and M(jj) (right) distributions for ECAL ageing after 1000 fb�1 for
an integrated luminosity of 3000 fb�1. Note that some contributions are magnified by a factor
of 10 in order to be visible on the mjetjet distribution).

The cross section for the associated production of these electroweak particles has small cross
section (well below one picobarn), and can only be fully explored with the high luminosity
provided by the HL-LHC. Among all processes of electroweakino pair-production, the ec±

1 ec0
2

exhibits the highest cross section, and can lead to final states with multiple leptons (via virtual-
W and Z decays of the SUSY particles) for which very low background rates are expected.
However, since the higgsinos are almost mass degenerate in this class of SUSY models, the
leptons at the end of the decay chain of such proceses are expected to have very low pT. This
is demonstrated in Fig. 9.37 (left) where the pT distribution for the leading and the subleading
leptons, of one ec±

1 ec0
2 model with a Dm(ec±

1 , ec0
1) of 7.5 GeV, is presented. The mass splitting

between the higgsino states is typically smaller than 7.5 GeV, resulting in softer pT distributions.

In this search, events are selected if they contain exactly two reconstructed tight electrons or
muons with impact parameters smaller than 0.01 cm. This analysis is performed in
DELPHES [75] with an average of 200 pileup events.
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Figure 9.37: Left: Transverse momentum of leading (blue) and subleading (red) electron for the
ec±

1 ec0
2 signal point with Dm(ec±

1 , ec0
1) = 7.5 GeV. Right: Invariant mass of the two reconstructed

electrons for the same process.

The efficiency to reconstruct low pT electrons and their energy resolution is expected to highly
degrade in the current calorimeter due to the radiation-induced noise and pileup levels ex-

S. Jézéquel, HL-LHC/HE-LHC Workshop 2017  S. Jézéquel, HL-LHC/HE-LHC Workshop 2017   
                

7

Analysis strategy

7

HH significance expected at HL-LHC

S/√B ~O(2-0.3) per channel

Main selection criteria

Particle identification  

Single particle PT / h acceptance

Invariant mass  

Angles between particles

Cut flow vs MVA 

selection

+

Count vs fit methods

acceptance at high η can help  
the background rejection


