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Outline
•What the LHC was supposed to find 

•What we are currently dealing with 

•What we could do in 2035
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F U N D A M E N TA L  I N T E R A C T I O N SE X P L O R E

LHC:  a direct investigation of open questions 
on the Standard Model

•What is the origin of  the scale of  weak interactions? 

•Is there a dynamical origin for the parameters of  the SM? 

•Can we explain what 95% of  the Universe is made of ?
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MSUGRA/CMSSM 0 2-6 jets Yes 20.3 m(q̃)=m(g̃) ATLAS-CONF-2013-0471.7 TeVq̃, g̃

MSUGRA/CMSSM 1 e, µ 3-6 jets Yes 20.3 any m(q̃) ATLAS-CONF-2013-0621.2 TeVg̃

MSUGRA/CMSSM 0 7-10 jets Yes 20.3 any m(q̃) 1308.18411.1 TeVg̃

q̃q̃, q̃→qχ̃
0
1 0 2-6 jets Yes 20.3 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-047740 GeVq̃

g̃g̃, g̃→qq̄χ̃
0
1 0 2-6 jets Yes 20.3 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-0471.3 TeVg̃

g̃g̃, g̃→qqχ̃
±
1→qqW±χ̃

0
1

1 e, µ 3-6 jets Yes 20.3 m(χ̃
0
1)<200 GeV, m(χ̃

±
)=0.5(m(χ̃

0
1)+m(g̃)) ATLAS-CONF-2013-0621.18 TeVg̃

g̃g̃, g̃→qq(ℓℓ/ℓν/νν)χ̃
0
1

2 e, µ 0-3 jets - 20.3 m(χ̃
0
1)=0 GeV ATLAS-CONF-2013-0891.12 TeVg̃

GMSB (ℓ̃ NLSP) 2 e, µ 2-4 jets Yes 4.7 tanβ<15 1208.46881.24 TeVg̃

GMSB (ℓ̃ NLSP) 1-2 τ 0-2 jets Yes 20.7 tanβ >18 ATLAS-CONF-2013-0261.4 TeVg̃

GGM (bino NLSP) 2 γ - Yes 20.3 m(χ̃
0
1)>50 GeV ATLAS-CONF-2014-0011.28 TeVg̃

GGM (wino NLSP) 1 e, µ + γ - Yes 4.8 m(χ̃
0
1)>50 GeV ATLAS-CONF-2012-144619 GeVg̃

GGM (higgsino-bino NLSP) γ 1 b Yes 4.8 m(χ̃
0
1)>220 GeV 1211.1167900 GeVg̃

GGM (higgsino NLSP) 2 e, µ (Z) 0-3 jets Yes 5.8 m(H̃)>200 GeV ATLAS-CONF-2012-152690 GeVg̃

Gravitino LSP 0 mono-jet Yes 10.5 m(g̃)>10−4 eV ATLAS-CONF-2012-147645 GeVF1/2 scale

g̃→bb̄χ̃
0
1 0 3 b Yes 20.1 m(χ̃

0
1)<600 GeV ATLAS-CONF-2013-0611.2 TeVg̃

g̃→tt̄χ̃
0
1 0 7-10 jets Yes 20.3 m(χ̃

0
1) <350 GeV 1308.18411.1 TeVg̃

g̃→tt̄χ̃
0
1

0-1 e, µ 3 b Yes 20.1 m(χ̃
0
1)<400 GeV ATLAS-CONF-2013-0611.34 TeVg̃

g̃→bt̄χ̃
+

1 0-1 e, µ 3 b Yes 20.1 m(χ̃
0
1)<300 GeV ATLAS-CONF-2013-0611.3 TeVg̃

b̃1b̃1, b̃1→bχ̃
0
1 0 2 b Yes 20.1 m(χ̃

0
1)<90 GeV 1308.2631100-620 GeVb̃1

b̃1b̃1, b̃1→tχ̃
±
1 2 e, µ (SS) 0-3 b Yes 20.7 m(χ̃

±
1 )=2 m(χ̃

0
1) ATLAS-CONF-2013-007275-430 GeVb̃1

t̃1 t̃1(light), t̃1→bχ̃
±
1 1-2 e, µ 1-2 b Yes 4.7 m(χ̃

0
1)=55 GeV 1208.4305, 1209.2102110-167 GeVt̃1

t̃1 t̃1(light), t̃1→Wbχ̃
0
1

2 e, µ 0-2 jets Yes 20.3 m(χ̃
0
1) =m(t̃1)-m(W)-50 GeV, m(t̃1)<<m(χ̃

±
1 ) 1403.4853130-210 GeVt̃1

t̃1 t̃1(medium), t̃1→tχ̃
0
1

2 e, µ 2 jets Yes 20.3 m(χ̃
0
1)=1 GeV 1403.4853215-530 GeVt̃1

t̃1 t̃1(medium), t̃1→bχ̃
±
1 0 2 b Yes 20.1 m(χ̃

0
1)<200 GeV, m(χ̃

±
1 )-m(χ̃

0
1)=5 GeV 1308.2631150-580 GeVt̃1

t̃1 t̃1(heavy), t̃1→tχ̃
0
1

1 e, µ 1 b Yes 20.7 m(χ̃
0
1)=0 GeV ATLAS-CONF-2013-037200-610 GeVt̃1

t̃1 t̃1(heavy), t̃1→tχ̃
0
1 0 2 b Yes 20.5 m(χ̃

0
1)=0 GeV ATLAS-CONF-2013-024320-660 GeVt̃1

t̃1 t̃1, t̃1→cχ̃
0
1 0 mono-jet/c-tag Yes 20.3 m(t̃1)-m(χ̃

0
1 )<85 GeV ATLAS-CONF-2013-06890-200 GeVt̃1

t̃1 t̃1(natural GMSB) 2 e, µ (Z) 1 b Yes 20.3 m(χ̃
0
1)>150 GeV 1403.5222150-580 GeVt̃1

t̃2 t̃2, t̃2→t̃1 + Z 3 e, µ (Z) 1 b Yes 20.3 m(χ̃
0
1)<200 GeV 1403.5222290-600 GeVt̃2

ℓ̃L,R ℓ̃L,R, ℓ̃→ℓχ̃01 2 e, µ 0 Yes 20.3 m(χ̃
0
1)=0 GeV 1403.529490-325 GeVℓ̃

χ̃+
1
χ̃−
1 , χ̃

+

1→ℓ̃ν(ℓν̃) 2 e, µ 0 Yes 20.3 m(χ̃
0
1)=0 GeV, m(ℓ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) 1403.5294140-465 GeVχ̃±

1

χ̃+
1
χ̃−
1 , χ̃

+

1→τ̃ν(τν̃) 2 τ - Yes 20.7 m(χ̃
0
1)=0 GeV, m(τ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) ATLAS-CONF-2013-028180-330 GeVχ̃±

1

χ̃±
1
χ̃0
2→ℓ̃Lνℓ̃Lℓ(ν̃ν), ℓν̃ℓ̃Lℓ(ν̃ν) 3 e, µ 0 Yes 20.3 m(χ̃

±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, m(ℓ̃, ν̃)=0.5(m(χ̃

±
1 )+m(χ̃

0
1)) 1402.7029700 GeVχ̃±

1 ,
χ̃0
2

χ̃±
1
χ̃0
2→Wχ̃

0
1Zχ̃

0
1

2-3 e, µ 0 Yes 20.3 m(χ̃
±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, sleptons decoupled 1403.5294, 1402.7029420 GeVχ̃±

1 ,
χ̃0
2

χ̃±
1
χ̃0
2→Wχ̃

0
1h χ̃

0
1

1 e, µ 2 b Yes 20.3 m(χ̃
±
1 )=m(χ̃

0
2), m(χ̃

0
1)=0, sleptons decoupled ATLAS-CONF-2013-093285 GeVχ̃±

1 ,
χ̃0
2

Direct χ̃
+

1
χ̃−
1 prod., long-lived χ̃

±
1 Disapp. trk 1 jet Yes 20.3 m(χ̃

±
1 )-m(χ̃

0
1)=160 MeV, τ(χ̃

±
1 )=0.2 ns ATLAS-CONF-2013-069270 GeVχ̃±

1

Stable, stopped g̃ R-hadron 0 1-5 jets Yes 22.9 m(χ̃
0
1)=100 GeV, 10 µs<τ(g̃)<1000 s ATLAS-CONF-2013-057832 GeVg̃

GMSB, stable τ̃, χ̃
0
1→τ̃(ẽ, µ̃)+τ(e, µ) 1-2 µ - - 15.9 10<tanβ<50 ATLAS-CONF-2013-058475 GeVχ̃0

1

GMSB, χ̃
0
1→γG̃, long-lived χ̃

0
1

2 γ - Yes 4.7 0.4<τ(χ̃
0
1)<2 ns 1304.6310230 GeVχ̃0

1

q̃q̃, χ̃
0
1→qqµ (RPV) 1 µ, displ. vtx - - 20.3 1.5 <cτ<156 mm, BR(µ)=1, m(χ̃

0
1)=108 GeV ATLAS-CONF-2013-0921.0 TeVq̃

LFV pp→ν̃τ + X, ν̃τ→e + µ 2 e, µ - - 4.6 λ′
311

=0.10, λ132=0.05 1212.12721.61 TeVν̃τ
LFV pp→ν̃τ + X, ν̃τ→e(µ) + τ 1 e, µ + τ - - 4.6 λ′

311
=0.10, λ1(2)33=0.05 1212.12721.1 TeVν̃τ

Bilinear RPV CMSSM 1 e, µ 7 jets Yes 4.7 m(q̃)=m(g̃), cτLS P<1 mm ATLAS-CONF-2012-1401.2 TeVq̃, g̃

χ̃+
1
χ̃−
1 , χ̃

+

1→Wχ̃
0
1, χ̃

0
1→eeν̃µ, eµν̃e 4 e, µ - Yes 20.7 m(χ̃

0
1)>300 GeV, λ121>0 ATLAS-CONF-2013-036760 GeVχ̃±

1

χ̃+
1
χ̃−
1 , χ̃

+

1→Wχ̃
0
1, χ̃

0
1→ττν̃e, eτν̃τ 3 e, µ + τ - Yes 20.7 m(χ̃

0
1)>80 GeV, λ133>0 ATLAS-CONF-2013-036350 GeVχ̃±

1

g̃→qqq 0 6-7 jets - 20.3 BR(t)=BR(b)=BR(c)=0% ATLAS-CONF-2013-091916 GeVg̃

g̃→t̃1t, t̃1→bs 2 e, µ (SS) 0-3 b Yes 20.7 ATLAS-CONF-2013-007880 GeVg̃

Scalar gluon pair, sgluon→qq̄ 0 4 jets - 4.6 incl. limit from 1110.2693 1210.4826100-287 GeVsgluon

Scalar gluon pair, sgluon→tt̄ 2 e, µ (SS) 2 b Yes 14.3 ATLAS-CONF-2013-051350-800 GeVsgluon

WIMP interaction (D5, Dirac χ) 0 mono-jet Yes 10.5 m(χ)<80 GeV, limit of<687 GeV for D8 ATLAS-CONF-2012-147704 GeVM* scale

Mass scale [TeV]10−1 1
√
s = 7 TeV
full data

√
s = 8 TeV

partial data

√
s = 8 TeV
full data

ATLAS SUSY Searches* - 95% CL Lower Limits
Status: Moriond 2014

ATLAS Preliminary∫
L dt = (4.6 - 22.9) fb−1

√
s = 7, 8 TeV

*Only a selection of the available mass limits on new states or phenomena is shown. All limits quoted are observed minus 1σ theoretical signal cross section uncertainty.
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Selected CMS SUSY Results* - SMS Interpretation Moriond '17 - ICHEP '16

 = 13TeVs
CMS Preliminary

-1L = 12.9 fb -1L = 35.9 fb

LSP m⋅+(1-x)Mother m⋅ = xIntermediatem
For decays with intermediate mass,

0 GeV unless stated otherwise  ≈ 
LSP

 Only a selection of available mass limits. Probe *up to* the quoted mass limit for  m
*Observed limits at 95% C.L. - theory uncertainties not included
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*
*
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The model-dependent fits in all the SRs are then used to set limits on specific classes of SUSY mod-
els. The two searches presented in this document are combined such that the final combined observed
and expected 95% CL exclusion limits are obtained from the signal regions with the best expected CLs
value.

In Figure 13, limits are shown for two classes of simplified models in which only direct production
of light-flavour mass-degenerate squark or gluino pairs are considered. Limits are obtained by using
the signal region with the best expected sensitivity at each point. In these simplified model scenarios,
the upper limit of the excluded light-flavour squark mass region is 1.58 TeV assuming massless �̃0

1, as
obtained from the signal region RJR-S4. The corresponding limit on the gluino mass is 2.03 TeV, if
the �̃0

1 is massless, as obtained from the signal region Me↵-4j-3000. The best sensitivity in the region
of parameter space where the mass di↵erence between the squark (gluino) and the lightest neutralino is
small, is obtained from the dedicated RJR-C signal regions. In these regions with very compressed spectra
and where mass di↵erence < 50 GeV, squark (gluino) masses up to 650 GeV (1 TeV) are excluded.
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Figure 13: Exclusion limits for direct production of (a) light-flavour squark pairs with decoupled gluinos and (b)
gluino pairs with decoupled squarks. Gluinos (light-flavour squarks) are required to decay to two quarks (one quark)
and a neutralino LSP. Exclusion limits are obtained by using the signal region with the best expected sensitivity at
each point. Expected limits from the Me↵- and RJR-based searches separately are also shown for comparison. The
blue dashed lines show the expected limits at 95% CL, with the light (yellow) bands indicating the 1� excursions
due to experimental and background-only theoretical uncertainties. Observed limits are indicated by medium dark
(maroon) curves where the solid contour represents the nominal limit, and the dotted lines are obtained by varying
the signal cross-section by the renormalization and factorization scale and PDF uncertainties. Results are compared
with the observed limits obtained by the previous ATLAS searches with no leptons, jets and missing transverse
momentum [11].

In Figure 14, limits are shown for pair-produced light-flavour squarks or gluinos each decaying via an
intermediate �̃±1 to a quark (for squarks) or two quarks (for gluinos), a W boson and a �̃0

1. Two sets of
models of mass spectra are considered for each production. One is with a fixed m�̃±1 = (mq̃ + m�̃0

1
)/2 (or

(mg̃ +m�̃0
1
)/2), the other is with a fixed m�̃0

1
= 60 GeV. In the former models with squark-pair production,

mq̃ up to 1.15 TeV are excluded for a massless �̃0
1, and mg̃ up to 2.01 TeV with gluino-pair production.

These limits are obtained from the signal region RJR-G2b and Me↵-6j-2600, respectively. In the regions
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and expected 95% CL exclusion limits are obtained from the signal regions with the best expected CLs
value.

In Figure 13, limits are shown for two classes of simplified models in which only direct production
of light-flavour mass-degenerate squark or gluino pairs are considered. Limits are obtained by using
the signal region with the best expected sensitivity at each point. In these simplified model scenarios,
the upper limit of the excluded light-flavour squark mass region is 1.58 TeV assuming massless �̃0

1, as
obtained from the signal region RJR-S4. The corresponding limit on the gluino mass is 2.03 TeV, if
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1 is massless, as obtained from the signal region Me↵-4j-3000. The best sensitivity in the region
of parameter space where the mass di↵erence between the squark (gluino) and the lightest neutralino is
small, is obtained from the dedicated RJR-C signal regions. In these regions with very compressed spectra
and where mass di↵erence < 50 GeV, squark (gluino) masses up to 650 GeV (1 TeV) are excluded.
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and a neutralino LSP. Exclusion limits are obtained by using the signal region with the best expected sensitivity at
each point. Expected limits from the Me↵- and RJR-based searches separately are also shown for comparison. The
blue dashed lines show the expected limits at 95% CL, with the light (yellow) bands indicating the 1� excursions
due to experimental and background-only theoretical uncertainties. Observed limits are indicated by medium dark
(maroon) curves where the solid contour represents the nominal limit, and the dotted lines are obtained by varying
the signal cross-section by the renormalization and factorization scale and PDF uncertainties. Results are compared
with the observed limits obtained by the previous ATLAS searches with no leptons, jets and missing transverse
momentum [11].

In Figure 14, limits are shown for pair-produced light-flavour squarks or gluinos each decaying via an
intermediate �̃±1 to a quark (for squarks) or two quarks (for gluinos), a W boson and a �̃0

1. Two sets of
models of mass spectra are considered for each production. One is with a fixed m�̃±1 = (mq̃ + m�̃0

1
)/2 (or

(mg̃ +m�̃0
1
)/2), the other is with a fixed m�̃0

1
= 60 GeV. In the former models with squark-pair production,

mq̃ up to 1.15 TeV are excluded for a massless �̃0
1, and mg̃ up to 2.01 TeV with gluino-pair production.

These limits are obtained from the signal region RJR-G2b and Me↵-6j-2600, respectively. In the regions

35

S E A R C H E S  I N  F I N A L  S TAT E S  : H A R D

TeV

G L U I N O

S M

large S/B  [GeV]g~m
600 800 1000 1200 1400 1600 1800

 [G
eV

]
0 1χ∼

m

0

200

400

600

800

1000

1200

1400

1600

3−10

2−10

1−10

1

 (13 TeV)-12.3 fbCMS
  NLO+NLL exclusion

1
0
χ∼ q q → g~, g~ g~ →pp 

theoryσ 1 ±Observed 
experimentσ 1 ±Expected 

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
[p

b]



L E P T O N S + P H O T O N S + J E T S + M E T

LHC signals 

H A R D

TeV

H E AV Y  N E W  P H Y S I C S

S M

TeV

TeV

L E P T O N S + P H O T O N S + J E T S + M E T“ S O F T ”

S M - L I K E  N E W  P H Y S I C S

H A R D

L E P T O N S + P H O T O N S + J E T S + M E T



L E P T O N S + P H O T O N S + J E T S + M E T

LHC signals 

H A R D

TeV

H E AV Y  N E W  P H Y S I C S

S M

TeV

TeV

L E P T O N S + P H O T O N S + J E T S + M E T“ S O F T ”

S M - L I K E  N E W  P H Y S I C S

H A R D

L E P T O N S + P H O T O N S + J E T S + M E T

low S/B



L E P T O N S + P H O T O N S + J E T S + M E T

LHC signals 

H A R D

TeV

H E AV Y  N E W  P H Y S I C S

S M

TeV

TeV

L E P T O N S + P H O T O N S + J E T S + M E T“ S O F T ”

S M - L I K E  N E W  P H Y S I C S

H A R D

L E P T O N S + P H O T O N S + J E T S + M E T

low S/B

low S/B



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

theoσ / expσProduction Cross Section Ratio:   
0.5 1 1.5 2

CMS PreliminarySeptember 2017

All results at:
http://cern.ch/go/pNj7

γγ  0.12± 0.01 ±1.06 -15.0 fb
(NLO th.), γW  0.13± 0.03 ±1.16 -15.0 fb

(NLO th.), γZ  0.05± 0.01 ±0.98 -15.0 fb
(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb

WW+WZ  0.14± 0.13 ±1.01 -14.9 fb
WW  0.09± 0.04 ±1.07 -14.9 fb
WW  0.08± 0.02 ±1.00 -119.4 fb
WW  0.08± 0.05 ±0.96 -12.3 fb
WZ  0.06± 0.07 ±1.05 -14.9 fb
WZ  0.07± 0.04 ±1.02 -119.6 fb
WZ  0.07± 0.06 ±0.80 -12.3 fb
ZZ  0.07± 0.13 ±0.97 -14.9 fb
ZZ  0.08± 0.06 ±0.97 -119.6 fb
ZZ  0.05± 0.04 ±1.14 -135.9 fb

7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
13 TeV CMS measurement (stat,stat+sys) 

CMS measurements
 theory(NLO)vs. NNLO 
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Ok, let’s see  what we can do …
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FIG. 1. Fit to CMS [23] and ATLAS [25] dilepton invariant mass distributions measured at 8TeV. Left: comparison

of data and SM prediction. The error bars include the fractional experimental uncertainties, while the thickness of the SM

predictions include uncertainties from PDF and scale variation. The smaller error bars in the ATLAS plot show the systematic

uncertainties. We also show how the central value of the theoretical prediction changes when W varies within its 95% CL range.

Right: 95%CL constraints in the W-Y plane.
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where q is the four-momentum and s, c, and t are the sine,
cosine, and tangent of the Weinberg angle. All 4 parame-
ters are constrained at the few per-mill level, mainly from
precision data collected at LEP [42].

In view of these strong constraints, one might expect
that no progress is possible at the LHC since DY cross
sections, which are the best probes of Eq. (1), are mea-
sured with at best a few percent accuracy [22–25]. This
expectation is correct for Ŝ and T̂, which only appear on
the pole of the propagator, which is better constrained
at LEP. However, W and Y introduce constant terms in
the propagator, modifying the cross sections by a factor
that grows with energy as q2/m2

W . Neutral DY measure-
ments from the 8 TeV LHC [23, 25] have already achieved
10% accuracy at a center of mass energy q ⇠ 1 TeV,

1 These modified propagators encapsulate all new physics e↵ects
because they are written in the field basis where the vector boson
interactions with fermions are identical to those of the SM, once
expressed in terms of the input parameters ↵em, GF , and mZ .
This explains the mismatch with Ref. [8], where a di↵erent basis
is used.

where this enhancement factor is above 100. They could
thus be already sensitive to values of W and Y as small
as 10�3, outside the reach of LEP. Moreover, current
high-energy measurements are statistics-dominated, the
systematic component of the error being as small as 2%.
Big improvements are thus possible at 13 TeV thanks to
higher energy and luminosity.

The electroweak gauge boson propagators are modi-
fied by an e↵ective Lagrangian, L, containing the two
dimension-6 operators from the middle column of Ta-
ble I. These operators generate the W and Y parameters
of Eq. (1). The e↵ects of W and Y on DY are also cap-
tured by L0, which consists of the operators from the right
column of Table I. Here, JL and JY are the SU(2)L and
U(1)Y currents, and g1,2 are the corresponding couplings.
The current bilinears contain quark-lepton contact oper-
ators (a subset of those considered in Ref. [35]) which di-
rectly contribute to the DY amplitude with a term that
grows with the energy, mimicking the e↵ect of the mod-
ified propagators in Eq. (1). The e↵ective Lagrangian
L0 is obtained from L by field redefinitions, after trun-
cating operators that are higher order in W and Y and
with more derivatives. L and L0 are physically inequiv-
alent because of this truncation, however they agree in
the limits of small W and Y and/or low energy.

Current Limits and Future Prospects.— We com-
pute the tree-level neutral (pp ! l+l�) and charged
(pp ! l⌫) DY di↵erential cross sections with the modi-
fied propagators of Eq. (1). The di↵erential distribution
is integrated in dilepton invariant mass (for neutral DY)
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of data and SM prediction. The error bars include the fractional experimental uncertainties, while the thickness of the SM

predictions include uncertainties from PDF and scale variation. The smaller error bars in the ATLAS plot show the systematic

uncertainties. We also show how the central value of the theoretical prediction changes when W varies within its 95% CL range.

Right: 95%CL constraints in the W-Y plane.
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where q is the four-momentum and s, c, and t are the sine,
cosine, and tangent of the Weinberg angle. All 4 parame-
ters are constrained at the few per-mill level, mainly from
precision data collected at LEP [42].

In view of these strong constraints, one might expect
that no progress is possible at the LHC since DY cross
sections, which are the best probes of Eq. (1), are mea-
sured with at best a few percent accuracy [22–25]. This
expectation is correct for Ŝ and T̂, which only appear on
the pole of the propagator, which is better constrained
at LEP. However, W and Y introduce constant terms in
the propagator, modifying the cross sections by a factor
that grows with energy as q2/m2

W . Neutral DY measure-
ments from the 8 TeV LHC [23, 25] have already achieved
10% accuracy at a center of mass energy q ⇠ 1 TeV,

1 These modified propagators encapsulate all new physics e↵ects
because they are written in the field basis where the vector boson
interactions with fermions are identical to those of the SM, once
expressed in terms of the input parameters ↵em, GF , and mZ .
This explains the mismatch with Ref. [8], where a di↵erent basis
is used.

where this enhancement factor is above 100. They could
thus be already sensitive to values of W and Y as small
as 10�3, outside the reach of LEP. Moreover, current
high-energy measurements are statistics-dominated, the
systematic component of the error being as small as 2%.
Big improvements are thus possible at 13 TeV thanks to
higher energy and luminosity.

The electroweak gauge boson propagators are modi-
fied by an e↵ective Lagrangian, L, containing the two
dimension-6 operators from the middle column of Ta-
ble I. These operators generate the W and Y parameters
of Eq. (1). The e↵ects of W and Y on DY are also cap-
tured by L0, which consists of the operators from the right
column of Table I. Here, JL and JY are the SU(2)L and
U(1)Y currents, and g1,2 are the corresponding couplings.
The current bilinears contain quark-lepton contact oper-
ators (a subset of those considered in Ref. [35]) which di-
rectly contribute to the DY amplitude with a term that
grows with the energy, mimicking the e↵ect of the mod-
ified propagators in Eq. (1). The e↵ective Lagrangian
L0 is obtained from L by field redefinitions, after trun-
cating operators that are higher order in W and Y and
with more derivatives. L and L0 are physically inequiv-
alent because of this truncation, however they agree in
the limits of small W and Y and/or low energy.

Current Limits and Future Prospects.— We com-
pute the tree-level neutral (pp ! l+l�) and charged
(pp ! l⌫) DY di↵erential cross sections with the modi-
fied propagators of Eq. (1). The di↵erential distribution
is integrated in dilepton invariant mass (for neutral DY)
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FIG. 1. Fit to CMS [23] and ATLAS [25] dilepton invariant mass distributions measured at 8TeV. Left: comparison

of data and SM prediction. The error bars include the fractional experimental uncertainties, while the thickness of the SM

predictions include uncertainties from PDF and scale variation. The smaller error bars in the ATLAS plot show the systematic

uncertainties. We also show how the central value of the theoretical prediction changes when W varies within its 95% CL range.

Right: 95%CL constraints in the W-Y plane.
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where q is the four-momentum and s, c, and t are the sine,
cosine, and tangent of the Weinberg angle. All 4 parame-
ters are constrained at the few per-mill level, mainly from
precision data collected at LEP [42].

In view of these strong constraints, one might expect
that no progress is possible at the LHC since DY cross
sections, which are the best probes of Eq. (1), are mea-
sured with at best a few percent accuracy [22–25]. This
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that grows with energy as q2/m2

W . Neutral DY measure-
ments from the 8 TeV LHC [23, 25] have already achieved
10% accuracy at a center of mass energy q ⇠ 1 TeV,

1 These modified propagators encapsulate all new physics e↵ects
because they are written in the field basis where the vector boson
interactions with fermions are identical to those of the SM, once
expressed in terms of the input parameters ↵em, GF , and mZ .
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is used.

where this enhancement factor is above 100. They could
thus be already sensitive to values of W and Y as small
as 10�3, outside the reach of LEP. Moreover, current
high-energy measurements are statistics-dominated, the
systematic component of the error being as small as 2%.
Big improvements are thus possible at 13 TeV thanks to
higher energy and luminosity.

The electroweak gauge boson propagators are modi-
fied by an e↵ective Lagrangian, L, containing the two
dimension-6 operators from the middle column of Ta-
ble I. These operators generate the W and Y parameters
of Eq. (1). The e↵ects of W and Y on DY are also cap-
tured by L0, which consists of the operators from the right
column of Table I. Here, JL and JY are the SU(2)L and
U(1)Y currents, and g1,2 are the corresponding couplings.
The current bilinears contain quark-lepton contact oper-
ators (a subset of those considered in Ref. [35]) which di-
rectly contribute to the DY amplitude with a term that
grows with the energy, mimicking the e↵ect of the mod-
ified propagators in Eq. (1). The e↵ective Lagrangian
L0 is obtained from L by field redefinitions, after trun-
cating operators that are higher order in W and Y and
with more derivatives. L and L0 are physically inequiv-
alent because of this truncation, however they agree in
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pute the tree-level neutral (pp ! l+l�) and charged
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Figure 7: Multi-parameter fits using the combined information from single-γ, single-W and
W-pair events including all CM energies. The solid bars indicate the 95 % confidence level
(CL) intervals for the single-parameter fit assuming the two others at their Standard Model
value. The dashed lines show the 95% confidence level contours of the two-parameter fit.
The shaded area is a projection onto the two-dimensional plane of the three-dimensional
envelope of the 95% confidence level volume. The most probable value is represented by the
star. The Standard Model expectation is represented by a square.
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Table 2: High-energy primaries and the corresponding deviations from SM couplings con-

tributing to the diboson amplitudes, where T f
Z = T f

3
�Qfs2✓W and YL,fR is the hypercharge of

the left-handed and right-handed quark (e.g., YL = 1/6).

contact interaction between quarks and scalars (Goldstones or Higgs). Other dimension-six

operators a↵ecting the SM gauge propagators or triple gauge coupling (diagram fig. XX) that

make the WLVL, VLh production grow at O(E2/⇤2), as for example those in Table 3, can be

eliminated using field redefinitions, leaving only those of Table 1. The relation between our

HEP and the Wilson coe�cients of the operators of Table 1 is one to one. In particular we

have

au = cuR , ad = cdR , c(1)L = a(1)q , c(3)L = a(3)q . (6)

It can be more convenient, in order to compare with low-energy experiments, to relate the HEP

to deviations in SM couplings. These relations are possible when restricting to dimension-six

operators. Following the parametrization of Ref. [4], we find that the relevant couplings for

our analysis are
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where the first 3 lines parametrizes deviations from already existing SM couplings, while

the last line corresponds to a new SM interaction. Notice that modifications of the left-

handed quark couplings to the W are related to modifications to the Z couplings, due to

an accidental custodial symmetry present in the dimension-six operators [4]. In Table 2 we

present the relation of the parameters of Eq. (7) with the HEP. This allows to understand to

which deviations in SM couplings we are sensitivity to in the di↵erent high-energy diboson

processes.

In a certain class of BSM scenarios, called “Universal”, fermions do not couple to the new

dynamics and appear only forming SM SU(2)L ⇥ U(1)Y currents Jµ
Y and Jaµ

L . In this type

7
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Figure 7: Multi-parameter fits using the combined information from single-γ, single-W and
W-pair events including all CM energies. The solid bars indicate the 95 % confidence level
(CL) intervals for the single-parameter fit assuming the two others at their Standard Model
value. The dashed lines show the 95% confidence level contours of the two-parameter fit.
The shaded area is a projection onto the two-dimensional plane of the three-dimensional
envelope of the 95% confidence level volume. The most probable value is represented by the
star. The Standard Model expectation is represented by a square.
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ūLuL ! ZLh

f̄RfR ! WLWL, ZLh af �
g2⇤2

2m2

W

h
YfRt

2

✓W
�� + T fR

Z �gZ
1 + c✓W �gZ

fR/g
i

Table 2: High-energy primaries and the corresponding deviations from SM couplings con-

tributing to the diboson amplitudes, where T f
Z = T f

3
�Qfs2✓W and YL,fR is the hypercharge of

the left-handed and right-handed quark (e.g., YL = 1/6).

contact interaction between quarks and scalars (Goldstones or Higgs). Other dimension-six

operators a↵ecting the SM gauge propagators or triple gauge coupling (diagram fig. XX) that

make the WLVL, VLh production grow at O(E2/⇤2), as for example those in Table 3, can be

eliminated using field redefinitions, leaving only those of Table 1. The relation between our

HEP and the Wilson coe�cients of the operators of Table 1 is one to one. In particular we

have

au = cuR , ad = cdR , c(1)L = a(1)q , c(3)L = a(3)q . (6)

It can be more convenient, in order to compare with low-energy experiments, to relate the HEP

to deviations in SM couplings. These relations are possible when restricting to dimension-six

operators. Following the parametrization of Ref. [4], we find that the relevant couplings for

our analysis are

�LBSM = �gZ
uL


ZµūL�µuL +

c✓W
p
2
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handed quark couplings to the W are related to modifications to the Z couplings, due to
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Figure 7: Multi-parameter fits using the combined information from single-γ, single-W and
W-pair events including all CM energies. The solid bars indicate the 95 % confidence level
(CL) intervals for the single-parameter fit assuming the two others at their Standard Model
value. The dashed lines show the 95% confidence level contours of the two-parameter fit.
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star. The Standard Model expectation is represented by a square.
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(W+µūL�µdL + h.c.)

�
+ �gZ

dR Zµd̄R�µdR

+ igc✓W �gZ
1

h
(Zµ(W+⌫W�

µ⌫ � h.c.) + Zµ⌫W+

µ W�
⌫

i

+ ie �� (Aµ⌫ � t✓WZµ⌫)W
+µW�⌫ , (7)

where the first 3 lines parametrizes deviations from already existing SM couplings, while

the last line corresponds to a new SM interaction. Notice that modifications of the left-

handed quark couplings to the W are related to modifications to the Z couplings, due to

an accidental custodial symmetry present in the dimension-six operators [4]. In Table 2 we

present the relation of the parameters of Eq. (7) with the HEP. This allows to understand to

which deviations in SM couplings we are sensitivity to in the di↵erent high-energy diboson

processes.

In a certain class of BSM scenarios, called “Universal”, fermions do not couple to the new

dynamics and appear only forming SM SU(2)L ⇥ U(1)Y currents Jµ
Y and Jaµ

L . In this type

7



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

H E L P S  A C C U R A C YE N E R G Y

Can LHC compete with LEP?

• Some effects are overall changes in 

the scattering amplitudes (e.g. S,T) 

• Other effects are enhanced at high-

energy (LHC is high energy!)

FA R I N A ,  PA N I C O ,  PA P PA D O P U L O ,  R U D E R M A N ,  T O R R E ,  W U L Z E R  2 0 1 6

D R E L L - YA N



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

H E L P S  A C C U R A C YE N E R G Y

Can LHC compete with LEP?

• Are there EWSB effects enhanced 

at high-energy?

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

“ W W ”  S C AT T E R I N G



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

H E L P S  A C C U R A C YE N E R G Y

Can LHC compete with LEP?

• Are there EWSB effects enhanced 

at high-energy?

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

“ W W ”  S C AT T E R I N G



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

H E L P S  A C C U R A C YE N E R G Y

Can LHC compete with LEP?

• Are there EWSB effects enhanced 

at high-energy?

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

“ W W ”  S C AT T E R I N G



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

H E L P S  A C C U R A C YE N E R G Y

Can LHC compete with LEP?

• Are there EWSB effects enhanced 

at high-energy?

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

weakly coupled EWSB: low S/B

“ W W ”  S C AT T E R I N G



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

H E L P S  A C C U R A C YE N E R G Y

Can LHC compete with LEP?

• Are there observable EWSB 

effects enhanced at high-energy 

from weakly coupled SSB?

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

D I B O S O N  P R O D U C T I O N



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

Bounds on …

A=|ASM+εAnew|2

A≃ASM+2εAnew

18 9 Limits on anomalous gauge couplings
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Figure 4: The m`` distribution with all SM backgrounds and cW/L2 = 20 TeV�2, cWWW/L2 =
20 TeV�2, and cB/L2 = 55 TeV�2. The events are selected requiring no reconstructed jets with
pT > 30 GeV and |h| < 4.7. The last bin includes all events with m`` > 575 GeV. The hatched
area around the SM distribution is the total systematic uncertainty in each bin. The signal
component is simulated with MADGRAPH and contains the qq ! W+W�, the nonresonant
gg ! W+W�, and the gg ! H ! W+W� components.

Table 8: Measured cWWW/L2, cW/L2, and cB/L2 coupling constants and their corresponding
95% CL intervals. Results are compared to the world average values, as explained in the text.

Coupling constant This result Its 95% CL interval World average
(TeV�2) (TeV�2) (TeV�2)

cWWW/L2 0.1+3.2
�3.2 [�5.7, 5.9] �5.5 ± 4.8 (from lg)

cW/L2 �3.6+5.0
�4.5 [�11.4, 5.4] �3.9+3.9

�4.8 (from g
Z
1 )

cB/L2 �3.2+15.0
�14.5 [�29.2, 23.9] �1.7+13.6

�13.9 (from kg and g
Z
1 )
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Bounds on …comparison, the right plot shows the predicted shapes with the values of aTGC parameters corresponding
to the upper bounds of the observed 95% confidence interval.
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Figure 11: The leading lepton transverse momentum, plead
T , for eµ final states is compared for data and MC-

generated events using di↵erent arbitrary values for aTGC parameters (left). The detector-level distributions are
shown using values of aTGC parameters corresponding to the upper bounds of the observed 95% confidence inter-
val (right). The aTGC parameters are defined in the no constraints scenario, and the form-factor scale is set to be
infinity. The next-to-leading-order EWK correction scale factors from Table 10 have been applied here. Except for
the anomalous coupling parameter under study, all others are set to zero.

To derive the confidence interval for some specific anomalous coupling parameters in any of the described
scenarios, the other parameters are set to their SM values. Table 11 gives the expected and observed 95%
confidence interval for each of the anomalous coupling parameters defined in the no constraints, LEP,
HISZ and Equal Couplings scenarios. The limits are obtained with both ⇤ = 1 and ⇤ = 7 TeV. A
form-factor scale of 7 TeV is chosen as the largest value allowed by the unitarity requirement [86] for
most aTGC parameters. The confidence intervals for the e↵ective field theory approach are given in
Table 12. Figure 12 shows the expected and observed limits at 95% confidence level (C.L.), in red and
black respectively, and the theoretical constraint due to the unitarity requirement (shown as blue dashed
lines) as a function of form-factor scales from ⇤ = 2 TeV to ⇤ = 10 TeV. The largest value of form-factor
scales that can preserve unitarity is ⇠7–9 TeV for most aTGC parameters, while it is only about 3 TeV for
�gZ

1 . All observed limits are more stringent than the expected limits because the data distribution falls
more steeply than expected and a deficit of events is observed for the highest plead

T bins.

The limits in the plane of two coupling parameters are shown for the no constraints and LEP scenarios
in Figure 13 and Figure 14, respectively. Further limits obtained for the Equal Couplings and HISZ
scenarios are shown in Figure 15. Finally, the 95% confidence-level contours for linear combinations of
aTGC parameters defined in the e↵ective field theory approach are shown in Figure 16.

Due to the increased integrated luminosity and the higher centre-of-mass energy, the new limits are more
stringent by up to 50% than those previously published by the ATLAS Collaboration using data taken
at
p

s = 7 TeV [12]. The constraints derived in the LEP scenario are similar to the combined results of
the LEP experiments and in a few cases the derived limits exceed the bounds placed by LEP. The 95%
confidence-level limits on �gZ

1 obtained in this analysis range from �0.016 to 0.027 whilst the limits
from LEP cover values from �0.021 to 0.054. The 95% confidence intervals on CWWW/⇤2 and CB/⇤2

derived in this analysis are similar, or up to 20-30% more restrictive than those obtained by the CMS
Collaboration in Ref. [14], which derives limits for the e↵ective field theory approach only and uses the
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Figure 4: The m`` distribution with all SM backgrounds and cW/L2 = 20 TeV�2, cWWW/L2 =
20 TeV�2, and cB/L2 = 55 TeV�2. The events are selected requiring no reconstructed jets with
pT > 30 GeV and |h| < 4.7. The last bin includes all events with m`` > 575 GeV. The hatched
area around the SM distribution is the total systematic uncertainty in each bin. The signal
component is simulated with MADGRAPH and contains the qq ! W+W�, the nonresonant
gg ! W+W�, and the gg ! H ! W+W� components.

Table 8: Measured cWWW/L2, cW/L2, and cB/L2 coupling constants and their corresponding
95% CL intervals. Results are compared to the world average values, as explained in the text.

Coupling constant This result Its 95% CL interval World average
(TeV�2) (TeV�2) (TeV�2)

cWWW/L2 0.1+3.2
�3.2 [�5.7, 5.9] �5.5 ± 4.8 (from lg)

cW/L2 �3.6+5.0
�4.5 [�11.4, 5.4] �3.9+3.9

�4.8 (from g
Z
1 )

cB/L2 �3.2+15.0
�14.5 [�29.2, 23.9] �1.7+13.6

�13.9 (from kg and g
Z
1 )



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

C O M P O S I T E  H I G G S

Strong, Weak, and Loop 
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Figure 3: Illustrations of di↵erent BSM scenarios: a) Fully strongly coupled New Physics

(quarks and Higgs) that gives a ⇠ g2⇤/M
2, b) Strong TGCs (composite Higgs and transverse

vectors [14]), with a ⇠ gg⇤/M2. These scenarios can induce e↵ects larger than the SM.

Composite Higgs models [31] are depicted in c), where the mixing between SM vectors and

BSM resonances is g/g⇤, and implies a ⇠ g2/M2. The same counting characterizes BSM

physics that modifies only the vector bosons propagators, d).

2.2 BSM Perspective and Connection with EFT

The HEP parameters, denoted collectively by a in what follows, can be thought as a new class

of BSM “Fermi constants”. Explicit BSM models generate HEPs, whose magnitude scales as

a ⇠ (coupling)2/M2. As we have seen in the introduction, the actual product of couplings

entering this relation depends on the particular BSM scenario we have in mind. We now

discuss this aspect in more detail.

In BSM scenarios where some or all the SM particles are strongly coupled to the new

dynamics (for instance because they are composite objects), the relevant couplings can be

large. This also implies that the relative departures from the SM, which are roughly controlled

by ABSM/ASM ⇠ aE2/g2 ⇠ (coupling/g)2 (E/M)2, can be larger than one, even for E ⌧

M . The coexistence of a weakly coupled SM with strongly-coupled BSM higher-dimension

operators, can be natural if we postulate the presence of approximate global symmetries

in the BSM sector, weakly broken by the SM couplings. Explicit examples include models

of fermions compositeness (standard [32] or pseudo-Goldstini [14, 33]), or models where the

gauge bosons have strong multipolar interactions (called Remedios) [14].

Among these classes, models where both fermions and the Higgs are strongly coupled

(illustrated in figure 3a) generate large HEP, a ⇠ g2⇤/M
2, where g⇤ is the coupling associated

with the new dynamics. If g⇤ is maximal, g⇤ ⇠ 4⇡, we obtain the scenario denoted “Fully

Strong” in the Introduction. This type of new physics, being generically “non-universal” (see

later for a discussion of “universal” theories) must be necessarily described in terms of a

complete e↵ective Lagrangian. For instance it can be conveniently captured by the Warsaw

basis [34], see table 3, where HEP can be transparently identified with contact interactions

between quarks and scalars,

au = 4
cuR
M2

, ad = 4
cdR
M2

, a(1)q = 4
c(1)L

M2
, a(3)q = 4

c(3)L

M2
. (5)

Such a scenario, where light quarks are strongly coupled, is however of limited interest in
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Interference
• Interference must be the dominant BSM effect 

• Higher energy to gain sensitivity

10% at 1 TeV ∼  0.1% at 100 GeV
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A N Y  B S M  E F F E C T S  I N  D I B O S O N  I N  J U S T  F E W  O B S E RVA B L E SE N C A P S U L AT E

High energy “primary” effects 
R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

Amplitude High-energy primaries Deviations from SM couplings

ūLdL ! WLZL,WLh
p
2a(3)q

p
2 g2⇤2

4m2

W

⇥
c✓W (�gZ

uL � �gZ
dL)/g � c2✓W �gZ

1

⇤

ūLuL ! WLWL a(1)q + a(3)q �
g2⇤2

2m2

W

⇥
YLt2✓W �� + T uL

Z �gZ
1 + c✓W �gZ

dL/g
⇤

d̄LdL ! ZLh

d̄LdL ! WLWL a(1)q � a(3)q �
g2⇤2

2m2

W

h
YLt2✓W �� + T dL

Z �gZ
1 + c✓W �gZ

uL/g
i

ūLuL ! ZLh

f̄RfR ! WLWL, ZLh af �
g2⇤2

2m2

W

h
YfRt

2

✓W
�� + T fR

Z �gZ
1 + c✓W �gZ

fR/g
i

Table 2: High-energy primaries and the corresponding deviations from SM couplings con-

tributing to the diboson amplitudes, where T f
Z = T f

3
�Qfs2✓W and YL,fR is the hypercharge of

the left-handed and right-handed quark (e.g., YL = 1/6).

contact interaction between quarks and scalars (Goldstones or Higgs). Other dimension-six

operators a↵ecting the SM gauge propagators or triple gauge coupling (diagram fig. XX) that

make the WLVL, VLh production grow at O(E2/⇤2), as for example those in Table 3, can be

eliminated using field redefinitions, leaving only those of Table 1. The relation between our

HEP and the Wilson coe�cients of the operators of Table 1 is one to one. In particular we

have

au = cuR , ad = cdR , c(1)L = a(1)q , c(3)L = a(3)q . (6)

It can be more convenient, in order to compare with low-energy experiments, to relate the HEP

to deviations in SM couplings. These relations are possible when restricting to dimension-six

operators. Following the parametrization of Ref. [4], we find that the relevant couplings for

our analysis are

�LBSM = �gZ
uL


ZµūL�µuL +

c✓W
p
2
(W+µūL�µdL + h.c.)

�
+ �gZ

uR ZµūR�µuR

+ �gZ
dL


Zµd̄L�µdL �

c✓W
p
2
(W+µūL�µdL + h.c.)

�
+ �gZ

dR Zµd̄R�µdR

+ igc✓W �gZ
1

h
(Zµ(W+⌫W�

µ⌫ � h.c.) + Zµ⌫W+

µ W�
⌫

i

+ ie �� (Aµ⌫ � t✓WZµ⌫)W
+µW�⌫ , (7)

(Ok the Ref, but better define Zµ⌫ , W+

µ⌫ ,... ? ) where the first 3 lines parametrizes deviations

from already existing SM couplings, while the last line corresponds to a new SM interaction.

Notice that modifications of the left-handed quark couplings to the W are related to modifica-

tions to the Z couplings, due to an accidental custodial symmetry present in the dimension-six

operators [4]. In Table 2 we present the relation of the parameters of Eq. (7) with the HEP.

This allows to understand to which deviations in SM couplings we are sensitivity to in the

di↵erent high-energy diboson processes.

In a certain class of BSM scenarios, called “Universal”, fermions do not couple to the new

dynamics and appear only forming SM SU(2)L ⇥ U(1)Y currents Jµ
Y and Jaµ

L . In this type

7

O
(3)

L = (Q̄L�a�µQL)(iH†�a
$
DµH)

OL = (Q̄L�µQL)(iH†
$
DµH)

O
u
R = (ūR�µuR)(iH†

$
DµH)

O
d
R = (d̄R�µdR)(iH†

$
DµH)

Table 1: Dimension-six operators in the Warsaw basis [3] relevant for the high-energy longi-

tudinal diboson production qq̄ ! WLVL, VLh that interfere with the SM.

derivative than those allowed by dimensionality and that J = 0 ��0 production from opposite-

helicity quark and anti-quark would require operators with one right-handed fermion singlet,

one left-handed fermion doublet and two Higgs doublets that are forbidden by the SM group.

In conclusion, relevant BSM e↵ects can be parametrized as corrections to the J = 1 partial

wave amplitudes, namely

�A
�
q0±q⌥ ! ��0� = f��

0

q0±q⌥
(s) sin ✓ = 4A��

0

q0±q⌥

s

⇤2
sin ✓ +O(s2/⇤4) , (4)

where sin ✓ is the scattering angle in the center of mass and
p
s is the center of mass energy.

The azimuthal angle, upon which the amplitude depends as e±i�, has been set to zero for

shortness. The dependence on ✓ (and on �) is fixed by angular momentum conservation, as

a simple application of the Jacob-Wick formula [12] to the case J = 1, �in,1 � �in,2 = ±1 and

�fin,1 � �fin,2 = 0.

Eq. (4) shows that at the leading order in the SM EFT expansion each diboson process

is sensitive at high energy to a single constant new-physics parameter A��
0

q0±q⌥
, which can be

taken real since its imaginary part does not interfere with the SM. The SM symmetry group,

which is restored in the high-energy limit, as previously explained, implies several relations

among these parameters, namely

AW+W�
u+u� = AZh

u+u� = au , AW+W�

d+d�
= AZh

d+d�
= ad ,

AW+W�
u�u+

= AZh
d�d+

= a(1)q + a(3)q , AW+W�

d�d+
= AZh

u�u+
= a(1)q � a(3)q

AhW+

u+d�
= AZW+

u+d�
= AhW�

d+u�
= �AZW�

d+u�
=

p
2a(3)q (5)

where au, ad, a(1)q and a(3)q are the coe�cients of the decomposition of the amplitude in

GSM-invariant tensors, which we work out in Appendix A. In au, ad, a
(1)

q the incoming (and

outgoing) states form an SU(2)L singlet, while in a(3)q they form a triplet. The four quantities

au, ad, a
(1)

q and a(3)q define our high-energy primaries (HEP). These parametrize all possible

BSM e↵ects that can interfere with the SM at O(E2/⇤2) in diboson production at high-energy.

Our above analysis show that there must be four dimension-six operators associated to our

four HEP. These are given in Table 1 in the particular Warsaw basis [3].4 They correspond to

4Our convention is: D⌫H =
�
@⌫ �

1
2 ig1B⌫ � igW ⌧

a
W

a

⌫

�
H, and W

a

µ⌫
= @µW

a

⌫
� @⌫W

a

µ
+ gW ✏abcW

b

µ
W

c

⌫
,

where ⌧
a = �

a
/2, ⌧ (2)12 = �i/2, and ✏123 = 1.

6

OW = ig
2

⇣
H†�a

$
DµH

⌘
D⌫W a

µ⌫

OB = ig0

2

⇣
H†

$
DµH

⌘
@⌫Bµ⌫

OHW = ig(DµH)†�a(D⌫H)W a
µ⌫

OHB = ig0(DµH)†(D⌫H)Bµ⌫

O2W = �
1

2
(DµW a

µ⌫)
2

O2B = �
1

2
(@µBµ⌫)2

Table 3: Operators relevant for the high-energy diboson production qq̄ ! WLVL, VLh in uni-

versal theories (in the SILH basis [6]).

of BSM the five operators in Table 1 reduce to two, those arising from Jµ
Y JY µ and Jaµ

L Ja
Lµ.

This implies the following relation between HEP:

au = �2ad = 4a(1)q . (8)

When considering these Universal Theories, it can be more convenient to work with the SILH

basis [6], in which the dimension-six operators are written as a function only of SM bosons.

In this basis, the relevant operators for our analysis are given in Table 3, and the particular

combinations of Wilson coe�cients contributing to the two independent HEP are given by

a(3)q =
g2

4
(cW + cHW � c2W ) , a(1)q =

g02

12
(cB + cHB � c2B) . (9)

These relations can also be written using a more familiar parametrization of Universal The-

ories, based on the Ŝ, T̂ , W and Y parameters (we follow the notation of Ref. [7]) and triple

gauge couplings (TGC), �gZ
1
and ��, as defined in Eq. (7). 5 We have

a(3)q = �
g2⇤2

4m2

W

�
c2✓W �gZ

1
+W

�
, a(1)q =

g2⇤2

12m2

W

t2✓W

⇣
bS � �� + c2✓W �gZ

1
� Y

⌘
. (10)

These relations can be useful in order to compare bounds on HEP from LHC with those from

other experiments such as LEP.

3 Diboson channels sensitivity to HEP

In this section we estimate the sensitivity to Æe↵ects, from diboson channels WH, ZH, WW

and WZ. For technical reasons, our analysis is made in terms of the operator OHW discussed

above; as shown in table ?? this is equivalent to most of the Æparameters at high-energy, but

5Notice that out of the 6 coe�cients of the operators of Table 3, only 5 linear combinations can be tested in
non-Higgs physics, as the linear combination OW �OB�OHW +OHB can be rewritten as |H|

2(W 2
µ⌫

�B
2
µ⌫
)/4

that, on the Higgs VEV, only give an unphysical renormalization of the gauge couplings [8]. This direction is
in particular highly constrained by h ! ��, �Z.
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“ WA R S AW  B A S I S ”
A N O M A L O U S   
C O U P L I N G S

“ S I L H ”  B A S I S

• 4 high energy primary effects  

• physics interpretation is transparent (BSM origin) 

• 1-to-1 with Warsaw basis operators

Lnew∼ JYJY + JWJW ⇒au=-2ad=4aq(1)

for instance:

“ U N I V E R S A L ”  T H E O RY
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G O L D S T O N E

pp→ φφ

pp→ ZZ has no E2 enhancement

φ≃VL ⊂ V  because V={VL,V±}

pp→ VH has large QCD background (Z+jets)

pp→ WW has large QCD background (tt,W+jets, mET=ν+ν)
pp→ ZW→ 3ℓ has no QCD background, mET≃ν, dσ(W±Z±)≃0 at θ*≃90deg

B O S O N S  P R O D U C T I O N  AT  T H E  L H C

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R
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Channel Bound without bkg. Bound with bkg.

Wh [�0.0096, 0.0096] [�0.036, 0.031]

Zh [�0.030, 0.028] –

WW [�0.012, 0.011] [�0.044, 0.037]

WZ [�0.013, 0.012] [�0.023, 0.021]

Table 5: Bounds on a(3)q (in TeV�2) from the estimates of table 4.

or tt̄ processes) are on the contrary sizable. For these processes we assume that boosted Higgs

reconstruction will be performed with jet substructure techniques and we apply to the signal

the Higgs reconstruction e�ciency obtained in Ref. [44], where a careful analysis of the Wh

channel was performed. This e�ciency varies from ⇠ 15% in the low-pT,V bin to ⇠ 25% in

the last bin, hence it entails a considerable loss of rate and in turn of sensitivity.8 The Wh

background estimate is also taken from Ref. [44]. Its impact on the reach is considerable, as

shown in table 5, meaning that a significant improvement of boosted Higgs reconstruction

techniques would be needed in order to make this channel competitive. We are not aware

of detailed analyses focused on the high-pT,V regime of the Zh process, therefore we studied

this channel in the unrealistic hypothesis of no background. The reach in Zh is slightly worse

than the one in WZ even in the absence of background because of the small leptonic Z

branching ratio. The background will further worsen the situation similarly to what happens

in Wh. The two channels Wh and Zh are expected to face similar challenges for background

reduction.

We see that the fully leptonic WZ process is expected to have the best reach among

the channels we considered. Compared with associated Higgs production processes, it does

not su↵er from the large background due to boosted Higgs mistag and from the potentially

sizable systematic uncertainties that could emerge when dealing with hadronic final states.

Compared with WW , WZ has a smaller background from transverse polarizations. This

properties follows from a reduction of the transverse amplitude in the central region, as we

will now discuss. While in what follows we will focus on this channel, it should be kept in mind

that WZ is only sensitive (see table 2) to a(3)q , so that other channels will have necessarily

to be studied in order to probe all the 4 HEP parameters. We will further comment on this

aspect in the Conclusions.

3.2 Leptonic WZ

The fully leptonic WZ process

pp ! W±Z + jets ! `⌫`0 ¯̀0 + jets , with l, l0 = e, µ ,

8Actually, in the case of Wh the “substr.” line in table 5 also includes the e�ciency of the jet veto cut of
Ref. [44]. The latter e�ciency is however marginally relevant as it ranges from 60 to 80%.
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pT,V range (GeV)

Channel [200, 400] [400, 600] [600, 1000] [1000, 2000]

W±
L h 23300 + 42500 a(3)q 1950 + 9750 a(3)q 420 + 4680 a(3)q

W±h WLh substr. [44] 2230 + 4070 a(3)q 368 + 1840 a(3)q 108 + 1200 a(3)q

background [44] 11400 1720 700

Zh
ZLh 3760 + 5330 a(3)q 294 + 1350 a(3)q 58 + 600 a(3)q

ZLh substr. [44] 600 + 850 a(3)q 84 + 390 a(3)q 17 + 178 a(3)q

W+W� WLWL 5080 + 7450 a(3)q 380 + 1730 a(3)q 74 + 780 a(3)q 5.8 + 160 a(3)q

other helicities 89500 5500 990 69

W±Z
WLZL 2970 + 5050 a(3)q 226 + 1200 a(3)q 46 + 540 a(3)q 3.7 + 123 a(3)q

other helicities 10800 600 100 6.0

Table 4: Expected events at the 14 TeV LHC with integrated luminosity 3 ab�1 for the various

diboson channels. The rates take into account the branching fractions h ! bb̄, W ! `⌫ and

Z ! `¯̀with l = µ, e. The number of events in W±h and Zh is negligible in the last bin. The

value of a(3)q is expressed in TeV�2.

Only the interference contribution to the signal, i.e. the term linear in a(3)q , is reported in

the table for shortness. Obviously the complete cross section is used to derive the limit. The

estimate of the background in each of the four channels will be described later.

The signal model was implemented in MadGraph5 by turning on the operator OHW

(defined in table 3) in the model EWdim6 of Ref. [43], with a coe�cient cHW = a(3)q M2/g2 as

dictated by eq. (6). We could have also implemented it through another operator, for instance

O
(3)
L , obtaining essentially identical results, since we have shown in the previous section that

the high-energy cross-section is only sensitive to the HEP parameters. Indeed we checked

that the discrepancy in the signal cross-sections, if O(3)
L is employed (with c(3)L = a(3)q M2/4,

see again eq. (6)), is below 10% for pT,V > 200GeV and below 1% if pT,V > 400GeV.

In the WW and WZ channels we considered leptonically decaying vector bosons, based

on the fact that it is more di�cult to perform accurate measurements in hadronic final states.

The bb̄ decay mode is instead considered for the Higgs in the Wh and Zh channels (with the

vector bosons still leptonic), because fully leptonic Higgs decays are too rare to be relevant.

Decay branching ratios are included in the cross-sections reported in table 4. For WW and

ZW it is not far from realistic to assume that all the reducible backgrounds can be neglected,

and the only background for WLWL and ZLWL production arises from the production of

the other polarization states (in particular the transverse TT ). We see in table 4 that the

background is sizable, and particularly so for WW . Hence the reach on a(3)q (see table 5) is

significantly better in WZ than WW after the background is included. For WLh and ZLh

instead the background from the other polarizations is negligible since transverse vector boson

plus Higgs production is suppressed at high energy. Reducible backgrounds (e.g., from V+jet

14
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4 The golden channel: WZ

As we saw in the previous section, the most promising diboson channel for testing the high-

energy primaries is theWZ production process. In this section we will perform a more detailed

study of the sensitivity of this channel, deriving an estimate of the bounds achievable at the

run-2 and high-luminosity LHC. To keep our analysis as simple as possible we will focus only

on fully leptonic final states, taking into account decays of the gauge bosons into electrons

and muons. This choice leads to particularly clean final states with a very low background

from non-resonant processes, which can be neglected in a first approximation, as we will do

in our analysis.

The main obstacle in testing the primaries in the WZ process is the fact that, in the SM,

the longitudinally-polarized channel has a small cross section and is significantly suppressed

with respect to the channels involving transverse polarizations, which for our purposes play

the role of background. In particular, as can be seen from table 4, the fully longitudinally-

polarized channel only accounts for a small fraction of the total cross section (only ⇠ 6% if

one considers the full phase-space of the process). The main reason for this suppression is the

presence of a t-channel singularity for the transverse polarizations (in particular the +� and

�+ ones) that significantly enhances the forward-scattering amplitude. Such contribution is

instead absent for longitudinally-polarized bosons.

Inspecting the results in table 4, one however finds that, in the bins at high transverse

momenta, the amount of longitudinally-polarized bosons becomes significantly larger, reaching

a fraction ⇠ 40% of the total production rate for pTV
� 1000 GeV. This enhancement is

present for all channels in the table and is due to the tendency of the transverse gauge bosons

to have small pT when produced from t-channel processes. Further looking at the table we

find that ZW has a greater enhancement compared to WW . This can be understood as

a consequence of an amplitude zero that is present at LO in the +� and �+ polarization

channels [?]. Indeed it can be shown that the +� and �+ amplitudes are proportional to

A(ud̄ ! W+

(±)
Z(⌥)) / cos ✓WZ �

1

3
tan ✓w , (12)

so that they vanish for nearly-central scattering.9 On the other hand, as we saw in section ??,

the amplitude of the longitudinally polarized channel has an opposite behavior and is peaked

at central scattering:

A(ud̄ ! W+

(0)
Z(0)) / sin ✓WZ . (13)

Hard pTV
cuts, together with the fast PDF decrease with energy, tend to enrich the cen-

tral scattering region and to deplete the forward one, thus explaining the higher fraction of

9The fact that the amplitude zero is present for central scattering is important for the cross section
suppression to be present at high pT . Since at the LHC we can not reconstruct the direction of the u and d̄

quarks, we can only determine | cos ✓WZ |, but not its sign. For this reason a zero for non-central scattering
would be washed out by the presence of events with opposite cos ✓WZ . A possible way out would be to take
into account the COM rapidity distribution, but this makes the analysis more cumbersome and necessarily
reduces the sensitivity to the longitudinal channel.
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lepton is used in eq.(16), where we use mW = 80GeV, to find the possible solutions for p⌫,z.

If no solution can be found (most times because in that event p2W < m2

W ) we impose ⌘⌫ = ⌘`
that is the unique kinematics that minimizes the W boson virtuality. When two solutions are

allowed both are used to construct two candidate W boson four-vectors, both of these must

satisfy the requirements:

| cos⇥| < 0.5,
pT,V V

pT,V
< 0.5 . (20)

Optimization of the threshold for these cuts has been discussed above for the LO calculation

with one matched extra jet. The exploration of small variations of these cuts thresholds

indicates that the chosen cuts are close to optimal also when NLO e↵ects are included.

After the selecting events satisfying the requirements in eqs.(19) and (20) we construct the

prediction for the bin counts of the pT,V spectrum expected for L = 3/ab in one experiment

at LHC 14 TeV and we find the dependence on the new physics coupling cHW in each bin. In

these predictions we fold an overall detector e�ciency for measuring the three leptons that,

based on performances studies [24] [25], we estimate to be around 50%. The result is given in

Table 7, where the SM prediction is obtained setting cHW = 0 and the BSM contribution is

parametrized by cHW defined in eq.(3) and Table 3. From the expected events extract a limit

at 95% on cHW in the range

cHW 2 [�0.077, 0.068] for 0 systematic uncertainties (21)

cHW 2 [�0.15, 0.10] for 10% systematic uncertainties (22)

The 10% systematics should abundantly cover the theory uncertainty on the shape of the

distribution d�/dpT,V . In fact we have evaluated that theory uncertainty arising from missing

higher orders in the NLO calculation are significantly below this level. Using MCFM 8.0 [26,

27] we computed the cross-section for pp ! WZ and exactly 0 jets, with jets clustered using

the anti-kT algorithm [28] with R = 0.5, requiring jets to have ⌘j < 5.5 and pT,j > p(min)
T,j where

p(min)
T,j = 0.5 · pT,V for each bin of pT,V . Comparing bin-by-bin the results of the normalized

1/� · d�/dpT,V for di↵erence choices of renormalization and factorization scales we find a

sensitivity to the scale around 3% in the and 5% in each bin for µR = µF = 2±1v. Similar

evaluation of the scale sensitivity with µR = µF chosen as a function of the kinematics, e.g.

µR = µF = mWZ , gives similar results.

In the above results we have assumed that we were allowed to use e↵ective operators to

describe the e↵ect of new physics. However if such new physics has light enough degrees of

freedom this assumption may not be valid. To take into account this possibility we repeated

the above analysis keeping events in which the reconstructed ZW diboson system had in-

variant mass below a certain threshold, as to eliminate from the analysis events that may

involve momentum exchanged beyond the range of validity of the e↵ective theory. Under the

requirement
p
sWZ <

p

s(max) the results change

17

qq ! WZ we impose

(pµ` + pµ⌫ )
2 = m2

W (16)

px,⌫ = �

X

f

px (17)

py,⌫ = �

X

f

py (18)

where the sum runs over all the particles measured in the detector. Putting neutrino mass

to zero, we can solve the first equation after substitution of the last two and we are left with

a quadratic equation in pz,⌫ . This equation admits 0,1, or 2 solutions depending whether the

value of mW we impose on the right-hand side of eq. (16) is larger or smaller than p2W in that

particular event. Once these solutions for pz,⌫ are obtained we can compute all the quantities

discussed above, e.g. pT,V V or | cos⇥|.

In the following we will apply cuts similar to those described above in eqs.(14) and (15)

taking care to require all the solution for pz,⌫ to satisfy the cuts. As one of the solutions does

indeed correspond to the physical one, in this way we are sure to analyze only the events for

which our requirements are satisfied by the true kinematics - regardless of the details of the

W four-momentum reconstruction. This requirement induces a small loss of rate compared

to requiring the cuts to be satisfied by only one of the solutions, but removes completely the

issue of picking a solution in each event. We reckon this loss of rate to not hamper the results

of our analysis. In fact, as explained in the Appendix, the loss of rate becomes smaller when

theW is more boosted, hence for the large pT phase-space to which we are interested to isolate

the energy-growing contributions the rate loss is milder. In addition, requiring both solutions

to pass any cut on the ZW system allows us to reliably eliminate, if needed, events in which

the momentum exchanged may exceed the range of validity of an e↵ective field theory.

To take into account the e↵ect of potential mis-measurements we apply a smearing of the

�pT in each event following a Gaussian centered at the right-hand side of eq. (17) with standard

deviation

��pT i
= 0.5 ·

X

f

|pi|

which is similar to well-tested detector performance parameterizations used e.g. in Delphes [15].

For the simulation of the pp ! 3` + �pT process we use a matched calculation that uses

matrix elements computed at NLO in QCD with MadGraph5 aMCNLO v2.5.5 [17, 22] with

FxFx-matched [21] parton shower supplied by Pythia8 v8.2 [20]. To parametrize the proton

structure we use the parton distribution functions NNPDF 2.3 NLO [23].

The events we used in our analysis must have three leptons having

pT,` > 30GeV |⌘`| < 2.4 . (19)

The `¯̀ pair with invariant mass closer to the Z boson mass is taken as the Z candidate and

the hardest of the remaining leptons is taken as the decay product of the W boson. This

16

qq̅→ZW is 2×2→3×3 under SU(2) 

qq̅→φφ is 2×2→2×2 under SU(2)

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R
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Low systematics is a key!

pT,V range Expected Events

[100-150] GeV 3100 + 1040 a(3)q + 260 a(3) 2q

[150-220] GeV 2620 + 1030 a(3)q + 140 a(3) 2q

[220-300] GeV 937 + 600 a(3)q + 230 a(3) 2q

[300-500] GeV 544 + 700 a(3)q + 560 a(3) 2q

[500-750] GeV 86.5 + 260 a(3)q + 490 a(3) 2q

[750-1200] GeV 16.1 + 120 a(3)q + 640 a(3) 2q

Table 6: Expected number of events as function of the HEP a(3)q (expressed in TeV�2) in each

bin of the pT,V spectrum at LHC 14 TeV for 3/ab integrated luminosity.

3.2.4 NLO Analysis

We now estimate the reach on a(3)q based on a full NLO simulation of the pp ! 3`⌫ process.

We perform a matched calculation that uses matrix elements computed at NLO in QCD

with MadGraph5 with FxFx-matched [52] parton shower supplied by Pythia8 [53], with

NNPDF 2.3 NLO parton distributions. The signal is computed (as explained in section 3.1)

through the operator OHW implemented in the NLO version of the UFO model EWdim6, kindly

provided to us by C. Degrande. We consider generation-level leptons momenta, but we include

an overall detector e�ciency for reconstructing the three leptons that, based on performances

studies in Ref.s [54,55], we estimate around 50%. We furthermore apply standard acceptance

cuts

pT,` > 30GeV |⌘`| < 2.4 . (19)

The same-flavor and opposite-charge lepton pair with invariant mass closer to the Z boson

mass is taken as the Z candidate and the remaining lepton is taken to be the decay product

of the W boson. The missing transverse energy vector of the event (◆◆~ET ) is estimated from

the generation-level x and y neutrino momentum components, to which we apply a Gaussian

smearing with standard deviation

�2
⇢ET i

= (0.5)2 ·
X

f

|pi| ·GeV .

This approach is similar to well-tested detector performance parameterizations used e.g. in

Delphes [57, 58].

The kinematical variables described so far allow us to determine pT,Z and pT,W , and in turn

pT,V and pT,V V , used to construct the binned distribution and for the selection cut in eq. (18),

respectively. In order to extract | cos ✓⇤|, which we will employ for the selection in eq. (17), the

reconstruction of the neutrino rapidity is needed. This is obtained by the standard technique

of imposing the invariant mass of the neutrino plus lepton system to be as close as possible

to the physical W boson mass. If the lepton transverse mass mT `⌫ is smaller than mW , the
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lepton-neutrino invariant mass can be asked to be equal to mW , producing two solutions

⌘±⌫ = ⌘` ± log
⇣
1 +�+

p
�(�+ 2)

⌘
, where � ⌘

m2
W �m2

T `⌫

2p`T��ET
. (20)

If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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B O S O N S  P R O D U C T I O N  AT  T H E  L H CG O L D S T O N E

pp→ ZW→ 3ℓ

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

Low systematics is a key!

pT,V range Expected Events

[100-150] GeV 3100 + 1040 a(3)q + 260 a(3) 2q

[150-220] GeV 2620 + 1030 a(3)q + 140 a(3) 2q

[220-300] GeV 937 + 600 a(3)q + 230 a(3) 2q

[300-500] GeV 544 + 700 a(3)q + 560 a(3) 2q

[500-750] GeV 86.5 + 260 a(3)q + 490 a(3) 2q

[750-1200] GeV 16.1 + 120 a(3)q + 640 a(3) 2q

Table 6: Expected number of events as function of the HEP a(3)q (expressed in TeV�2) in each

bin of the pT,V spectrum at LHC 14 TeV for 3/ab integrated luminosity.

3.2.4 NLO Analysis

We now estimate the reach on a(3)q based on a full NLO simulation of the pp ! 3`⌫ process.

We perform a matched calculation that uses matrix elements computed at NLO in QCD

with MadGraph5 with FxFx-matched [52] parton shower supplied by Pythia8 [53], with

NNPDF 2.3 NLO parton distributions. The signal is computed (as explained in section 3.1)

through the operator OHW implemented in the NLO version of the UFO model EWdim6, kindly

provided to us by C. Degrande. We consider generation-level leptons momenta, but we include

an overall detector e�ciency for reconstructing the three leptons that, based on performances

studies in Ref.s [54,55], we estimate around 50%. We furthermore apply standard acceptance

cuts

pT,` > 30GeV |⌘`| < 2.4 . (19)

The same-flavor and opposite-charge lepton pair with invariant mass closer to the Z boson

mass is taken as the Z candidate and the remaining lepton is taken to be the decay product

of the W boson. The missing transverse energy vector of the event (◆◆~ET ) is estimated from

the generation-level x and y neutrino momentum components, to which we apply a Gaussian

smearing with standard deviation

�2
⇢ET i

= (0.5)2 ·
X

f

|pi| ·GeV .

This approach is similar to well-tested detector performance parameterizations used e.g. in

Delphes [57, 58].

The kinematical variables described so far allow us to determine pT,Z and pT,W , and in turn

pT,V and pT,V V , used to construct the binned distribution and for the selection cut in eq. (18),

respectively. In order to extract | cos ✓⇤|, which we will employ for the selection in eq. (17), the

reconstruction of the neutrino rapidity is needed. This is obtained by the standard technique

of imposing the invariant mass of the neutrino plus lepton system to be as close as possible

to the physical W boson mass. If the lepton transverse mass mT `⌫ is smaller than mW , the
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lepton-neutrino invariant mass can be asked to be equal to mW , producing two solutions
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)

22

lepton-neutrino invariant mass can be asked to be equal to mW , producing two solutions

⌘±⌫ = ⌘` ± log
⇣
1 +�+

p
�(�+ 2)

⌘
, where � ⌘

m2
W �m2

T `⌫

2p`T��ET
. (20)

If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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B O S O N S  P R O D U C T I O N  AT  T H E  L H CG O L D S T O N E

pp→ ZW→ 3ℓ

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R

Low systematics is a key!

pT,V range Expected Events

[100-150] GeV 3100 + 1040 a(3)q + 260 a(3) 2q

[150-220] GeV 2620 + 1030 a(3)q + 140 a(3) 2q

[220-300] GeV 937 + 600 a(3)q + 230 a(3) 2q

[300-500] GeV 544 + 700 a(3)q + 560 a(3) 2q

[500-750] GeV 86.5 + 260 a(3)q + 490 a(3) 2q

[750-1200] GeV 16.1 + 120 a(3)q + 640 a(3) 2q

Table 6: Expected number of events as function of the HEP a(3)q (expressed in TeV�2) in each

bin of the pT,V spectrum at LHC 14 TeV for 3/ab integrated luminosity.

3.2.4 NLO Analysis

We now estimate the reach on a(3)q based on a full NLO simulation of the pp ! 3`⌫ process.

We perform a matched calculation that uses matrix elements computed at NLO in QCD

with MadGraph5 with FxFx-matched [52] parton shower supplied by Pythia8 [53], with

NNPDF 2.3 NLO parton distributions. The signal is computed (as explained in section 3.1)

through the operator OHW implemented in the NLO version of the UFO model EWdim6, kindly

provided to us by C. Degrande. We consider generation-level leptons momenta, but we include

an overall detector e�ciency for reconstructing the three leptons that, based on performances

studies in Ref.s [54,55], we estimate around 50%. We furthermore apply standard acceptance

cuts

pT,` > 30GeV |⌘`| < 2.4 . (19)

The same-flavor and opposite-charge lepton pair with invariant mass closer to the Z boson

mass is taken as the Z candidate and the remaining lepton is taken to be the decay product

of the W boson. The missing transverse energy vector of the event (◆◆~ET ) is estimated from

the generation-level x and y neutrino momentum components, to which we apply a Gaussian

smearing with standard deviation

�2
⇢ET i

= (0.5)2 ·
X

f

|pi| ·GeV .

This approach is similar to well-tested detector performance parameterizations used e.g. in

Delphes [57, 58].

The kinematical variables described so far allow us to determine pT,Z and pT,W , and in turn

pT,V and pT,V V , used to construct the binned distribution and for the selection cut in eq. (18),

respectively. In order to extract | cos ✓⇤|, which we will employ for the selection in eq. (17), the

reconstruction of the neutrino rapidity is needed. This is obtained by the standard technique

of imposing the invariant mass of the neutrino plus lepton system to be as close as possible

to the physical W boson mass. If the lepton transverse mass mT `⌫ is smaller than mW , the
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lepton-neutrino invariant mass can be asked to be equal to mW , producing two solutions
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)
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If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)

22

lepton-neutrino invariant mass can be asked to be equal to mW , producing two solutions

⌘±⌫ = ⌘` ± log
⇣
1 +�+

p
�(�+ 2)

⌘
, where � ⌘

m2
W �m2

T `⌫

2p`T��ET
. (20)

If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2
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measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above
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is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to
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in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis
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Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider
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The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we
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⌘±⌫ = ⌘` ± log
⇣
1 +�+

p
�(�+ 2)

⌘
, where � ⌘

m2
W �m2

T `⌫

2p`T��ET
. (20)

If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider
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S/B
TimeR U N 1 R U N 2 , 3 ,  H I - L U M I
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• LHC can still do interesting new physics searches (not just new particles!) 

• Interesting scenarios probed through“precision” 

• E2-enhanced processes are a target for LHC to extend knowledge of  

EWSB 

• Theory and Experiment systematics target at 10% in TeV pT  region

Conclusions

10% at 1 TeV ∼  0.1% at 100 GeV
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• Constraints on weakly coupled EWSB models from the 

dim-6 SM Lagrangian at LHC from pp → WZ, possibly 

pp → ZH, WW, WH 

• General parametrization of  BSM effects for pp→ VV 

and pp→VH

Conclusions
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• Prospects for High-Lumi LHC on weakly coupled EWSB dim-6 effects
Conclusions
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Thank  You!



New Physics In The 
“Top Quark Sample”

RF - in preparation
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Why Top Quarks?
• Motivated in many BSM scenarios (hierarchy problem) 

• NLO+PS and NNLO precision recently achieved for 
differential distributions * 

• Blindspots of SUSY due to top quark background
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Search Approach

S/B
S≫B



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

Search Approach

S/B
S≲B
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Soft Is Hard
t→ bW → bℓν

t̃→ b χ⁺ → bℓνχ⁰
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Soft Is Hard
t→ bW → bℓν

t̃→ b χ⁺ → bℓνχ⁰

N E W  P H Y S I C S  I S  S M - L I K E

B E T T E R  P R E C I S I O N



3 0 M I N .

(200,150,100)

The   {t̃, χ̃+, χ̃0}={200,150,100} GeV  blindspot
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Tag  the Top, Search the Stop 
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Tag  the Top, Search the Stop 
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Figure 2: Observed mmin
lb distribution as compared to the simulation using mt = 172.5 GeV.

The bullets represent the experimental data with their statistical uncertainties, shown by the
vertical error bars. The simulated rates for signal and different background contributions are
represented by the histograms of different styles. The corresponding ratios of the observed and
the predicted event rates are also shown. Here, the filled areas represent statistical uncertainties
on the prediction. These are combined with systematic uncertainties due to systematic varia-
tions into a total uncertainty, indicated by the hatched areas in both, top and bottom panels.
These systematic uncertainties do not account for luminosity and background normalization.
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Figure 3: The absolute (left) and relative (right) event rates as a function of mmin
lb for different

top-quark masses as predicted by the MADGRAPH+PYTHIA simulation.

CMS-PAS-TOP-14-014 

CMS-PAS-TOP-16-019

• NLO and NNLO precision top quark physics is a 
reality 

• SM precision predictions for many observables 

• Useful per se 

• Can show deviations from SM in subtle features

 

m(bℓ) and other observables used in precision top quark 
physics can probe still uncovered new physics scenarios

Tag  the Top, Search the Stop
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A N Y  B S M  E F F E C T S  I N  F E W  O B S E RVA B L E SE N C A P S U L AT E

High energy “primary” effects 
R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R



Roberto Franceschini - “ Is LHC the new LEP? ” - Dec. 1st 2017 -  Riunione Nazionale CMS Italia - Piacenza - https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=13352

A N Y  B S M  E F F E C T S  I N  F E W  O B S E RVA B L E SE N C A P S U L AT E

High energy “primary” effects 
R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R
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A N Y  B S M  E F F E C T S  I N  F E W  O B S E RVA B L E SE N C A P S U L AT E

High energy “primary” effects 

These parametrize all possible BSM effects that can interfere with the SM at O(E2/Λ2) in diboson production at high-energy.

These parametrize all possible BSM effects that can interfere with the SM at O(E2/Λ2) in diboson production at high-energy.

R F,  PA N I C O ,  P O M A R O L ,  R I VA ,  W U L Z E R



Thank  You!
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Leading SILH operators
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light of strong constraints on light-quark compositeness from di-jet measurements [33, 35].

Notice however that other non-universal theories exist which are not “Fully Strong”. For

these theories a general parametrization (such as the Warsaw basis) is also necessary. We will

give explicit examples at the end of this section.

In Remedios models, the transverse polarizations of gauge bosons can have strong inter-

actions, characterized by large coe�cients in operators involving the field-strengths Wµ⌫ . If

the Higgs is also part of the strongly interacting sector (diagram b in figure 3, which is en-

hanced by a single strong coupling, one finds a ⇠ gg⇤/M2. For g⇤ = 4⇡ this produces the

“Strong TGCs” case discussed in the Introduction. While structurally interesting, it must

be appreciated that these scenarios have been designed explicitly to obtain large anomalous

TGCs (aTGCs) and have no other purpose in life.

On the other hand, in a larger class of BSM scenarios (denoted “Weak” in the Intro-

duction), SM fermions and gauge bosons are weakly coupled above M (for instance because

they are elementary states). Those include many models that solve the hierarchy problem

(eg. composite Higgs models, extra dimensional models, little Higgs, twin Higgs) and are

therefore generally better motivated. One heuristic way to estimate the HEPs in these mod-

els is to notice that they contain heavy vector resonances that mix with the SM gauge bosons

with strength g/g⇤. The heavy vectors couple with strength g⇤ to the Higgs, producing

a ⇠ g2/M2 as shown in diagram c) of fig. 3. The same power-counting is found in Remedios

models: if the Higgs and fermions are elementary, then BSM physics can modify the diboson

vector propagator by E2/M2 (panel d)), and we find again a ⇠ g2/M2.

A very natural realization of “Weak” scenarios emerges when the light SM fermions have

negligible direct coupling with the new dynamics, which only interacts with the SM vector and

Higgs bosons. These BSM scenarios, that we call “universal” (see Ref. [36] for a thorough

discussion), are conveniently parametrized at low-energy in the SILH basis [31] 6, where

dimension-6 operators are written as a function of SM bosons only (see table 3). The relations

between the HEP and the Wilson coe�cients in the SILH basis are given by

a(3)q =
g2

M2
(cW + cHW � c2W ) , a(1)q =

g02

3M2
(cB + cHB � c2B) , (6)

and

au = �2ad = 4a(1)q . (7)

These relations can also be written using the Ŝ, T̂ , W and Y parameters (we follow the

notation of Ref. [37]) in addition to the two anomalous triple gauge couplings (aTGC), �gZ1
and �� defined in eq. (4). We have

a(3)q = �
g2

m2
W

�
c2✓W �gZ1 +W

�
, a(1)q =

g02

3m2
W

⇣
Ŝ � �� + c2✓W �gZ1 � Y

⌘
, (8)

which can be useful in order to compare HEP analyses from LHC with other experiments,

such as LEP.
6Our convention is: D⌫H =

�
@⌫ �

1
2 ig0B⌫ �

1
2 ig�aW a

⌫

�
H, and W a

µ⌫
= @µW a

⌫
�@⌫W a

µ
+g✏abcW b

µ
W c

⌫
, where

�(2)
12 = �i, and ✏123 = 1.
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SILH Basis Warsaw Basis

OW =
ig

2

✓
H†�a

$
DµH

◆
D⌫W a

µ⌫ O
(3)
L = (Q̄L�

a�µQL)(iH
†�a

$
DµH)

OB =
ig0

2

✓
H†

$
DµH

◆
@⌫Bµ⌫ OL = (Q̄L�

µQL)(iH
†
$
DµH)

OHW = ig(DµH)†�a(D⌫H)W a
µ⌫ O

u
R = (ūR�

µuR)(iH
†
$
DµH)

OHB = ig0(DµH)†(D⌫H)Bµ⌫ O
d
R = (d̄R�

µdR)(iH
†
$
DµH)

O2W = �
1

2
(DµW a

µ⌫)
2

O2B = �
1

2
(@µBµ⌫)

2

Table 3: Dimension-six operators relevant for the high-energy longitudinal diboson production

qq̄ ! WLVL, VLh that interfere with the SM, in the SILH basis [31] (left) and in the Warsaw

basis [34] (right). We will use the Wilson coe�cient normalization L6 =
P
i
ciOi/M2.

It can be instructive to provide a concrete example of this type of models, and the explicit

values of the HEP parameters that are generated. For this purpose, let us consider holographic

models of composite Higgs [38]. One finds [31], after integrating out the heavy resonances of

the model at tree-level:

cW = cB =
27⇡2

256
' 1.0 , cHW,HB = 0 , c2B,2W '

g2

g2⇤
⌧ 1 , (9)

where g⇤ is here the coupling of the composite heavy vectors, and the new-physics scale M

is identified with the lightest vector-resonance mass. The relation cW = cB in eq. (9) is due

to a global O(4) symmetry of the model, and cHW,HB ⌧ cW,B is a generic consequence of the

“minimal coupling” hypothesis [14,31], which is realized not only in holographic models, but

also in little Higgs or other weakly-coupled scenarios. eq. (9) leads to the following predictions:

a(3)q =
3g2

g02
a(1)q =

g2

M2
, a(3)q m2

W = �g2c2✓W �gZ1 =
g2

2
Ŝ . (10)

The second relation allows to relate the future LHC bounds on the HEP a(3)q with the LEP

bound on the Ŝ-parameter, providing an educated context to compare the impact of these

two di↵erent machines.

Notice that “Weak” theories also exist that do not belong to the “universal” class and are

more conveniently described by the Warsaw basis. Representatives of such “non-universal”

theories are models with a heavy SU(2)L triplet vector boson W 0a (a = 1, 2, 3), coupled to

the left-handed fermions and to the Higgs

Lint =
1

2
W 0a

µ


gf f̄L�

µ�afL + igHH
†�a

$
DµH

�
, (11)
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SILH BasisWarsaw Basis
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Table 2: Dimension-six operators relevant for the high-energy longitudinal diboson production

qq̄ ! WLVL, VLh that interfere with the SM,in the SILH basis [6] (LEFT) and in the Warsaw

basis [3] (RIGHT).

triple gauge couplings (TGC), �gZ
1
and ��, as defined in Eq. (7). 4 We have

a(3)q = �
g2⇤2

4m2

W

�
c2✓W �gZ

1
+W

�
, a(1)q =

g2⇤2

12m2

W

t2✓W

⇣
bS � �� + c2✓W �gZ

1
� Y

⌘
. (11)

These relations can be useful in order to compare bounds on HEP from LHC with those from

other experiments such as LEP.

Models of composite Higgs also belong to the class of Universal Theories (as far as only

light fermions are concerned). In minimal holographic models of composite Higgs [33], one

finds [6]:

cW ' cB ' 1 , cHW,HB ' 0 , c2B,2W '
g2

g2⇤
⌧ 1 , (12)

where g⇤ is the coupling of the composite sector. The new-physics scale ⇤ is identified with

the lightest vector-resonance mass. The relation cW ' cB in Eq. (11) is due to a global

O(4) symmetry of the model, and cHW,HB ⌧ cW,B is a generic consequence of the ”minimal

coupling” hypothesis [2,6], which is realized not only in holographic models, but also in little

Higgs or other weakly-coupled scenarios. Eq. (11) leads to the following predictions:

a(3)q '
g2

g02
a(1)q ' g2 , a(3)q

m2

W

⇤2
' �g2c2✓W �gZ

1
'

g2

2
Ŝ . (13)

The second relation puts on the same footing LHC bounds on the HEP a(3)q and LEP bounds

on the Ŝ-parameter, providing an educated context to compare these di↵erent machines.

Non-Universal Theories. In non-universal theories the new dynamics can involve fermions

4Notice that out of the 6 coe�cients of the operators of Table 2, only 5 linear combinations can be tested in
non-Higgs physics, as the linear combination OW �OB�OHW +OHB can be rewritten as |H|

2(W 2
µ⌫

�B
2
µ⌫
)/4

that, on the Higgs VEV, only give an unphysical renormalization of the gauge couplings [8]. This direction is
in particular highly constrained by h ! ��, �Z.

9

C H M ~ U N I V E R S A L

as well as bosons. In this situation it can be more convenient to work in the Warsaw basis5 [3],

see table 2. In this context, the HEP can be transparently identified with contact interaction

between quarks and scalars (Goldstones or Higgs),

au = cuR , ad = cdR , a(1)q = c(1)L , a(3)q = c(3)L . (14)

Representatives of non-universal theories are models with a heavy SU(2)L triplet vector

boson W 0a (a = 1, 2, 3), coupled to the Higgs and left-handed fermions as

Lint =
1

2
W 0a

µ


gf f̄L�

µ�afL + igHH
†�a

$
DµH

�
. (15)

In this type of models, after integrating out the heavy W 0 at tree level, one obtains

a(3)q ' �
gqgH
2

, a(1)q ' au ' ad ' 0 , (16)

in addition to 4-fermion interactions g2f (fL�
µ�afL)2 that are constrained, for the case of

quarks, by LHC high-energy di-jet experiments [35,36]. Moreover, a shift in the fermion cou-

pling to the Z is also generated, that for the quarks reads �gZuL = ��gZdL = �gqgHv2/(2c✓W⇤2)

and is constrained mostly by LEP1 [5].

3 LHC Sensitivity

HEPs are the target of LHC Run2 and the HL upgrade. Here we estimate its reach in diboson

channels and then focus on the most promising one: leptonic WZ. The high-energy/low-

energy relation from table 1, as well as the relations implied by specific models Eqs. (9,12,15),

will be used to compare our results with past experiments.

3.1 Diboson Channels Overview

In this section we estimate the sensitivity to HEP e↵ects, from diboson channels WH, ZH,

WW and WZ. These are sensitive to di↵erent (combinations of) HEPs and will provide

complementary information from the UV; nevertheless we can read from table 1 that the

HEP a(3)q enters all diboson processes, and for this reason it represents a good parameter to

compare the sensitivity of di↵erent experiments.6

To this purpose, we use four bins in the bosons pT , (in GeV)

[200, 400] , [400, 600] , [600, 1000] , [1000, 2000] . (17)

5Our convention is: D⌫H =
�
@⌫ �

1
2 ig1B⌫ � igW ⌧

a
W

a

⌫

�
H, and W

a

µ⌫
= @µW

a

⌫
� @⌫W

a

µ
+ gW ✏abcW

b

µ
W

c

⌫
,

where ⌧
a = �

a
/2, ⌧ (2)12 = �i/2, and ✏123 = 1.

6Our analysis exploits the Madgraph model EWdim6 [31] (actually the NLO version provided by C. De-
grande). For this technical reason, it is performed in terms of the operator OHW (see Table 2) and then
translated into a

(3)
q . This translation might be inaccurate at small energy but, since our study is dominated

by the high-energy region, we believe the impact of this will be small.
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where gf is in general di↵erent for the di↵erent SM fermions. In this type of models, after

integrating out the heavy W 0a at tree level, one obtains

a(3)q = �
gqgH
M2

, a(1)q = au = ad = 0 , (12)

whereM is the mass ofW 0a and gq denotes the coupling to the light generation quark doublets.

In addition there are induced 4-fermion interactions g2f (fL�
µ�afL)2 that are constrained, for

the case of quarks, by LHC high-energy di-jet experiments [33, 35]. Moreover, a shift in

the fermion coupling to the Z boson is also generated, that for the quarks reads �gZuL/g =

��gZdL/g = �gqgHv2/(8c✓WM2) and is constrained mostly by LEP1 [39]. This model can also

be studied as an example of universal theory, in which case quarks and leptons couplings are

equal because they emerge from the kinetic mixing of the heavy vector triplet with the SU(2)L
SM gauge field strength. With the parameter scaling gf = cFg2/g⇤ and gH = cHg⇤, they

provide a simplified phenomenological description of composite Higgs vector resonances [67].

We will use this setup in section 4 in order to compare the indirect reach from the HEPs with

the one from direct resonance searches.

3 LHC Primaries Sensitivity

LHC run-2 and 3, the HL-LHC and future colliders can probe the HEP parameters. In this

section we first work out a rough estimate of the reach in the channels Wh, Zh, WW and

WZ; the result of this estimate will lead us to focus on fully leptonic WZ that emerges as a

particularly promising and simple option.

3.1 Diboson Channels Overview

We see in table 2 that several diboson processes will have to be measured in order to get

access to all the 4 HEP parameters, therefore strictly speaking we shouldn’t ask ourselves

which channel has the better reach. Nevertheless it is convenient, as a starting point of a

more complete analysis (that however goes beyond the scope of the present paper), to imagine

probing a BSM scenario that produces comparable e↵ects in all the channels, such that a

comparison of the reach becomes possible. A benchmark scenario of this sort is obtained

by turning on the HEP parameter a(3)q , which enters in all the diboson processes, as table

2 shows. In what follows we will thus focus on a(3)q and compute the 95% CL reach that is

obtained in the various channels by a �2 test on the distribution of the vector boson transverse

momentum pT,V .7 Only statistical uncertainties are included, assuming the full luminosity

(3 ab�1) of the HL-LHC. Signal cross-sections are computed at tree-level using MadGraph5

v2.5.5 [41] (and NNPDF 2.3LO1 [42] parton distributions) in the pT,V bins reported in table 4.

7pT,V is defined here as the transverse momentum of any of the two bosons, which are equal in the tree-level
simulations we employ in this section. The definition we will adopt in the more realistic analysis of section 3.2
is given in eq. (16).
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SILH Basis Warsaw Basis

OW =
ig

2

✓
H†�a

$
DµH

◆
D⌫W a

µ⌫ O
(3)
L = (Q̄L�

a�µQL)(iH
†�a

$
DµH)

OB =
ig0

2

✓
H†

$
DµH

◆
@⌫Bµ⌫ OL = (Q̄L�

µQL)(iH
†
$
DµH)

OHW = ig(DµH)†�a(D⌫H)W a
µ⌫ O

u
R = (ūR�

µuR)(iH
†
$
DµH)

OHB = ig0(DµH)†(D⌫H)Bµ⌫ O
d
R = (d̄R�

µdR)(iH
†
$
DµH)

O2W = �
1

2
(DµW a

µ⌫)
2

O2B = �
1

2
(@µBµ⌫)

2

Table 3: Dimension-six operators relevant for the high-energy longitudinal diboson production

qq̄ ! WLVL, VLh that interfere with the SM, in the SILH basis [31] (left) and in the Warsaw

basis [34] (right). We will use the Wilson coe�cient normalization L6 =
P
i
ciOi/M2.

It can be instructive to provide a concrete example of this type of models, and the explicit

values of the HEP parameters that are generated. For this purpose, let us consider holographic

models of composite Higgs [38]. One finds [31], after integrating out the heavy resonances of

the model at tree-level:

cW = cB =
27⇡2

256
' 1.0 , cHW,HB = 0 , c2B,2W '

g2

g2⇤
⌧ 1 , (9)

where g⇤ is here the coupling of the composite heavy vectors, and the new-physics scale M

is identified with the lightest vector-resonance mass. The relation cW = cB in eq. (9) is due

to a global O(4) symmetry of the model, and cHW,HB ⌧ cW,B is a generic consequence of the

“minimal coupling” hypothesis [14,31], which is realized not only in holographic models, but

also in little Higgs or other weakly-coupled scenarios. eq. (9) leads to the following predictions:

a(3)q =
3g2

g02
a(1)q =

g2

M2
, a(3)q m2

W = �g2c2✓W �gZ1 =
g2

2
Ŝ . (10)

The second relation allows to relate the future LHC bounds on the HEP a(3)q with the LEP

bound on the Ŝ-parameter, providing an educated context to compare the impact of these

two di↵erent machines.

Notice that “Weak” theories also exist that do not belong to the “universal” class and are

more conveniently described by the Warsaw basis. Representatives of such “non-universal”

theories are models with a heavy SU(2)L triplet vector boson W 0a (a = 1, 2, 3), coupled to

the left-handed fermions and to the Higgs

Lint =
1

2
W 0a

µ


gf f̄L�

µ�afL + igHH
†�a

$
DµH

�
, (11)
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Low energy primary effects

light of strong constraints on light-quark compositeness from di-jet measurements [33, 35].

Notice however that other non-universal theories exist which are not “Fully Strong”. For

these theories a general parametrization (such as the Warsaw basis) is also necessary. We will

give explicit examples at the end of this section.

In Remedios models, the transverse polarizations of gauge bosons can have strong inter-

actions, characterized by large coe�cients in operators involving the field-strengths Wµ⌫ . If

the Higgs is also part of the strongly interacting sector (diagram b in figure 3, which is en-

hanced by a single strong coupling, one finds a ⇠ gg⇤/M2. For g⇤ = 4⇡ this produces the

“Strong TGCs” case discussed in the Introduction. While structurally interesting, it must

be appreciated that these scenarios have been designed explicitly to obtain large anomalous

TGCs (aTGCs) and have no other purpose in life.

On the other hand, in a larger class of BSM scenarios (denoted “Weak” in the Intro-

duction), SM fermions and gauge bosons are weakly coupled above M (for instance because

they are elementary states). Those include many models that solve the hierarchy problem

(eg. composite Higgs models, extra dimensional models, little Higgs, twin Higgs) and are

therefore generally better motivated. One heuristic way to estimate the HEPs in these mod-

els is to notice that they contain heavy vector resonances that mix with the SM gauge bosons

with strength g/g⇤. The heavy vectors couple with strength g⇤ to the Higgs, producing

a ⇠ g2/M2 as shown in diagram c) of fig. 3. The same power-counting is found in Remedios

models: if the Higgs and fermions are elementary, then BSM physics can modify the diboson

vector propagator by E2/M2 (panel d)), and we find again a ⇠ g2/M2.

A very natural realization of “Weak” scenarios emerges when the light SM fermions have

negligible direct coupling with the new dynamics, which only interacts with the SM vector and

Higgs bosons. These BSM scenarios, that we call “universal” (see Ref. [36] for a thorough

discussion), are conveniently parametrized at low-energy in the SILH basis [31] 6, where

dimension-6 operators are written as a function of SM bosons only (see table 3). The relations

between the HEP and the Wilson coe�cients in the SILH basis are given by

a(3)q =
g2

M2
(cW + cHW � c2W ) , a(1)q =

g02

3M2
(cB + cHB � c2B) , (6)

and

au = �2ad = 4a(1)q . (7)

These relations can also be written using the Ŝ, T̂ , W and Y parameters (we follow the

notation of Ref. [37]) in addition to the two anomalous triple gauge couplings (aTGC), �gZ1
and �� defined in eq. (4). We have

a(3)q = �
g2

m2
W

�
c2✓W �gZ1 +W

�
, a(1)q =

g02

3m2
W

⇣
Ŝ � �� + c2✓W �gZ1 � Y

⌘
, (8)

which can be useful in order to compare HEP analyses from LHC with other experiments,

such as LEP.
6Our convention is: D⌫H =

�
@⌫ �

1
2 ig0B⌫ �

1
2 ig�aW a

⌫

�
H, and W a

µ⌫
= @µW a

⌫
�@⌫W a

µ
+g✏abcW b

µ
W c

⌫
, where

�(2)
12 = �i, and ✏123 = 1.
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light of strong constraints on light-quark compositeness from di-jet measurements [33, 35].

Notice however that other non-universal theories exist which are not “Fully Strong”. For

these theories a general parametrization (such as the Warsaw basis) is also necessary. We will

give explicit examples at the end of this section.

In Remedios models, the transverse polarizations of gauge bosons can have strong inter-

actions, characterized by large coe�cients in operators involving the field-strengths Wµ⌫ . If

the Higgs is also part of the strongly interacting sector (diagram b in figure 3, which is en-

hanced by a single strong coupling, one finds a ⇠ gg⇤/M2. For g⇤ = 4⇡ this produces the

“Strong TGCs” case discussed in the Introduction. While structurally interesting, it must

be appreciated that these scenarios have been designed explicitly to obtain large anomalous

TGCs (aTGCs) and have no other purpose in life.

On the other hand, in a larger class of BSM scenarios (denoted “Weak” in the Intro-

duction), SM fermions and gauge bosons are weakly coupled above M (for instance because

they are elementary states). Those include many models that solve the hierarchy problem

(eg. composite Higgs models, extra dimensional models, little Higgs, twin Higgs) and are

therefore generally better motivated. One heuristic way to estimate the HEPs in these mod-

els is to notice that they contain heavy vector resonances that mix with the SM gauge bosons

with strength g/g⇤. The heavy vectors couple with strength g⇤ to the Higgs, producing

a ⇠ g2/M2 as shown in diagram c) of fig. 3. The same power-counting is found in Remedios

models: if the Higgs and fermions are elementary, then BSM physics can modify the diboson

vector propagator by E2/M2 (panel d)), and we find again a ⇠ g2/M2.

A very natural realization of “Weak” scenarios emerges when the light SM fermions have

negligible direct coupling with the new dynamics, which only interacts with the SM vector and

Higgs bosons. These BSM scenarios, that we call “universal” (see Ref. [36] for a thorough

discussion), are conveniently parametrized at low-energy in the SILH basis [31] 6, where

dimension-6 operators are written as a function of SM bosons only (see table 3). The relations

between the HEP and the Wilson coe�cients in the SILH basis are given by

a(3)q =
g2

M2
(cW + cHW � c2W ) , a(1)q =

g02

3M2
(cB + cHB � c2B) , (6)

and

au = �2ad = 4a(1)q . (7)

These relations can also be written using the Ŝ, T̂ , W and Y parameters (we follow the

notation of Ref. [37]) in addition to the two anomalous triple gauge couplings (aTGC), �gZ1
and �� defined in eq. (4). We have

a(3)q = �
g2

m2
W

�
c2✓W �gZ1 +W

�
, a(1)q =

g02

3m2
W

⇣
Ŝ � �� + c2✓W �gZ1 � Y

⌘
, (8)

which can be useful in order to compare HEP analyses from LHC with other experiments,

such as LEP.
6Our convention is: D⌫H =

�
@⌫ �

1
2 ig0B⌫ �

1
2 ig�aW a

⌫

�
H, and W a

µ⌫
= @µW a

⌫
�@⌫W a

µ
+g✏abcW b

µ
W c

⌫
, where

�(2)
12 = �i, and ✏123 = 1.
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