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Our  goals
❖ TEONGRAV stands for: TEoria delle ONde GRAVitazionali 

❖ Our research is centered on the finding answers to the following questions:

❖ Which are the features of the GW signal emitted by the main expected sources (such as, 
for instance, coalescing compact binaries, rotating non-axisymmetric NSs, oscillating 
BHs and NSs?

❖ Which information on the emitting source could be extracted from a GW detection? For 
instance, what could we learn on the equation of state of the dense matter in the inner 
core of a NS? 

❖ Which information on the nature of gravity could be extracted from a GW detection? For 
instance, which could be the imprint of modifications or extensions of general relativity 
(GR) on the GW signal from astrophysical sources? 

❖ To reach our goals we need to simulate Astrophysical system on High Performance 
Computer

❖  In the era of gravitational observatory…..



The case for a renewed support of computational  
 theoretical physics at INFN (Proposal of 2014)

❖ Referring to the main INFN documents we estimated a request of 
150M and 170M for the year 2016 and 2017 along way below the 
effective allocation on INFN machines.

❖ We integrated our resource through PRACE, ISCRA competitive 
allocations and the help of our international collaborators and we keep 
doing so. 

❖ The number of INFN groups doing HPC research in Numerical 
General relativity is increasing as well as the request of HPC resources
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We outline a proposal for a strong and renewed support by INFN to its research groups active
in theoretical computational physics. We argue that theoretical computational physics is important
per se but it is also an important tool to understand in full the results and implications of present
and future experiments. We describe a consistent line of action, review the physics area that would
benefit from this line of support, and assess the level of resources needed to put this proposal in
practice. We discuss several important advantages that this initiative would bring to all of INFN.

I. INTRODUCTION

This document presents the case for a renewed support by INFN of a strong infrastructure for theoretical compu-
tational physics. This includes a large HPC computing system and a variety of support initiatives ensuring that the
computational community at INFN is able to retain in the future its current level of excellence at the international
level;

The ethos behind this proposal is that INFN has consistently had for many years a world class computational
community; this community organized itself and reached its recognized status through a strong support that INFN
o↵ered during the last two decades of the previous century; however this support has faded almost completely for the
last ten years ago and the e↵ects of this lack of support are quickly becoming extremely serious.

Our computational community is obviously dependent on state-of-the-art HPC facilities. It is an established fact
today that no single institution is able to provide all the computing resources – expensive and complex to operate
– needed by the most computer greedy areas of computational physics, such as Lattice Gauge Theories. In order
to find a solution to this problem, collaborations have expanded across national borders in order to pool available
computing resources, and a large HPC-access program supported by the EU – PRACE – has started. This trend is a
viable solution to the problem when “averaged” across all European countries, but it raises serious problems to those
national communities – and this is the case for INFN physicists – that have no access to sizeable “private” resources:
in fact, algorithm development and test, code optimization, exploration of new risky ideas, advanced training of
younger scientists and – at the bottom line – the possibility to influence major decisions within a large collaboration
all depend strongly on flexible, unconstrained access to (not necessarily too large but also not too small) machines.

This proposal aims to reverse this trend and set up an ambitious and far-fetched programme that sinergically
combines scientific excellence with state-of-the-art computing facilities.

As a quick reading guide for this document, read section II to know why we want to do what, read sections III
thorough VIII if you want to learn about the scientific perspective of our initiative, read section VIII for a quick
overview of available techhonoly options, read section X for a detailed discussion of the level of support that we
request; finally, read section XI for the expected direct impact of the project and its extended fallout on other areas
of interest for INFN.

In details, this is the structure of our document: after the introduction, an almost self-contained section discusses
the need for substantial support to computational physics, presents a detailed proposal of the required actions and
sums up the necessary resources. The next 6 sections present the state of the art and the scientific perspective of those
areas of computational physics in which INFN physicists have a leading role and that would strongly benefit from this
initiative; the following section describes technology options that we may consider. This is followed by an assessment
of what this initiative needs and the associated level of funding. We end the paper discussing how this initiative may
bring cross-cutting advantages to INFN physics beyond the CSN4 and adding some concluding remarks.
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2014 2016 2017

LGT: hadron physics 100 200 300

LGT: QGP and BSM 90 300 360

LGT: flavor physics 120 240 360

General relativity 60 140 170

Quantitative Biology 5 12 15

Fluid Dynamics 60 120 160

Nuclear Physics 10 15 20

Grand Total (Mcore-h) 445 1027 1385

Grand Total (Eq. Pflops) 0.640 1.49 2.00

TABLE II: Estimate of the yearly computing requirements of several areas of computational physics; units are
Mcore-hours. In the last line, the grand total is converted to the computing power of an HPC system fully available

to the INFN community.

appropriate corrections in all cases in which this approximation is too crude.
Tab. II shows the figures discussed above for the year 2014 and makes extrapolations for the years 2016 and 2017.

The last line in the table has an estimate of the grand total, that we rescale into equivalent Pflops (a possibly more
familiar unit) for a hypothetical HPC system fully dedicated to INFN projects, using the conversion factor that one
BG/Q core has a peak performance of ' 12.5 Gflops.

One sees from this table that INFN researchers have used in 2014 a computing power equivalent to roughly one
third of that available from Tier-0 systems in Italy, and that the expected grow-rate is of a factor 1.5⇥ per year. One
also sees that the vast majority of the computing resources go to LGT and fluid dynamics (which have roughly similar
architectural requirements) and to general relativity. One must also not forget that – especially in LGT – the results
obtained by INFN researchers have been made possible by pooled access to much larger (3⇥) resources within their
international collaborations

INFN machines today provide a truly negligible fraction of these resources. The Zefiro cluster in Pisa has a peak
performance of some 12 Tflops and the INFN partition of the new Tier-1 machine at CINECA should deliver some 60
Tflops: approximately one quarter of all resources used in 2014 comes from a collaboration agreement between INFN
and CINECA, and all the rest has been obtained by open access peer-reviewed programmes. The situation should
temporarily improve in 2015 with the use of the Tier-1 CINECA machine, but what happens at the end of 2015, when
the BG/Q machine is decommissioned, is fully out of control.

We would like to set the goal of ensuring that at least one third of the computing resources in 2016 should be
supported by INFN. If this goal is reached , a key advantage would be that INFN groups can make long term
programs for their research (algorithm development and production runs) work knowing that a fair fraction of their
computing resources is certainly available. This would almost reduce by a factor 2 (in log scale!) the performance gap
between INFN resources and those available at Tier-0 Computer Centres, reducing the gap itself to “only” slightly
more than one order of magnitude. This satisfactory situation would last for about three years (the typical life time
of an HPC system), and – at the end of this period – new solutions will have to be considered.

Our goal translates into the need for a large HPC installation with a peak performance in the 500 · · · 600 Tflops
bracket. A compute node today (e.g. 2 processors with 16 to 20 cores) has a peak performance in the order of 400
Gflops (note that this is a factor 1.5⇥ larger than the BG/Q node): we can expect an increase to 500 Gflops in the
next 12 months. This immediately translates into a cluster of 1000 · · · 1200 processing nodes.

In order to put the capabilities of this system in the perspective of physics e↵ectiveness,

• for LGT, with the Nf = 2 + 1 O(a)-improved Wilson fermions with pions at the physical value, this system
would be able to handle lattices such as

a = 0.090 ,
V

a4
= 128⇥ 2563 , L = 23 fm ; (4)

a = 0.047 ,
V

a4
= 256⇥ 1283 , L = 6.0 fm , (amc)

2 = 0.08 ; (5)

a = 0.065 ,
V

a4
= 16⇥ 2563 L = 16.6 fm , T =

1

L0
= 190 MeV . (6)

(7)

Gruppo Progetto (assegnazioni 2016) Galileo Fermi Marconi A1

Trento BNS with Magnetic Fields (Giacomazzo) 150.000 3.000.000

Effetti relativistici grande scala (Bentivegna) 50.000 300.000

Firenze Magnetic winds in supernova (FIRENZE) 1.400.000

Milano Mass Stripping (Milano) 150.000

Massive Black Hole (Milano) 150.000

Parma BNS (Parma - De Pietri) 500.000 100.000

BNS (Parma - Bernuzzi) 50.000 2.500.000 100.000

Totale 1.050.000 7.000.000 400.000

Gruppo Progetto (assegnazioni 2017) Galileo Marconi A2 Marconi A1

Trento BNS with Magnetic Fields (Giacomazzo) 2.000.000 800.000

Effetti relativistici grande scala (Bentivegna) 100.000 300.000

Firenze Magnetic winds in supernova (FIRENZE) 2.000.000

Milano Mass Stripping (Milano) 600.000

Massive Black Hole (Milano) 100.000 800.000 280.000

Parma BNS (Parma - De Pietri) 1.260.000 4.900.000 20.000

BNS (Parma - Bernuzzi) 4.000.000 200.000

Totale 2.060.000 14.000.000 1.300.000



Computational activity inside TEONGRAV
 The research activity will be on various aspects and simulation methods in general relativity 

compact objects (Neutron Stars and Black Holes) and the modeling of the gravitational signal emitted 
by these systems. The main aspect of this activity is in the numerical simulation in time of the 
dynamics of binary systems consist of two stars of Neutrons in the final stage of the "Merger" and the 
following dynamic both with the presence of magnetic fields or without. In particular we intend to 
study the following systems:

(1) Study in magneto-hydrodynamics general relativistic merger of binary stars of magnetized neutron and 
with different mass ratios and different equations of state. Signal calculation gravitational waves and 
estimation of possible electromagnetic counterparts. The study will focus in particular on two 
scenarios: (1a) Study of the possible formation of relativistic jets from the collision of binary neutron 
stars that produce a high-mass black hole after the merger (the "standard model" of short GRBs). ( 1b) 
Study of the possible formation of magnetars following the merger of binary stars of low mass neutrons 
( "time-reversal scenario" for short GRB).

(2) Simulations of many orbits in BNS systems and quantification of the difference due to tidal effects 
between simulations involving only the phase of merger than when the phase of "late-inspiral" is also 
simulated.

(3) Simulations of binary neutron stars using the BAM code to investigate the largest possible space of 
parameters covering total mass, microphysicsal EOS, mass-ratio, spins and temperature effect.



Computational activity inside TEONGRAV (2)
Other activities:

(1) Phenomenological Waveform Modelling of GW signal using information coming 
from Numerical Simulation and Analytical Modeling. 

(2) 3D simulation of the interaction of winds from magnetized neutron stars rotating 
rapidly with the rest of the surrounding supernova (i.e. the class of sources known as 
pulsar wind nebulae). The simulations can expect made through the magnet-
relativistic hydrodynamics code PLUTO using its AMR potential.

(3) Investigation of the phenomenon of tidal destruction of stars from blacks holes in 
galactic numerical - test cores and analysis of physical interaction and relativistic 
effects; (B) the dynamics of blacks holes in binary galaxies in interaction and analysis 
of the role of gas and star formation evolution multi-orbital scale in relation to the 
target observational ELISA. Convergence test with the codes GADGET eGIZMO

(4) The simulation of cosmological relevance spaces without approximations, by directly 
integrating the equation of Einstein, and the study of the stability and the optical 
properties of infinite lattices of blacks holes and cosmology with inhomogeneous 
fluid at zero pressure.



 Binary Neutron Star Mergers are known source for gravitational wave observatory. In our 
Galaxy there are six know systems of this kind that will collapse emitting  GW signal.  
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The simulated GW signal

Modeling Mergers of known Galactic Binary Neutron Stars,  
A. Feo, R. De Pietri, F. Maione and F. Loeffler, 

Classical and Quantum Gravity 34 (3), 034001 arXiv 1608.02810(2016) 

Analysed with 4-EOS



Numerical Relativity in a nutshell

Modeling equal and unequal mass binary neutron star mergers using public codes,  
R. De Pietri, A. Feo, F. Maione and F. Loeffler, 

Physical Review D 93 (6), 064047, 034001 arXiv 1509.08804(2015) 

Rµ⇥ �
1
2
gµ⇥R = 8�G Tµ⇥

�µTµ⇥ = 0

p = p(⇥, �)

Einstein Equations

Conservation of energy momentum

Equation of state

Conservation of baryon density

Tµ⇥ = (⇥(1 + �) + p)uµu⇥ + pgµ⇥
Ideal Fluid Matter

+ Evolution of magnetic Fields (Trento and Firenze)

❖ Methods

❖ The fluid matter equations are a non linear a form a hyperbolic  
system and need HRSC Methods well-adapted to grid-methods 
and highly-scalable (Einstein Toolkit, WhiskyMHD, BAM code) 

❖ Gasoline Tree-SPH code con adaptive individual time-stepping 
and ChaNGa that use Charm++ for load balancing.

❖ Main goal: to study GW (and EM counterparts) from 
compact binaries

❖ Formation of compact binaries.
❖ Waveform modeling in NR + analytical relativity.
❖ Counterparts to BNS mergers: SGRB, Macronova,…



Activities …. 
Teongrav@Milano:  Multi-scale Black Hole Dynamics 

MBH dynamics: binary formation 5

Figure 3. Face–on gas density map for run ‘ThFBl’ at time
t = 2.1 Myr (i.e., when the star formation rate is maximum,

see Fig. 2). The gas shocked after the first disc collision frag-

ments into a large number of small clumps which very rapidly
convert gas into new stellar mass. The black dots correspond to

the positions of the two MBHs.

clump distance when the transient binary system forms is
⇠ 10 � 20 pc, which is always resolved with a number of
cells ⇠> 10, thanks to the refinement prescription described
in Lupi, Haardt & Dotti (2015), allowing us to accurately
resolve the BH–clump close interaction.

In the case of run ‘ThFBh’, because of the relatively
higher density threshold for SF, a slightly larger number of
more massive clumps forms, resulting in the more disturbed
orbits (and faster decay) seen in Fig. 1.

We have then compared the above analysis regarding
the MBH dynamics with runs employing the aforementioned
blast wave–like feedback from SNe (BWFB–like runs). As
discussed before, this feedback implementation aims at de-
scribing non–thermal processes in the aftermath of SNa ex-
plosions. We find that the dynamical evolution of the MBHs
is largely independent upon the details of the SNa feed-
back employed, making MBH dynamics results fairly robust
against the di↵erent implementations of sub–grid physics.

3.2 Gas dynamics

We discuss here the dynamics of the gas during the merger
event. We focus on the case with the low–density threshold
for SF (run ‘ThFBl’), keeping in mind that the higher den-
sity case produces a qualitatively and quantitatively similar
outcome.

Fig. 6 shows the gas distribution around the MBHB af-
ter t = 11 Myr. On large scale (left–hand panel), the relic
disc resulting from the collision of the progenitor discs is al-
most totally disrupted because of SNa feedback. This resid-
ual structure is counter–rotating relative to the MBHB or-
bit. On scales of the order of few pc (right–hand panel), the
gas which has not been converted into stellar particles set-
tles in a circumbinary disc, with a total mass of few 105 M�.
The small disc corotates with the MBHB thanks to the drag-
ging of gas by the MBHs during their inspiral towards the
centre. Note that this implies that the angular momentum

Figure 4. Total mass in clumps for run ‘ThFBl’. The red dia-
monds correspond to the times at which we computed the clump

mass distribution shown in Fig. 5.

of the residual gas changed sign during the evolution of the
system.

We report in Fig. 7 the evolution of the modulus of
MBH orbital angular momentum and compared it to the
modulus of the total angular momentum of the gas which
is the closest to the MBHs in the simulation, defined as
the gas within a sphere of radius equal to 0.5 times the
MBH separation. We observe that at the beginning of the
simulation the angular momentum of the gas is larger than
that of the MBHs, and we remind that the gas is counter–
rotating. After ⇠> 4 Myr, the angular momentum associated
with the MBH orbit exceeds that of the gas and in principle
there are the conditions for a change in the sign of the gas
angular momentum, being dragged by the MBHs. The gas
angular momentum actually changes sign after ⇠ 9 Myr,
when the MBH separation is ⇠ 45 pc. At this evolutionary
stage, a large fraction (⇠> 90%) of the initial gas mass is
already converted in stellar particles. After ' 10 Myr, when
SNe start to explode, the released energy is radiated away
by the small amount of residual gas, which is however unable
to form further stellar mass at a comparable rate. In other
words, star formation is not halted by SNa feedback, rather
by gas consumption.

Concerning the impact of blast wave feedback (BWFB–
type runs), as expected it does not alter the gas dynamics
for a time ⇠ �tSN (at that point the two MBHs have already
reached the centre of the system). After that time, the al-
most simultaneous SNa events release a fairly large amount
of energy which heats the gas up but is not radiated away.
The net result is that the remaining gas is pushed at very
large distances from the MBHB (up to ⇠ 500 pc) by the
increased pressure. The MBHB lives then in a very low–
density environment, and no circumbinary disc is formed on
any scale.

3.3 Prompt SNa explosions

Both the MBH and gas dynamics are una↵ected by feedback
for the first 10 Myr as this is the assumed lifetime of massive
stars (and hence for the onset of SNa feedback). To test

c� 2015 RAS, MNRAS 000, 1–11

LUPI, HAARDT, DOTTI, COLPI, MNRAS, 2015 

MASSIVE BLACK HOLES IN 
MERGING

& STAR FORMING NUCLEAR 
DISCS

form ~ 100 pc down to 0.1 pc

(LISA)

SPINOSO, BONOLI, DOTTI, MAYER 2016 
8 Kimpson et al.

Figure 5. Properties of the inner binary in the three HTs merging within a Hubble time. For each system, from top to bottom: time
dependence of semi-major axis (ab), eccentricity (eb), inclination (i) with respect to the outer binary, and coalescence timescale tGW

(eq. 2). Red dashed line: simulation with 2.5PN term; black solid line: same simulation run without 2.5PN term. Blue dotted line in the
bottom panels: Hubble time tH.

simulated SC (= 100 Myr), fSF is the fraction of star for-
mation that occurs in SCs (=0.8 from Lada & Lada 2003),
nSC is the number of simulated SCs, MSC is the average
mass of the SCs (= 3500M⊙), and t̃GW,i is the effective coa-
lescence timescale of the i-th binary, as given by equation 5.
Using the values of t̃GW given in Table 2 for the three K16
merging systems, we find R ∼ 5 Gpc−3 yr−1, if we assume
that all metallicities are equally likely.

Applying the same equation (eq. 6) to Z14 merging sys-
tems, we find R ∼ 11 Gpc−3 yr−1 (Ziosi et al. 2014 give an
estimate of ∼ 3.5 Gpc−3 yr−1 because they assume a model
for the metallicity evolution in the local Universe and use a
more approximate formula than equation 6). Combining Z14
and K16 merging systems, the rate becomes R ∼ 16 Gpc−3

yr−1. Under the simplest assumptions, KL oscillations can
increase the merger rate by ≈ 50 per cent.

We can also calculate the detection rate for Advanced
LIGO/Virgo, Rdet, by extrapolating the merger rate to a
volume set by the radius out to which the mergers produce
a GW signal within the instrumental range of Advanced
LIGO/Virgo (this range depends on the chirp mass of each

binary):

Rdet =
4π
3

tlife ρSF fSF
nSC MSC

(

dH
f

)3 1

m15/6
c,10

∑

i

m15/6
c,i

t̃GW,i
, (7)

where f = 2.26 is a correction factor accounting for the
random location on the sky and orientation of sources, as
well as the non-uniform pattern of detector sensitivity (Finn
1996; Belczynski et al. 2013), mc,10 = 8.7 M⊙ is the chirp
mass of a BH-BH binary composed of two 10 M⊙ BHs, dH =
1 Gpc is the approximate instrumental range of Advanced
LIGO and Virgo (Abadie et al. 2010) for a binary with mc =
mc,10 = 8.7 M⊙, and mc,i is the chirp mass of i-th merging
BH-BH system.

Adopting the same values for tlife, ρSF, fSF, nSC and
MSC as discussed before, and using tGW,i and mc,i from Ta-
ble 2, we find Rdet ∼ 40 yr−1. For comparison, the detection
rate of the seven Z14 merging systems, derived from eq. 7 is
Rdet ∼ 100 yr−1. Combining Z14 and K16 merging systems,
the detection rate becomes Rdet ∼ 140 yr−1. We note that
dH = 1 Gpc will be reached by Advanced LIGO approx-
imately in the O2 run and that equation 7 assumes that
our simulated mergers are homogeneously distributed in a
sphere of 1 Gpc. Thus, our estimate is likely an upper limit.

Given the low statistics, these results have large uncer-

MNRAS 000, 000–000 (0000)

KIMPSON, SPERA,MAPELLI, ZIOSI, MNRAS, 2016
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Activities ….    Teongrav@Parma and Teongrav@Trento:  
 Various aspect of — Binary Neutron Star Mergers 

Studied magnetic field evolution 
in NS-NS mergers and their link to 
short-gamma ray bursts. 
(Kawamura et al 2016, Ciolfi et al 
2017)

Gravitational waves and mass ejecta from 
binary neutron star mergers: Effect of the stars' 
rotation T.Dietrich, S. Bernuzzi, M.Ujevic, 
W.Tichy. ArXiv:1611.07367

Typical GRID setup for 
simulation of BNS 

merger: (from Bernuzzi)



Activities ….    Teongrav@Catania and Teongrav@Firenze:  
 Cosmological simulations and  MHD simulations in Astrophysics

3D relativistic MHD simulations of the Crab Nebula obtained with PLUTO-AMR. Isosurfaces of the velocity (0.5c and 0.95c) are shown 
to highlight the jet-torus structure, together with magnetic fieldlines. From Olmi et al., J. Plasma Phys. 82, id. 635820601 (2016).
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NONLINEAR INHOMOGENEOUS COSMOLOGIES WITH 
NUMERICAL RELATIVITY (BENTIVEGNA&BRUNI 2016) 



Computing resources provided by the INFN and how they have 
allowed to develop the INFN research in the Gravitational Physics
❖ If there are research active in numerical gravitational physics in  ITALY is due to the INFN efforts and its 

continued support to these activities.

❖ In 2001, the “Commissione IV” has funded a cluster for research in Numerical Relativity: the Albert100 cluster that 
was installed at the “gruppo collegato di Parma”.

❖ 2005, a PRIN was awarded to the Parma, Roma and Trieste groups that where operating inside the IS OG51 (now 
TEONGRAV). Realization of the Albert2  cluster (installed in Parma).

❖ 2009 Cluster GRID-enabled TRAMONTANA (Commissione IV)

❖ 2012 Partnership CINECA INFN for the access to Tier-0 system in Bologna (FERMI) 

❖ 2013 Cluster ZEFIRO (Commissione IV and SUMA).

❖ 2015 “Progetto premiale” and the realization of the Tier-1 Galileo (Joint effort CINECA-Progetto SUMA)

❖ Our thanks to INFN ! 

❖ OUR ACTIVITY GREATLY EXPANDED IN THE LAST THREE YEARS WITH NEW PEOPLE AND NEW 
RESEARCH DEVELOPED.

❖ WE HOPE FOR CONTINUOUS INFN SUPPORT FOR COMPUTATIONAL ACTIVITY IN COMING YEARS . 

❖ More that 60 publications of our groups related to numerical research in the last 3 years! 


