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Overview

‣ What would we like the plasma source to do? 

‣ An overview of existing sources 

‣ Challenges and conclusions

Driving laser
or

particle beam

Amazing electron 
or 

positron beam?
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What would we like?

Common requirements 

‣ Well-defined & controllable density 

‣ Some degree of longitudinal uniformity 

‣ Reproducibility 

‣ Long operating lifetime  

‣ Controllable transverse profile? (e.g. 
hollow channel) 

‣ Accessible to diagnostics 

‣ Limited gas load to rest of system 

‣ Minimization of unwanted secondary 
beam generation (e.g. bremsstrahling) 

‣ Others …?
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What would we like?
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hollow channel) 

‣ Accessible to diagnostics 

‣ Limited gas load to rest of system 

‣ Minimization of unwanted secondary 
beam generation (e.g. bremsstrahling) 

‣ Others …?

Laser-driven 

‣ Sharp entrance/exit boundaries 

‣ Possibly, laser guiding 

‣ Possibly, control of longitudinal profile 
(“tapering”) 

‣ Others …?

Beam-driven 

‣ Possibly, provision of laser pulse for 
ionization



Gas jets
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Gas jets

Backing pressure P

Fast valve

Nozzle

Gas feed

jet

Driving
laser

‣ Plasma density controlled by varying backing 
pressure behind jet -  

• 10 - 100 bar depending on nozzle diameter and 
desired density 

‣ ne typically 1017 -  1020 cm-3 

‣ Length typically few mm 

‣ Supersonic nozzles provide near-flat-top density 
profile & sharper boundaries
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Gas jets

‣ Plasma density controlled by varying backing 
pressure behind jet -  

• 10 - 100 bar depending on nozzle diameter and 
desired density 

‣ ne typically 1017 -  1020 cm-3 

‣ Length typically few mm 

‣ Supersonic nozzles provide near-flat-top density 
profile & sharper boundaries

Thanks to Stuart Mangles,  
Imperial College London
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Gas jets
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‣ Plasma density controlled by varying backing 
pressure behind jet -  

• 10 - 100 bar depending on nozzle diameter and 
desired density 

‣ ne typically 1017 -  1020 cm-3 

‣ Length typically few mm 

‣ Supersonic nozzles provide near-flat-top density 
profile & sharper boundaries

Thanks to Stuart Mangles,  
Imperial College London



Simon Hooker 
University of Oxford 

EAAC, Elba,  24 - 30 Sep 2017

Gas jet: kHz laser-driven accelerator

‣ Low pulse energy ⇒ tight focus, short 

length 

‣ High rep-rate ⇒ small mass flow 

required 

‣ Gas jet: 

• nozzle dia. < 100 µm 

• Sharp boundaries to avoid refraction

Thanks to: J. Faure (LOA, 
Ecole Polytechnique)

E:  3 mJ 
τ: 4 fs 
w0:  2-3 µm 
ZR:  ≈ 20-30 µm 
ne:  ≈  1-2 × 1020 cm-3 
Ld:  ≈ 10 - 30 µm
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Gas jet: kHz laser-driven accelerator

‣ Low pulse energy ⇒ tight focus, short 

length 

‣ High rep-rate ⇒ small mass flow 

required 

‣ Gas jet: 

• nozzle dia. < 100 µm 

• Sharp boundaries to avoid refraction

Thanks to: J. Faure (LOA, 
Ecole Polytechnique)

E:  3 mJ 
τ: 4 fs 
w0:  2-3 µm 
ZR:  ≈ 20-30 µm 
ne:  ≈  1-2 × 1020 cm-3 
Ld:  ≈ 10 - 30 µm

‣ Sharper gradients 

‣ Higher ne above 100 
µm (less nozzle 
damage)

Gas jet nozzle optimization

3 MeV beam

20 mrad

‣ Supersonic nozzle: 100 × 
charge & increased stability
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Gas jets give good diagnostic access

On-shot interferogram of 10 mm 
long gas jet

Sävert et al Phys. Rev. Lett. 115 055002 (2015)

Thanks to Stuart 
Mangles,  
Imperial College London

S. Kneip et al Phys. Rev. Lett. 103 035002 (2009)

with dimensions (FWHM) 8.9 × 12.8 μm2 containing 27%
of the energy, resulting in peak intensities of
IL ¼ 6 × 1018 Wcm−2 [corresponding to a peak normal-
ized vector potential of a0 ¼ 8.55 × 10−10λLðμmÞ×ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ILðWcm−2Þ

p
≈ 1.7]. A supersonic helium gas jet was

used, generating a plasma with electron density ne in the
range of ð0.5;…; 2.5Þ × 1019 cm−3. Electrons accelerated
during the interaction could be detected using a magnetic
spectrometer or a scintillating screen. A small fraction of
the laser was split from the main pulse, spectrally broad-
ened in a hollow-core fiber filled with argon to support a
transform-limited pulse duration of τFL ¼ 4.4 fs. Using
dispersive mirrors and glass wedges to optimize dispersion,
probe pulses as short as τprobe ¼ ð5.9$ 0.4Þ fs were
created [26]. These synchronized few-cycle probe pulses
were used to backlight the LWFA perpendicularly to the
pump-pulse direction. A high-resolution imaging system
produced shadowgraphic images with micrometer resolu-
tion on a CCD camera. By varying the delay between pump
and probe, different stages of the plasma wave’s evolution
were recorded on subsequent shots close to the threshold
density for self-injection. The snapshots shown in Fig. 1 are
representative of each stage in the acceleration process.
Shots were selected that exhibit similar quasimonoener-
getic electron spectra [Figs. 1(g)–1(l)] and produced a high-
contrast shadowgram. The latter was affected by jitter in
probe duration and pointing fluctuations of the pump which
shifts the image out of focus. To reduce modulations
induced by the probe pulse’s beam profile, the relative
intensity modulation was plotted using Inorm ¼ ðI − I0Þ=I0,
with I being the pixel value at each individual position and
I0 the value derived from a low-order spline fit in the
horizontal direction.
Early in the interaction, the regions of high and low

electron density gradient (dark and light regions in the
image) are approximately equal in length, indicating a
linear plasma wave [Fig. 1(a)]. Subsequently, the transverse
extent of the plasma wave reduces, and the amplitude of the
wave increases [Fig. 1(b)]. Later on, significant increase of
curvature of the plasma-wave train and, in particular, in the
lengthening of the first plasma period [Fig. 1(c)] is
apparent. Just ahead of the region where this lengthening
starts, we observe bright emission from the plasma. This
has a broad spectrum (covering at least a range from 600 to
1000 nm, cf. the 60 nm bandwidth of the pump) and is
consistent with “wave breaking radiation” [27], which is a
direct signature of the onset of self-injection in the experi-
ment. Further propagation enhances the density gradient at
the front of the bubble, which now appears in the shadow-
grams at the beginning of the wave train. After wave
breaking, the wave becomes highly nonlinear, as indicated
by the reversal in the direction of the curvature of the
trailing wave periods in the shadowgrams [Figs. 1(d)–1(f)].
These features are closely linked to the process of trans-
verse wave breaking [28].

Our snapshots reveal that the dynamic process of bubble
lengthening is intimately tied to self-injection. We plot in
Fig. 2(a) the evolution of the plasma wave’s first period.
Early in the interaction, the length of the first period has
already increased as compared to the wavelength for a
linear relativistic plasma wave, λp ¼ 2πc=ωp. The length
of the bubble increases up to the point of wave breaking,
cf. Fig. 1(c). During a single interaction, this radiation is
emitted from a distinct spot on the optical axis with
longitudinal position varying slightly in the experiment
around ð930$ 67Þ μm for ne ≈ 1.65 × 1019 cm−3. Beyond
this point, the shape of the plasma wave varies from shot to

FIG. 1 (color online). Left: Gas and electron density profile and
focus position (dashed line). (a)–(f): Experimental shadowgrams
at various positions in the plasma at a background electron
density of ne ¼ 1.65 × 1019 cm−3. The vertical lines indicate the
on-axis position of the plasma wave’s peaks as deduced from
simulated shadowgrams (cf. Fig. 3). (g)–(l): Energy in the
electron beam per MeV and spatially resolved in the vertical
coordinate corresponding to the above images.

PRL 115, 055002 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
31 JULY 2015

055002-2
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Gas jets give good diagnostic access

On-shot interferogram of 10 mm 
long gas jet

Sävert et al Phys. Rev. Lett. 115 055002 (2015)

Few-fs shadowgraphy of a laser-driven 
wakefield

Thanks to Stuart 
Mangles,  
Imperial College London

S. Kneip et al Phys. Rev. Lett. 103 035002 (2009)
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extent of the plasma wave reduces, and the amplitude of the
wave increases [Fig. 1(b)]. Later on, significant increase of
curvature of the plasma-wave train and, in particular, in the
lengthening of the first plasma period [Fig. 1(c)] is
apparent. Just ahead of the region where this lengthening
starts, we observe bright emission from the plasma. This
has a broad spectrum (covering at least a range from 600 to
1000 nm, cf. the 60 nm bandwidth of the pump) and is
consistent with “wave breaking radiation” [27], which is a
direct signature of the onset of self-injection in the experi-
ment. Further propagation enhances the density gradient at
the front of the bubble, which now appears in the shadow-
grams at the beginning of the wave train. After wave
breaking, the wave becomes highly nonlinear, as indicated
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trailing wave periods in the shadowgrams [Figs. 1(d)–1(f)].
These features are closely linked to the process of trans-
verse wave breaking [28].

Our snapshots reveal that the dynamic process of bubble
lengthening is intimately tied to self-injection. We plot in
Fig. 2(a) the evolution of the plasma wave’s first period.
Early in the interaction, the length of the first period has
already increased as compared to the wavelength for a
linear relativistic plasma wave, λp ¼ 2πc=ωp. The length
of the bubble increases up to the point of wave breaking,
cf. Fig. 1(c). During a single interaction, this radiation is
emitted from a distinct spot on the optical axis with
longitudinal position varying slightly in the experiment
around ð930$ 67Þ μm for ne ≈ 1.65 × 1019 cm−3. Beyond
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FIG. 1 (color online). Left: Gas and electron density profile and
focus position (dashed line). (a)–(f): Experimental shadowgrams
at various positions in the plasma at a background electron
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PRL 115, 055002 (2015) P HY S I CA L R EV I EW LE T T ER S
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Gas jets: Control of longitudinal profile

cient trapping of nonrelativistic plasma electrons. In con-
trast, in the case of the sharp transition, the plasma wave is
fully loaded at once due to the sudden increase in plasma
wavelength. Electron trapping at sharp downward density
transitions has been extensively studied theoretically [14–
16]. Sharp in this context means that the characteristic
length of the transition is on the order of the plasma
wavelength [17]. Up to now experimental realizations of
this scheme did not produce monoenergetic electron beams
and relied on a second laser beam that induces a plasma
density transition via local plasma heating [18–20].

In contrast to former schemes, in the present experimen-
tal approach the density transition is formed in the gas jet
prior to ionization by the driving laser pulse. It exploits
shock-front formation in a supersonic He-gas jet. The jet is
generated by a pulsed de Laval nozzle with an exit diame-
ter of 300 !m; the shock is generated by introducing a
knife edge laterally into the gas jet. In contrast to a sub-
sonic flow, the supersonic flow cannot adapt upstream to
the obstacle and therefore needs to adapt locally in the
form of an abrupt change of all flow parameters. The
typical length scale of this sudden change is on the order
of a few times the molecular mean free path depending on
initial Mach number and shock angle [21,22]. The (asymp-
totic) values of the flow parameters before and after the
shock can be calculated using the Euler equations. For the
ratio of gas densities in front of and behind the shock, one
obtains [23]

n1
n2

¼ 1" 2

"þ 1

!
1" 1

ðM1 sin#Þ2
"
; (1)

where n1 and n2 are the gas densities before and after the
shock, respectively, " is the specific heat ratio with a value
of 5=3 for a monoatomic gas, M1 is the initial Mach
number of the gas flow, and # (see Fig. 1) is the angle
between the gas flow and the shock front. Relation (1)
exhibits a minimum for # ¼ 90& corresponding to a strong
perpendicular shock and a maximum value of 1 for #m ¼
arcsinð1=M1Þ for weak distortions propagating at the Mach
angle. A sketch of the nozzle setup is given in Fig. 1(a).
The razor blade is mounted on a small translation stage
allowing to switch the shock front on and off as well as
moving the shock transversally through the gas jet. Since
moving the knife edge through the gas jet not only changes
the shock-front position but also the angle, the density ratio
changes accordingly.

The laser employed in the present experiments is the
multi-TW sub-10-fs light source light wave synthesizer 20
(LWS-20) [24], an upgraded version of the system used for
the experiments in [25]. During the experiments it deliv-
ered pulses with 65 mJ energy on target and a duration of
8 fs full width at half maximum (FWHM). The laser pulses
are focused onto the target by a f=12 off-axis parabolic
mirror (OAP) to a spot diameter of 12 !m (FWHM),

yielding a peak intensity of 2:5' 1018 W=cm2. This value
takes into account losses introduced by residual phase front
distortions.
The electron energy spectrum is measured by a high

resolution focusing permanent magnet spectrometer [26]
suitable for analyzing electrons in the range of 2–400MeV.
Scintillating screens (Kodak Lanex) imaged to a 12 bit
CCD camera are used for electron detection, allowing
simultaneous measurement of energy spectrum and diver-
gence. This detection system was absolutely calibrated at a
linear accelerator source [27].
Shadowgraph images of the plasma [Fig. 1(a)] are ob-

tained during the experiments by using a small part of the
laser beam as back light. By introducing a Nomarski
interferometer [28] into this probe beam, the same back
light is used for interferometric measurements of the
plasma density. Lineouts parallel to the shock front are
taken out of the phase-shift maps produced by the mea-
surement and subsequent Abel inversion yields the plasma
density distribution. It was confirmed that the tilt by the
angle # of the lineouts with respect to the plasma channel
does not significantly change the results. A density lineout
along the laser axis is shown in Fig. 1(b).
Figures 1(a) and 1(b) yield # ¼ 16( 0:5& and n1=n2 ’

1:6. Substitution into formula (1) gives a Mach number
M ¼ 5:1( 0:2 which is in good agreement with M ¼ 5:3
obtained from computational fluid dynamics simulations.

FIG. 1. Sketch and shadowgraph image of the target setup (a).
A razor blade is introduced laterally into a supersonic gas jet
(undistorted gas jet edges: white dashed lines) in order to
generate a shock front (blue line). The shadowgraph image
was taken during the experiments showing the nozzle tip, the
razor blade (slightly tilted), and the plasma produced by the
driving laser. Inside the plasma the tilted shock front can be
discerned and a small, bright spot indicative of electron injection
is visible. (b) Measured electron density along the laser propa-
gation axis.

K. SCHMID et al. Phys. Rev. ST Accel. Beams 13, 091301 (2010)

091301-2

shown in Fig. 1(c). The maximum electron energy is
therefore larger than in the case without the transition.
In a first experiment, a large energy spread electron beam is
used to demonstrate the principle of this technique. The
density profile is obtained by creating a shock front in a
supersonic gas jet, generated by placing a blade
perpendicular to the gas flow emanating from the nozzle.
In a second experiment, the density step is made with a
second gas jet, which can be used to enhance the energy of
monoenergetic electron beams.
The experiment has been performed with the “Salle

Jaune” Ti:Sa laser system (laser wavelength λ0 ¼ 813 nm)
at Laboratoire d’Optique Appliquée. A linearly polarized,
1.2 J on target, 30 fs (corresponding to a peak power
P ¼ 40 TW) laser pulse is focused at the entrance of a
1.5 mm supersonic helium gas jet using an f=10 off-axis
parabola [as seen in the experimental setup sketched in
Fig. 1(a)]. The full width at half maximum (FWHM) focal
spot size is 18 μm, with a peak intensity on target of
I ¼ 1 × 1019 W · cm−2, equivalent to a normalized vector

potential a0 ¼ 2.2. A 500 μm thick silicon wafer is placed
on the leaving side of the gas jet to create a sharp density
transition, by using a setup similar to the one in
Refs. [15,16]. Note that in these previous studies the shock
front is created on the entering side of the gas jet to trigger
electron injection in the downward density jump, whereas
for now the shock is on the leaving side of the jet and it
creates a sharp upward density ramp. Measured longi-
tudinal plasma density profiles for different positions of the
blade in the jet are presented in the Supplemental Material
[17]. The longitudinal position of the shock is adjusted by
moving the blade in and out. Electron spectra are measured
with a spectrometer consisting of a permanent magnet
(1.1 Twith a length of 100 mm) combined with a phosphor
screen imaged on a 16 bit CCD camera. The phosphor
screen and detection system are calibrated so that the
electron beam charge and energy distribution are measured
for each shot.
First, a scan of the gas density is performed in order to

determine the optimum plasma density for which the
electron energy cutoff is the highest. The energy spectrum
with a plasma density without the transition is shown in
the top panel of Fig. 2(a) (angle resolved spectrum) and in
red in Fig. 2(b) (spectrum integrated over the transverse
direction). The electron energy distribution corresponds
to the force laser wakefield regime [18], with a long
plateau feature and a Maxwellian decrease with a cutoff
energy around 230MeV. The cutoff energy is defined as the
electron energy where the charge of the beam becomes
smaller than 18 fC=MeV. Such a spectrum indicates the
transverse self-injection of a long bunch [19], which is
consistent with an electron plasma peak density ne ¼ 8.5 ×
1018 cm−3 along a few millimeters.

FIG. 1 (color online). Schematic representation of the first (a)
and second (b) experimental setup. The blade can move in and
out the gas jet. The density profile is shown in green in the two
cases near the gas jet. (c) Schematic representation of the bubble
before and after the density step. The driving pulse (red)
generates a bubble with a size Lb;1, which shrinks
(Lb;2 < Lb;1) by crossing the density step. The accelerating
(green gradient) and decelerating (blue gradient) regions are
shown. The electron bunch (purple) reaches the end of the
accelerating region before the density step and is shifted back
to the accelerating field when crossing the density step.

FIG. 2 (color online). (a) Experimental angle resolved electron
spectra in logarithmic scale without (top panel) and with the
shock at 0.7 mm after the gas jet center (bottom panel). (b) Angle
integrated electron spectra in logarithmic scale for four positions
of the blade.

PRL 115, 155002 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

9 OCTOBER 2015

155002-2

‣ Control of longitudinal profile possible by 
introducing blades and/or additional gas 
sources: 

• K. Schmid et al. PRSTAB 13 091301 (2010). 

• M. Hansson et al. PRSTAB 18 071303 (2015). 

• C. Thaury et al. Sci. Rep. 1 16310 (2015). 

• E. Guillaume et al. PRL 115 155002 (2015).
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Gas cells

‣ Region of uniform neutral gas contained by 
differential pumping through coaxial 
pinholes 

‣ Density fairly uniform between pinholes… 

•  but plume of gas from front and back of 
cell 

‣ Density easily adjusted by controlling gas 
flow 

• but erosion of pinholes will change 
density 

‣ Several groups have designed variable 
length gas cells

Target pressure P

Gas feed

Driving
beam

Plume Plume

Gas flow
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Examples of gas cells

OpenFoam simulations show uniform 
density within cell & extent of plumes

Thanks to: Stefan Karsch 
Munich Centre for Advanced Photonics
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Thanks to: Zulfikar Najmudin 
Imperial College, London, UK
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Disposable gas cells

‣ Gas cell made by 3D 
printing

Translate to 
adjust cell 
length

After 500 
10-J shots

Thanks to: M. Streeter, 
Lancaster University, UK
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Capillary gas cells

‣ Highly homogeneous region between gas 
slots 

‣ No shocks or turbulence 

‣ Reproducible when pulsed 

‣ Low gas load at continuous flow 

‣ Reduces turbulence caused by non-
reproducible gas valve

LUX Plasma 
Target, lux.cfel.de 
Image credit: Niels 
Delbos (Hamburg 
University)

the electron beams. Experiments with different diameter
gas cells of 200–300 !m yielded similar results, suggest-
ing that unlike in Ref. [6] the waveguide properties of these
structures do not play a prominent role here. Figure 1(a)
shows the cell cross section and a sketch of the experimen-
tal setup. The channel was filled with hydrogen passing
through a valve and two gas slots at backing pressures of up
to 490 mbar. We carried out simulations of the gas flow
using the 2D coupled-implicit-solver version of the
FLUENT code, which solves the Navier-Stokes equations
and in our case uses the "-" model to account for turbu-
lence [16]. The gas cell investigated in this work reduces
target density fluctuations threefold compared to super-
sonic gas jets. First, negligible gas flow occurs within the
central interaction volume. The magnified regions in Fig. 1
(a) display the steady-state flow velocities at the cell en-
trance or exit and center for a typical backing pressure of
130 mbar. An almost perfectly homogeneous and station-
ary gas distribution develops between the inlets covering
80% of the channel length [Fig. 1(b)]. In addition, the
residual flow at the cell exits and supply slots is only mar-
ginally turbulent, and the turbulent kinetic energy " is low.
Second, no supersonic shock fronts propagate through the
medium, a phenomenon which may occur in high-Mach
gas jets. Finally, the valve opening process has no influence
on the actual density distribution inside the channel since
the time it takes the valve to open (!2 ms) is 2 orders of
magnitude smaller than the cell filling time in pulsed
operation (200 ms) and is irrelevant in continuous-flow
mode. A destabilization of the electron-acceleration con-
ditions was observed only for valve opening times below
!50 ms. Thus, initial fluctuations equilibrate before the
arrival of the laser pulse and a steady-state, laminar gas

flow arises resulting in a reproducible, homogeneous gas
distribution.
The driver laser in our experiment, the ATLAS Ti:sap-

phire system at the Max-Planck-Institut für Quantenoptik,
delivered 20 TW, 850 mJ, 42 fs FWHM pulses on target at
a central wavelength of # " 800 nm. As schematically
indicated in Fig. 1(a), the beam was then focused into the
gas cell by an f=22 off-axis parabola to a spot with a
diameter of 23 !m FWHM and a Strehl ratio of >0:7.
This resulted in an average vacuum FWHM focal intensity
of 1:7# 1018 Wcm$2 and a normalized laser vector po-
tential of a0 ¼ 0:89.
The accelerated electrons emerging from the gas chan-

nel were observed at two positions along their trajectories
by 12-bit cameras on scintillating phosphor screens (type
CAWO OG 16). These screens were placed at the entrance
of (S1) and behind (S2) a permanent dipole magnet (field
strength of!0:45 T). S1 detected the electron beam point-
ing and divergence after 1.12 m of propagation. When this
screen was removed, the electrons could enter the spec-
trometer magnet unscattered. S2 then registered the elec-
tron deflection in the magnetic field. The fluorescence
signal of S2 was calibrated using image plates to provide
an absolute charge readout [17]. Three-dimensional par-
ticle tracking simulations for the measured field distribu-
tion of the spectrometer were used to calibrate its energy
dispersion and transverse focusing behavior. We have in-
vestigated the electron beams generated from this setup in
terms of charge, energy, pointing direction, and diver-
gence. The remarkable shot-to-shot stability of these pa-
rameters allowed for systematic studies with meaningful
statistics which will be presented in the following.
Figure 2 displays the negative charge Q of accelerated

particles measured at S2 as a function of ne with energies
&100 MeV. The electron density is deduced from the
hydrogen fill pressure assuming complete ionization
within the laser focus. Electrons are injected into the
wake at densities above !4# 1018 cm$3 facilitated by
laser self-modulation effects (see remarks on simulations
below). At n0e " 7:3# 1018 cm$3, a maximum amount of
charge Q " 32 pC is detected with shot-to-shot fluctua-
tions as low as 16% rms. The data on either side of this
maximum can be interpreted as follows: For densities ne <
n0e, an increase towards n0e in charge and stability is ob-
served. In this regime, the distance d over which injected
electrons interact with the wakefield is governed by the
focusing geometry of the laser modified through relativis-
tic self-focusing and energy depletion effects and not by
the electron dephasing length ld > d (ld ¼ #3

p=#
2 /

n$3=2
e in linear theory). ld is the distance over which the

electrons outrun the accelerating wakefield and start to
decelerate. The laser energy depletion length le / n$1

e

[18] decreases with density as fast as Pcrit / n$1
e .

Therefore, the distance over which the self-focusing effect
can be maintained does not depend on density resulting in
an almost constant acceleration distance. Since the electric
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FIG. 1 (color). (a) Cross section of a capillary. Magnified
parts: Color-coded gas-flow velocities in a steady-state regime
(FLUENT simulation with 130 mbar filling pressure). (b) Calcu-
lated gas-pressure profile (solid line) and the turbulent kinetic
energy " (dashed line) along the central channel axis.
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A gas cell for a beam-driven accelerator

Design requirements: 

‣ No emittance spoilers  

‣ Full transverse (optical) probing 

‣ Supporting multiple injection 
scenarios 

‣ Easily replaceable (8h) 

• Limited access to FLASH2 tunnel 

• No contamination of FLASH 
vacuum 

‣ Plasma density 

• Acceleration: up to 5 x 1017 cm-3 

• Injection: up to 5 x 1018 cm-3

FLASHForward‣‣ experiment

Thanks to: J. Osterhoff & 
L. Schaper, DESY
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A gas cell for a beam-driven accelerator

Gas cell assembly
(front view)

Gas cell assembly
(side view)

Gas cell assembly
(front view)

Gas cell assembly
(side view)

e--beam in
laser in

gas 
out

gas 
out

e--beam out
laser out

gas inlets 
for Hydrogen

gas inlet for  
Hydrogen, Helium

FLASHForward‣‣ experiment

Target concept: 

‣ Laser ionized 

‣ Gas filling  

• Separate pressure control  

• Multiple species operation 

• Localised density peak and 
downramp possible 

‣ Continuous gas flow design  

• No windows required  

• Compatible with FLASH vacuum 
standards 

‣ Transverse access 

Thanks to: J. Osterhoff & 
L. Schaper, DESY
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A gas cell for a beam-driven accelerator

FLASHForward‣‣ experiment

Target concept: 

‣ Laser ionized 

‣ Gas filling  

• Separate pressure control  

• Multiple species operation 

• Localised density peak and 
downramp possible 

‣ Continuous gas flow design  

• No windows required  

• Compatible with FLASH vacuum 
standards 

‣ Transverse access 

Thanks to: J. Osterhoff & 
L. Schaper, DESY
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Gas removal

Differential pumping stations
2.27m13.94m1.02m

‣ Maximum continuous gas flow of  
20 mbar l/s hydrogen into main 
chamber 

• at beamline intersection to 
FLASH2 pressure has to be < 10-8 
mbar 

• additionally to main chamber 3 
differential pumping sections in 
beam-line 

• efficient for pumping: small 
diameter pipes, 
 bending magnet

Pumping speeds required: 

‣ Experimental chamber:  

• 2500 l/s turbo pump, 450 m3/h backing 
pump 

‣ First stage: 

• 600 l/s turbo pump, 35m3/h backing pump 

‣ Second stage: 

• 600 l/s turbo pump, 35m3/h backing pump 

‣ Third stage: 

• 450 l/s turbo backed by 300l/s turbo, 35m3/
h backing pump

Thanks to: J. Osterhoff & 
L. Schaper, DESY
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Heat-pipe ovens

Many beam-driven plasma accelerators require: 

‣ Long targets (metre scale) 

‣ Relatively low density ne = 1014 - 1016 cm-3 

‣ Ionizable by drive beam or a laser pulse (⇒ low-Z target) 

‣ Minimize ionization by collisions with driver (⇒ low-Z target) 

‣ In some cases, high uniformity
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FACET Experiments Use Meter Scale Plasmas: 
Laser or Beam Field Ionization, Alkali Metal Vapour or Hydrogen Gas

Lithium or Rubidium Vapor Produced in a Heat Pipe Oven: 
• Scalable over wide range in density & length: 

•  n0 = 1014-1017 e-/cm3, L = 20-200 cm 
• ‘Easy’ first ionization: 

• e.g. Li 5.4 eV lessens ionization laser requirements 
• Developed in collaboration with UCLA, used in most acceleration 

experiments since 1998

Ionization: 
• Possible with beam fields directly for single 

compressed e- beams 
• Pre-ionization laser pulse gives additional flexibility 
• Specialized optics for uniform (Axicon) or hollow 

channel plasmas (Spiral Phase Grating)

Axicon optic provides 
transversely uniform 

extended line focus for 
long, uniform plasmas 

for electron acceleration

Axicon

Hydrogen Gas Cells: 
• Flexible optical access for probe pulses and injection 

laser pulses (e.g. Trojan Horse injection, in 
preparation for publication 2017)

Enabled Many Advances in PWFA Physics:
• 42 GeV E-gain in one meter – Nature 2007 
• High efficiency acceleration – Nature 2014 
• Multi-GeV e+ PWFA – Nature 2015 
• Hollow Channel e+ PWFA – Nature Communications 2016 
• Wakefield Mapping – Nature Communications 2016 
• Ionization Injection – PRL 2014

Thanks to Mark Hogan, 
FACET
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AWAKE plasma source

Source requirements 

‣ 1014 ≤ ne ≤ 1015 cm-3 (kpσr ≈ 1) 

‣ Δne < 0.2% (SSM & acceleration) 

‣ Length several metres 

‣ Few cm ramp (electron trapping) 

‣ Seed for self-modulation

ne

z

~10m

few
cm

few
cm

Rb vapour source (not heat-pipe oven) 

‣ ne = nRb 

‣ Laser ionized 

• EI = 4.177 eV 

• Ith = 1.7 × 10¹² W cm-2 

‣ Impose very uniform T 

• δnRb / nRb  = δT / T < 0.2% 

‣ 160 oC ≤ T ≤ 220 oC  for 1014 ≤ nRb ≤ 1015 cm-3 

‣ Control Rb gradient with Rb source temp 

‣ Short scale length: heat-pipe design 

‣ nRb measured at each end by white light 
interferometry

Thanks to: P. Muggli (MPP), E. Oz (MPP), F. 
Batsch (MPP), F. Braunmuller (MPP), R. Kersevan 
(CERN), G. Plyushchev (CERN/MPP/EPFL), J. 
Moody, M. Huether, MPP, V. Fedosseev, F. Friebel, 
CERN
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AWAKE plasma source
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 © P. Muggli P. Muggli, U. Heidelberg 01/19/2016 

Rb VAPOR SOURCE (heat exchanger) 

! The longest compact accelerator in the world! 

Back side, from the wall at CERN 

10m! 
Straight! 

@ Grant 

equivalent to providing uniform plasma density. The density
uniformity of such a closed system can be estimated as follows:
the density fluctuations can be related to temperature fluctuations
for an ideal gas with the ideal gas equation:

p¼ nkT

where p is pressure, n is density and k¼ 1:38" 10#23

m2 kg s#2 K#1 is the Boltzmann constant. At constant pressure,
density and temperature fluctuations are related by

Δn
n

¼
ΔT
T

:

The fluctuations result from two sources: the externally imposed
and internal fluctuations. The internal fluctuations are estimated
from the average value of temperature fluctuations for an ideal gas
[3] at temperature T which is given by

〈ðΔTÞ2〉¼
kT2

cV

where cV is the heat capacity at constant volume. This can be put
in a useful form to calculate the temperature uniformity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〈ðΔTÞ2〉

T2

s

¼

ffiffiffiffiffi
k
cV

s

50:002:

Therefore the externally imposed fluctuations dominate and hence
a density uniformity of Δn=nr0:002 can be achieved with a
temperature uniformity of ΔT=Tr0:002.

2. Description of Rb vapor source

Rubidium is chosen because of its low ionization potential
(URb ¼ 4:177 eV), and relatively low temperature requirement to
obtain the desired vapor density when compared to other alkali
metals. Rubidium has a melting temperature of 38.89 1C, conse-
quently it is in solid form at room temperature. The temperature
range in order to reach the required densities is & 150–200 1C.
This is determined by the vapor pressure curve of Rb [4] (see
Fig. 1). Independently heated liquid reservoirs provide the desired
Rb vapor density inside the 10 m-long 2 cm radius pipe. A sketch
of the vapor plasma source is given in Fig. 2(a). Proton, electron
and laser beams enter and exit the source through fast valves.
Valved Rb sources with temperature regulation of 70.03 K will be

purchased from MBE-Komponenten incorporated [5] Fig. 2(b).
They contain only a few grams of Rb. An advantage of having
two independent heating systems for the reservoirs and the pipe is
that by keeping the temperature of the pipe a few degrees above
that of the reservoirs prevents condensation of Rb in a cold spot
inside the pipe, all the condensation occurs in the reservoir.

Rubidium is known to form dimers and clusters at these
densities [6]. However, the number of dimers or clusters is
expected to be small when compared to the number of single
atoms. In addition, a fraction of non-atomic species will not effect
the plasma density uniformity unless they are themselves non-
uniformly distributed in this constant temperature environment.
Several methods are described in literature to get rid of these
dimers [7], such as by super heating the vapor or by using a diode
laser tuned across Rb2 D2 resonance line. It is also possible that
after the passage of the beams the clusterization may be enhanced
by plasma electrons seeding [8]. Since the reservoir and the source
can be independently heated and isolated it is possible to get rid of
non-atomic species by dumping the vapor onto a cold plate at
room temperature and completely refill the source from the
reservoirs between events.

Vapor density can be determined by using the vapor pressure
curves [4,9,10] or using the hook method. In this method the
source is placed in one arm of a Mach–Zehnder white light
interferometer, and interference patterns that resembles hooks
resulting from the ground state absorption lines of the vapor
element [11,12] are measured.

Uniformity of 0.2% means the temperature should not change
more than 0.85 K at 423 K (i.e. 150 1C) and 0.95 K at 473 K (i.e.
200 1C). Therefore for the required temperature range the source
needs to remain at T & 70:4 K. In the literature it is reported that
to set the temperature standard in the temperature range 50–
350 1C, stirred liquid baths containing a synthetic or mineral oil
[13] are used. For example a small 50 cm deep liquid bath can
provide a uniform temperature with ΔTo1 mK i.e. ΔT=Tr2"
10#6 at T¼473 K, 1000 times better than the requirement for the
plasma source.

A custom built circulating oil bath is developed to reach the
temperature uniformity (see Fig. 3). A simple calculation for the
temperature change of hot oil flowing through an insulated pipe
over 10 meters demonstrates the feasibility of such a system: Steady
state solution energy balance leads to a simple equation [14]

ΔT ¼ ðT0#TrÞ
z
λT

where z is the position along the pipe, ΔT ¼ TðzÞ#T0, T0 is the
temperature of the oil at the entrance of the pipe and Tr is the
surrounding ambient temperature. The constant is λT ¼ cpω=U2πro,
where cp is the heat capacity per unit mass of the oil, ω¼ ρvπr2o the
mass flow rate, ρ the oil density, ro the pipe radius, v the oil flow

Fig. 1. Rubidium vapor density (blue line) and vapor pressure (green dashed line)
as a function of temperature. Region between 1"1014 cm#3 and 1"1015 cm#3,
and the corresponding temperature show the parameter range of interest for the
PDPWFA. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this article.)

Fig. 2. (a) Sketch of the plasma source. Two independently heated sections consist
of a 10 m long Rb vapor section with fast valves for proton, electron and laser beam
access and valved Rb liquid reservoirs. (b) Photo of the valved Rb liquid reservoir by
MBE Komponenten incorporated.
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a b s t r a c t

We describe a novel plasma source developed at the Max Planck Institute for Physics that will be used for
a proton driven plasma wakefield accelerator experiment at CERN. Rubidium vapor is confined in a
10 meter -long, 4 cm diameter, oil-heated stainless steel pipe. A laser pulse tunnel ionizes the vapor
forming a 10-meter long, ! 1 mm radius plasma with a range of densities around ! 1015 cm"3. Access to
the source is provided using custom manufactured fast valves. The source is designed to produce a
plasma with a density uniformity of at least ! 0:2% during the beam–plasma interaction.
& 2013 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

Plasma-based advanced acceleration is a topic of much con-
temporary interest. Accelerating fields orders of magnitude higher
than in conventional radio-frequency-based accelerators can be
produced with plasma-based accelerators. For the plasma wake-
field accelerator scheme where a charged particle bunch creates
the wakefield, the accelerating field is related to the inverse of the
bunch length of the drive bunch sz (with the condition that the
plasma wavelength is equal to 2πsz); therefore, shorter bunches
are needed to reach higher accelerating fields. Recently the
AWAKE collaboration proposed a Proton Driven Plasma Wakefield
Accelerator (PDPWFA) experiment in order to take advantage of
the energy of a single CERN SPS bunch (! 7 kJ). With this scheme
it could be possible to accelerate an electron bunch in a single
plasma stage for a future linear e" =eþ collider. Since short
(! 100 μm) proton bunches are not yet available, the proposed
experiment relies on the self-modulation-instability [1] to reso-
nantly drive GV scale accelerating fields. In the experiment a
12 cm sz, 400 GeV CERN SPS proton bunch enters a !10 meter-
long, ! 1 mm radius ! 1015 cm"3 density plasma. The transverse
self-modulation-instability causes the proton bunch to self mod-
ulate and transforms it effectively into a train of micro-bunches.
The train resonantly drives large accelerating fields (!GV). In this
wake a ! 20 MeV co-propagating electron bunch is injected and
accelerated. Accelerating an electron bunch in such a wake brings
a strict requirement on the plasma density uniformity. It can be
estimated as follows: After the electron bunch is injected the
maximum phase shift allowed so that it remains in the

accelerating and focusing phase of the wake is λpe=8 [2] where
λpe is the plasma wavelength, which is inversely proportional to
the square root of plasma density, λpep1=

ffiffiffiffiffi
ne

p
. Therefore the

following relation can be written between the change in plasma
wavelength and the density

dλpe
λpe

¼ "
dne

2ne
:

If the injected bunch is located N plasma wavelengths behind the
point where the wakefield starts, then the total allowed phase
shift at the injection point is

Nλpe
Δnmax

2ne
¼
λpe
8

where Δnmax is the maximum allowed perturbation for a given
plasma source. Hence, for a CERN proton bunch with sr ¼ 0:2 mm,
sz ¼ 12 cm, and optimum plasma density (corresponding to
λpe=2π %sr) of 7&1014 cm"3 (sz % 100λpe), choosing N¼100 the
point where the accelerating field reaches its maximum along the
bunch, the requirement on plasma density uniformity becomes

Δnmax

ne
r0:0025:

For 1&1015 cm"3 the requirement is Δnmax=ne≲0:002, therefore
our design criteria for the cell is chosen to be 0.2%.

This strict requirement can be satisfied by a fully ionized Rb
vapor confined in a closed long tube at a constant temperature, T.
The low ionization potential of Rb, 4.18 eV, makes it possible to
fully field-ionize Rb vapor with a relatively low laser intensity. A
more detailed description of ionization is given later in the text.
Since the vapor is fully ionized (first electron), the density and the
uniformity of the plasma are the same as those of the neutral
vapor. Therefore, in this case, providing uniform vapor density is
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Plasma requirements: 
! Lp~10m, rp>1mm 
! Easy to produce, to (laser) ionize 
! Allow for SMI seeding 
! !n0/n0<0.2% (e- injection) 
! => Rubidium 
! Up=4.177eV 
! Ith=1.7x1012W/cm2~Up

4 

! T<230°C 

equivalent to providing uniform plasma density. The density
uniformity of such a closed system can be estimated as follows:
the density fluctuations can be related to temperature fluctuations
for an ideal gas with the ideal gas equation:

p¼ nkT

where p is pressure, n is density and k¼ 1:38" 10#23

m2 kg s#2 K#1 is the Boltzmann constant. At constant pressure,
density and temperature fluctuations are related by

Δn
n

¼
ΔT
T

:

The fluctuations result from two sources: the externally imposed
and internal fluctuations. The internal fluctuations are estimated
from the average value of temperature fluctuations for an ideal gas
[3] at temperature T which is given by

〈ðΔTÞ2〉¼
kT2

cV

where cV is the heat capacity at constant volume. This can be put
in a useful form to calculate the temperature uniformity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〈ðΔTÞ2〉

T2

s

¼

ffiffiffiffiffi
k
cV

s

50:002:

Therefore the externally imposed fluctuations dominate and hence
a density uniformity of Δn=nr0:002 can be achieved with a
temperature uniformity of ΔT=Tr0:002.

2. Description of Rb vapor source

Rubidium is chosen because of its low ionization potential
(URb ¼ 4:177 eV), and relatively low temperature requirement to
obtain the desired vapor density when compared to other alkali
metals. Rubidium has a melting temperature of 38.89 1C, conse-
quently it is in solid form at room temperature. The temperature
range in order to reach the required densities is & 150–200 1C.
This is determined by the vapor pressure curve of Rb [4] (see
Fig. 1). Independently heated liquid reservoirs provide the desired
Rb vapor density inside the 10 m-long 2 cm radius pipe. A sketch
of the vapor plasma source is given in Fig. 2(a). Proton, electron
and laser beams enter and exit the source through fast valves.
Valved Rb sources with temperature regulation of 70.03 K will be

purchased from MBE-Komponenten incorporated [5] Fig. 2(b).
They contain only a few grams of Rb. An advantage of having
two independent heating systems for the reservoirs and the pipe is
that by keeping the temperature of the pipe a few degrees above
that of the reservoirs prevents condensation of Rb in a cold spot
inside the pipe, all the condensation occurs in the reservoir.

Rubidium is known to form dimers and clusters at these
densities [6]. However, the number of dimers or clusters is
expected to be small when compared to the number of single
atoms. In addition, a fraction of non-atomic species will not effect
the plasma density uniformity unless they are themselves non-
uniformly distributed in this constant temperature environment.
Several methods are described in literature to get rid of these
dimers [7], such as by super heating the vapor or by using a diode
laser tuned across Rb2 D2 resonance line. It is also possible that
after the passage of the beams the clusterization may be enhanced
by plasma electrons seeding [8]. Since the reservoir and the source
can be independently heated and isolated it is possible to get rid of
non-atomic species by dumping the vapor onto a cold plate at
room temperature and completely refill the source from the
reservoirs between events.

Vapor density can be determined by using the vapor pressure
curves [4,9,10] or using the hook method. In this method the
source is placed in one arm of a Mach–Zehnder white light
interferometer, and interference patterns that resembles hooks
resulting from the ground state absorption lines of the vapor
element [11,12] are measured.

Uniformity of 0.2% means the temperature should not change
more than 0.85 K at 423 K (i.e. 150 1C) and 0.95 K at 473 K (i.e.
200 1C). Therefore for the required temperature range the source
needs to remain at T & 70:4 K. In the literature it is reported that
to set the temperature standard in the temperature range 50–
350 1C, stirred liquid baths containing a synthetic or mineral oil
[13] are used. For example a small 50 cm deep liquid bath can
provide a uniform temperature with ΔTo1 mK i.e. ΔT=Tr2"
10#6 at T¼473 K, 1000 times better than the requirement for the
plasma source.

A custom built circulating oil bath is developed to reach the
temperature uniformity (see Fig. 3). A simple calculation for the
temperature change of hot oil flowing through an insulated pipe
over 10 meters demonstrates the feasibility of such a system: Steady
state solution energy balance leads to a simple equation [14]

ΔT ¼ ðT0#TrÞ
z
λT

where z is the position along the pipe, ΔT ¼ TðzÞ#T0, T0 is the
temperature of the oil at the entrance of the pipe and Tr is the
surrounding ambient temperature. The constant is λT ¼ cpω=U2πro,
where cp is the heat capacity per unit mass of the oil, ω¼ ρvπr2o the
mass flow rate, ρ the oil density, ro the pipe radius, v the oil flow

Fig. 1. Rubidium vapor density (blue line) and vapor pressure (green dashed line)
as a function of temperature. Region between 1"1014 cm#3 and 1"1015 cm#3,
and the corresponding temperature show the parameter range of interest for the
PDPWFA. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this article.)

Fig. 2. (a) Sketch of the plasma source. Two independently heated sections consist
of a 10 m long Rb vapor section with fast valves for proton, electron and laser beam
access and valved Rb liquid reservoirs. (b) Photo of the valved Rb liquid reservoir by
MBE Komponenten incorporated.
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Plasma sources with 
controlled transverse profile
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Why is control of transverse profile important?

‣ For LWFA, guiding of the drive pulse 

‣ Transverse variation of ne: 

• Causes phase differences between on- and off-axis 
wake oscillations 

• Affects relation between accelerating and focusing 
phases 

• N. E. Andreev et al. PoP 4 1145 (1997) 

‣ Hollow plasma channels  

• Have uniform acceleration gradients, independent of 
transverse profile of driver 

• Weak, linear focusing forces 

• T. C. Chiou & T. Katsouleas PRL 81 3411 (1998) 

• C. B. Schroeder et al. PRL 82 1177 (1999) 

‣ Near-hollow channels 

• Independent control of focusing & accelerating 
forces 

• C. B. Schroeder et al. PoP 20 080701 (2013).

x

ne(x)high-density
plasma

high-density
plasma

x

ne(x)high-density
plasma

vacuum
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FACET: Generation of hollow plasma channels

‣ High-order Bessel beam formed by 
kinoform 

‣ Ionizes Li vapour in heat-pipe to form 
annular plasma (with unionized gas on 
axis) 

• Ti:sapphire laser: 34 mJ, 100 fs 

• nLi = 8 × 1016 cm-3 

• Oven 130 cm long

Positron Beam Gold Mirror  
with hole 

Kinoform 

Laser 
YAG Screen 

Dipole  
Spectrometer 

LANEX Screen 

Plasma Channel Imaging  
Quadrupoles 
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Creation of Meter-Scale Plasmas 
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Thanks to: S. Gessner 
(SLAC, now @ CERN)
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Mapping the Longitudinal Wakefield 
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We observed for the first time the acceleration of positrons in the hollow 
channel plasma wakefield. We were able to map out the longitudinal 
wakefield by varying the separation between drive and witness beams. 

 

Carl Lindstrøm is performing a similar analysis for the transverse wakefield. 

 

Witness Drive 



Simon Hooker 
University of Oxford 

EAAC, Elba,  24 - 30 Sep 2017

FACET: Generation of hollow plasma channels

‣ Method extended to gas cells 

• Direct observation of channel profile 

• Can use a high-charge drive beam without 
field ionization by beam 

‣ But… 

• Gases more difficult to ionize 

• Self-phase modulation can affect laser pulse

10 

Gas Source Plasmas 

Action Items: 
 
-  Investigate peak intensity 

compatible with transmitting 
focusing optic (UCLA, CU 
Boulder) 

-  Develop reflective high-order 
Bessel optics 

Low Intensity High Intensity 

Observation of double-
wall structure 

Gas source plasmas have advantages 
over lithium vapor sources: 

•  Direct observation of hollow channel profile 
•  Can use a high-charge drive beam 

 
Gas sources are difficult to ionize and self-
phase modulation effects the laser profile. 
 

11 

Interferometry with Hollow Channels 

Beam-based measurements of plasma 
shape are limited: 

•  Convolves beam shape with channel shape 
•  Requires O(1000) shots to reconstruct 

channel shape 

 
Interferometric measurements can 
reconstruct plasma channel shape on a 
shot by shot basis. 
 

J. Fan, et. al. PRE 2000 

Action Items: 
 
-  Demonstrate channel shape 

measurements with interferometry prior to 
implementation at FACET-II (UCLA, UT 
Austin, UC Boulder) 

Thanks to: S. Gessner 
(SLAC, now @ CERN)
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Waveguides

‣ Laser-driven plasma accelerators need the driving 
pulse to be guided since Rayleigh range is typically 
only few mm 

‣ Relativistic and ponderomotive effects greatly 
increase interaction length without external 
waveguide 

‣ Waveguides come in two types: 

• Step-index waveguides (hollow capillaries) 

• Gradient refractive waveguides: Plasma channels

W0

Accelerating field : Ez / !p /
p
ne

Dephasing length : Ld ⇡
�3
p

�2
/ 1

n3/2
e

Energy gain : �W = EzLd / 1

ne

Example :

w0 = 10µm; � = 1µm

) ZR = 0.3mm

ZR =
⇡w2

0

�
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Step-index: hollow capillaries

Operation in a large parameter range: 

‣ Inner diameter: 50 - 500 µm,  

‣ Glass walls: optically smooth 

‣ Length : limited by laser damping length (several meters for 100µm diameter 
capillary) 

‣ Laser intensity: the main limitations are due to poor beam quality and  stability 

‣ Gas : H2 to control the density easily (laser ionisation) 

‣ Gas pressure control: 0-500 mbar, pulsed (1shot /10s).

Thanks to: Brigitte Cros & Thomas Audet 
LPGP, CNRS-Université Paris-Sud
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Hollow capillaries: Progress

‣ Stable gas confinement (measurement by interferometry 
and fluid simulations) 

• J. Ju et al. J. Appl. Phys. 112 113102 (2012) 

‣ Laser wakefield acceleration in capillary tubes to ~ 300 
MeV: 

• J. Ju et al. Phys Plasmas 20 083106 (2013). F. G. 
Desforges et al. Nucl. Instr. Meth. A 740 54 (2014) 

• M. Hansson et al. Phys. Rev. STAB 17 031303 (2014). 

‣ Use of capillary exit as pinhole for imaging of radiation 
and diagnostic of electron acceleration: 

• J. Ju et al. Phys. Plasmas 20 083106 (2013) 

• J. Ju et al. Phys. Rev. STAB 17 051302 (2014)

Thanks to: Brigitte Cros & Thomas Audet 
LPGP, CNRS-Université Paris-Sud
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Hollow capillaries: Progress

‣ Simulations show acceleration of externally-
injected electrons up to 10 GeV

compared to the Rayleigh lengths, and consequently acceler-
ating electrons to ultra-relativistic energies (!5–10 GeV)
with Peta-Watt scale laser.

IV. CONCLUSIONS

The acceleration of externally injected electrons in a
capillary guided laser wakefield accelerator is studied in the
quasi-linear regime. We offer proof-of-principle that such
accelerator can be used to generate high quality ultra-
relativistic (!10 GeV) electron beam with a Peta-Watt scale
laser. We show that for a given laser intensity, the resonant
pulse accelerates the injected electrons to higher energy but
the charge of the accelerated electron beam is significantly
lower compared to the non resonant pulse.

The role of the transverse radial electric field on the con-
finement of electrons inside the capillary tube is studied. The
transverse stability of the laser is very important to avoid the
loss of accelerated electrons to the capillary wall.
Specifically, we show that the regime with non-resonant
(x2

ps
2
L " 1) laser pulse with large spot-size (k2

pW2
0 # 1) is

suitable to achieve !10 GeV energy gains.
Modifications in the quasi-static particle code WAKE

were made to simulate laser wakefield acceleration inside
capillary tube with dielectric wall. The code provides a very

effective and efficient tool to study this problem. Such a
code is very useful in the design phase of the experiments
where detailed parametric scans have to be performed. Such
studies are presently underway to find the optimum parame-
ters for achieving multi-GeV energy gains. Detailed investi-
gation of the injection of a more realistic electron beam into
the plasma wake, and the optimization of the beam proper-
ties (beam emittance, energy, and charge) will be part of
future work.
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suitable to achieve !10 GeV energy gains.
Modifications in the quasi-static particle code WAKE

were made to simulate laser wakefield acceleration inside
capillary tube with dielectric wall. The code provides a very

effective and efficient tool to study this problem. Such a
code is very useful in the design phase of the experiments
where detailed parametric scans have to be performed. Such
studies are presently underway to find the optimum parame-
ters for achieving multi-GeV energy gains. Detailed investi-
gation of the injection of a more realistic electron beam into
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Gradient refractive index guiding

‣ Laser beam will be focused if the refractive 
index decreases with distance from axis

x

η(x)
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Gradient refractive index guiding

‣ Laser beam will be focused if the refractive 
index decreases with distance from axis

x

ne(x)
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‣ Plasma channel: transverse variation of 
electron density gives correct refractive 
index profile 

‣ Lowest-order mode of parabolic channel 
is Gaussian… 

‣ … but shape of channel is not very 
important: matched spot size mainly 
determined by channel depth. 

• See Durfee et al. Opt. Lett. 19 1937 
(1994)
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Plasma channels generated by discharges

‣ Open discharges 

• N. C. Lopes et al. Phys Rev E 68 
035402 (2003). 

• R. Bendoyro, at al., IEEE Trans. Plasma 
Science 36 1729 (2008) 

‣ Ablated capillary discharges 

• Y. Ehrlich et al. Phys Rev Lett 77 4186 
(1996). 

• D. Kaganovich et al. Phys Rev E 59 
R4769 (1999). 

• D. Kaganovich et al. Appl. Phys. Lett. 78 
3175 (2001). 

‣ Gas-filled capillary discharges 

‣ Fast capillary discharges 

• Hosokai et al. Opt Lett 25 10 (2000).

Courtesy Nelson Lopes 
Imperial College, London
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Guiding of High Intensity Laser Pulses in Straight and Curved Plasma Channel Experiments

Y. Ehrlich, C. Cohen, and A. Zigler
Racah Institute of Physics, Hebrew University, Jerusalem, Israel

J. Krall, P. Sprangle, and E. Esarey
Beam Physics Branch, Plasma Physics Division, Naval Research Laboratory, Washington, D.C. 20375

(Received 30 July 1996)
Experimental demonstration of optical guiding of a high intensity s.1016 Wycm2d laser pulse in a

1 cm long cylindrical plasma channel formed by a slow capillary discharge is presented. Optical guiding
in a curved plasma sradius of curvature ≠ 10 cmd is also demonstrated. It is shown experimentally that
the guiding mechanism is insensitive to laser intensity over a wide range s,108 1016 Wycm2d. Results
show guiding over .11 vacuum diffraction lengths in both straight and curved channels, in agreement
with theory and simulation. [S0031-9007(96)01625-0]

PACS numbers: 52.40.Nk

Laser guiding in straight and curved plasma chan-
nels can have important applications, such as an efficient
x-ray laser medium, optical synchrotrons, laser accelera-
tors, and harmonic generators [1–5]. Generally, laser
propagation distance is limited by diffraction and can
be further limited by ionization-induced refraction [6,7].
Hence optical guiding is needed. One approach to optical
guiding of intense pulses relies on the self-induced modi-
fication of the plasma refractive index due to relativis-
tic electron motion [8] or by ponderomotive force-driven
charge displacement [9]. Another approach to guiding re-
lies on a preformed plasma density channel in which the
refractive index is peaked on axis by minimizing the local
ambient electron density on axis [10]. Guiding in a pre-
formed plasma channel has been demonstrated previously
[11,12] using moderate intensity s.1015 Wycm2d laser
pulses. In these experiments, a first pulse initiates a cylin-
drical expanding shock wave in a gas chamber to form
a straight plasma channel, which guides a second pulse
over distances as large as 90 laser diffraction lengths [12].
Initial experiments on the guiding of laser pulses in one-
dimension using a slab geometry capillary discharge have
also been reported [13].
In this Letter we report the optical guiding of a high

intensity s.1016 Wycm2d laser pulse over several vacuum
diffraction (Rayleigh) lengths using a plasma channel
formed by a slow electrical discharge in a cylindrical
capillary. Using this technique, we have obtained the first
demonstration of guiding along a curved channel.
In these experiments, guiding took place for intensities

varying from ,108 Wycm2 (using the oscillator only) to
greater than 1016 Wycm2. Results are consistent with
the theoretical prediction that density channel guiding is
a first-order process, independent of laser intensity [10].
The temperature and plasma density near the capillary
axis can be modified over a wide range [14], independent
of guiding conditions (channel absolute depth and width).
The formation of a highly localized plasma channel by
a capillary discharge in a vacuum cell enables focusing

of high intensity laser pulses at the channel entrance
and avoids laser propagation in a neutral gas before the
laser focus. The generated plasma consists of ions of
the capillary wall material, which is made of a compound
with a high concentration of hydrogen. Thus the effective
ionization state in the plasma remains almost constant
even for very high laser intensities.
The experimental configuration is shown in Fig. 1. A

1 cm long polypropylene cylinder with a 350 mm diame-
ter hole is placed between two electrodes. The electrodes
are connected to an 11 nF capacitor which is charged to
0.2–0.5 J. The discharge, which is initiated by a triggered
spark-gap, has a maximum repetition rate of 1.5 Hz. The
energy stored in the capacitor is ohmically dissipated in
the capillary discharge and transfers energy from the ca-
pacitor to the plasma with high efficiency. This energy
is partitioned between plasma pressure, dissociation, and
ionization energy, as well as kinetic energy of the plasma
flow. Under conditions where the flow kinetic energy is
smaller than the thermal energy, the balance between the
power radiated by the plasma and input electrical power
define experimentally verified scaling rules for the plasm
temperature T , capillary resistance R, and plasma density
n as functions of the capillary geometry and the current
I [14]: T ≠ 3.3I

0.36 eV, n ≠ 1.3 3 1020
I

0.91 cm23, and
R ≠ 1.71I

20.55 V, where I is in kA. Thus the capillary

FIG. 1. Experimental setup.

4186 0031-9007y96y77(20)y4186(4)$10.00 © 1996 The American Physical Society
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Optical guidance of terrawatt laser pulses by the implosion
phase of a fast Z-pinch discharge in a gas-filled capillary

Tomonao Hosokai, Masaki Kando, Hideki Dewa, Hideyuki Kotaki, Syuji Kondo, Noboru Hasegawa, and
Kazuhisa Nakajima

Advanced Photon Research Center, Kansai Research Establishment, Japan Atomic Energy Research Institute,
8-1 Umemidai, Kizu-chyo, Souraku-gun, Kyoto-fu 619-0215, Japan
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Department of Energy Sciences, Tokyo Institute of Technology, 4259 Nagatsuta, Midori-ku, Yokohama 226-8502, Japan

Received June 1, 1999

A new method of optical guidance by the implosion phase of a fast Z-pinch discharge in a gas-filled capillary
is proposed. An imploding plasma column has a concave electron-density profile in the radial direction, just
before a stagnation phase driven by a converging current sheet and a shock wave. The feasibility of optical
guidance of a high-intensity !.1 3 1017 W"cm2# Ti:sapphire laser pulse by use of this method over a distance of
2 cm, corresponding to 12.5 times the Rayleigh length, has been experimentally demonstrated. The guiding-
channel formation process was directly probed with a He–Ne laser beam. The electron density in the fully
ionized channel was estimated to be 2.0 3 1017 cm23 on the axis and 7.0 3 1017 cm23 on the peaks of the
channel edge, with a diameter of 70 mm, as indicated by the experimental results, which were corroborated by
a magnetohydrodynamics simulation.  2000 Optical Society of America

OCIS codes: 230.7380, 320.4240.

Propagating a laser pulse over distances larger than
the vacuum diffraction length is a critical issue for
various applications, such as laser-driven ultrahigh-
gradient accelerators1 and x-ray lasers. Several meth-
ods for extending the propagation distances of intense
laser pulses, including relativistic self-guiding in a
plasma2 and guiding in preformed plasma channels
generated by a focused laser pulse3 or by slow discharge
through a capillary in vacuum,4 have been proposed.
For optical guidance of laser pulses the electron-density
profile must be symmetrical in the radial direction
and have a minimum on the axis, causing the wave
front to curve inward and the laser beam to converge.
For guidance of intense ultrashort laser pulses shorter
than the plasma wavelength, it is predicted that rela-
tivistic self-channeling will be ineffective in preventing
diffraction but that a preformed plasma channel could
provide robust optical guiding.5

In this Letter we present what is believed to be the
first direct observation of optical guiding over 2 cm
through a plasma channel produced by an implod-
ing phase of a fast Z-pinch discharge in a gas-filled
capillary. In a study of a capillary-discharge-pumped
x-ray laser it was suggested that the x-ray laser was
guided through the central region of a long plasma
column produced by this scheme.6 It was also shown
that stable and reproducible channels can be produced
and that one can scale this scheme to form longer
and higher-density channels by tailoring of the implo-
sion.6,7 Practically, a stable linear plasma column over
a length of 12 cm can be produced at an electron den-
sity of more than 1019 cm23.8

In terms of laser wakefield acceleration (LWFA), for
the 100-TW laser system at the Japan Atomic Energy
Research Institute,9 a plasma channel with a density of
1.3 3 1018 cm23 and a length of 2 cm will be required
for an energy gain of 1 GeV.1 We have started a study

of optical guidance in the density range 1016 1018 cm23

as the first step toward application of channel-
guided LWFA.

The typical experimental setup is shown in Fig. 1.
We used a capillary with an inner diameter of 1 mm
and a length of 2 cm that was bored at the central axis
of an alumina rod of 50-mm diameter. The capillary
load was placed between two molybdenum electrodes
with an aperture of 400-mm inner diameter. The
electrodes were cylindrically connected to a thyratron
(EG&G HY-5) and four ceramic capacitors of 2 nF
by four coaxial cables. The capacitors were charged
to 20 kV (1.6 J). We used a dc discharge circuit to
form uniformly preionized He gas. The capillary was
filled with He, and the initial pressure was regulated

Fig. 1. Experimental setup of fast capillary discharge for
optical guidance. A typical electron-density profile of the
implosion phase of the fast capillary discharge in the radial
direction is illustrated in the inset.

0146-9592/00/010010-03$15.00/0  2000 Optical Society of America

Ehrlich et al. PRL 77 4186 (1996)

Hosokai et al. Opt. Lett. 25 10 (2000)
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Progress with CDWs
‣ Demonstration of guiding 

• A.Butler et al. PRL 89 185003 (2002) 

‣ Laser machining of capillaries 

• D.A. Jaroszynski et al. Phil. Trans. Roy. Soc. A 
364 689-710 (2006) 

• S. M. Wiggins et al. Rev. Sci. Inst. 82 096104 
(2011). 

‣ Scaling laws for channel properties 

• A. J. Gonsalves et al. PRL 98 025002 (2007) 

‣ Modelling of discharge 

• N.A. Bobrova et al. PRE 65 016407 (2002) 

• B. H. P. Broks et al. PoP 14 023501 (2007) 

• B. H. P. Broks et al. PRE 71 016401 (2005). 

• G. Bagdasarov et al. PoP 24 053111 (2017). 
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and exit planes of a 30 mm long capillary. It is seen that
when the laser pulse was injected prior to the onset of the
discharge current the transmitted beam filled the entire
aperture of the capillary, the peak intensity being nearly
3 orders of magnitude below that of the input pulse. As
the discharge developed the transmitted beam was con-
strained to the axial region, large axial intensities being
observed for delays in the range 500 to 1200 ns. For
example, in Fig. 3 the pulse recorded at t ! 731 ns had
a pulse energy transmission of 83%, a spot radius of
approximately 41 !m, and a peak axial intensity of 0:4"
1017 W cm#2, some 36% of that of the input pulse. For
longer delays the transverse spatial extent of the pulses
increased and the peak axial intensity decreased. The
temporal variation of the output transverse spatial inten-
sity profiles was broadly similar for the 50 mm long
capillary, the peak axial intensities reaching 23% of
that of the input pulse.

Figure 4 shows the spectra of pulses transmitted by a
30 mm long capillary for a range of initial H2 pressures
up to 330 mbar and for t ! 730 ns, corresponding to the
conditions giving the highest axial intensity of the trans-
mitted pulses. The spectrum when the capillary was
removed is also shown. It is seen that the spectral widths
of the transmitted laser pulses were approximately equal
to that of the input laser pulses. However, the spectra were
shifted to shorter wavelengths by $12% 2& nm, the shift
being essentially independent of the initial H2 pressure.
Similar results were obtained for 50 mm long capillaries,
the wavelength shift being $22% 2& nm. We note that the
spectra of the transmitted pulses show some modulation

that varied on a shot-to-shot basis under otherwise iden-
tical conditions.

The results presented above show clearly that the
H2-filled capillary discharge waveguide is able to guide
laser pulses with high peak input intensities over long
lengths with high pulse energy transmission. Since the
plasma channel is expected to be essentially fully ion-
ized, ionization-induced defocusing should be negligible.
In this case, longitudinal variation of the spot radius
of the guided pulse is restricted to oscillations [10] arising
from a mismatch between the input spot radius and
WM. Measurements and MHD simulations suggest that
33 !m<WM < 43 !m, and hence the spot radius of the

FIG. 4. Measured spectra of the transmitted laser pulses for
t ! 731 ns for a 30 mm long capillary and initial H2 pressures
in the range 70–330 mbar. The spectrum recorded by the
output spectrograph with the capillary removed is also shown.

FIG. 3. Normalized transverse intensity profiles in the entrance plane of the capillary, and in the exit plane of the 30 mm long
capillary for various delays t and for an initial H2 pressure of 330 mbar. For all plots the spatial scale is in !m and the vertical scale
is in units of 1017 W cm#2. The intensity profile for t ! #82 ns has been multiplied by 100.
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Figure 2 shows the measured phase !m!y" (averaged
over the 2.5 mm range of z recorded by the cameras) at t #
125 ns for a capillary of side 465 !m initially filled with
40 mbar of H2. Also shown is the expected phase variation
for the 1064 nm beam calculated by applying Eqn. (1) to
the electron density profile ne!x; y; z" calculated by a non-
LTE simulation of Broks et al. for a square capillary. It is
seen that very good agreement is obtained—well within
the errors of the experiments and simulations errors, both
estimated to be 20%—apart from the regions close to the
capillary wall. The discrepancy in this region is likely due
to a combination of refraction of the probe beam by steep
density gradients near the wall and the omission of diffu-
sion in the model.

The measurements produce data integrated along the x
direction. Reconstruction of the full 3-dimensional elec-
tron density profile was achieved by assuming that this
satisfies ne!x; y; z" # f!x; z"f!y; z", where f is to be deter-
mined. Within this assumption, the electron density profile
is then related to the plasma phase by

 ne!x; y; z" # $
!

1

re"

" !p!y; z"!p!x; z"RX=2
$X=2 !p!y; z"dy

: (4)

The error introduced by this method was assessed by
mimicking the reconstruction process on the electron den-
sity profile calculated by the non-LTE simulations of Broks
et al. for the conditions of Fig. 2. The original electron
density profile ne!x; 0"was compared with that obtained by
applying Eqn. (4) to the calculated integrated phase shown
in Fig. 2. The retrieved electron density profile was found
to be in close agreement with the original profile, the error
in the deduced matched spot and on-axis density being less
than 10%.

The matched spot size of a plasma channel is largely
independent of the shape of the electron density profile
[17] and is given by the smallest radius r for which the
increase in the electron density above the axial value
exceeds !#rer2"$1. This condition was used to determine
the matched spot size from the reconstructed electron
density profiles as a function of the initial density of
hydrogen molecules niH2

, as shown in Fig. 3 for capillaries
of side 465 !m. Also shown are the matched spot sizes
calculated for circular capillaries of diameter Dcap # X by
the QSM (assuming the degree of ionization Z # 1) [11]
and the scaling law deduced from the non-LTE simulations
[13]. Although both of these models strictly apply to
capillaries of circular cross section, it has been shown
that the shape of the cross section of the capillary has little
effect on the electron density profile near the axis, and
consequently on the matched spot size [14]. It is seen that
the measured matched spot sizes are in very good agree-
ment with the two models, which give similar values for
WM. We note that no significant dependence of the plasma
channel on the peak discharge current I was observed for
the range of currents employed for this capillary (350 A<
I < 650 A), and that Fig. 3 includes all data obtained with
the discharge current in this range. The data were not
restricted to a constant value of t; instead, channels were
analyzed during the period (t > 80 ns) when they evolved
slowly.

Experiments were also performed using capillaries of
side 125 !m and 210 !m. Fitting all the data to a power
law gives

 WM%!m&#6:6'104
!
X%!m&

2

"
0:651
!niH2
%m$3&"$0:1875:

(5)

The second important parameter of the plasma channel
is the on-axis electron density. This is plotted as a function

 

FIG. 2 (color online). Comparison of the measured and simu-
lated phase for a square capillary of side 465 !m, an initial H2

pressure of 40 mbar, and a peak discharge current of 450 A for a
probe wavelength of 1064 nm (circles) and 532 nm (squares).
The phase measured by the 532 nm probe has been multiplied by
2 to facilitate comparison. The solid line is that predicted by the
non-LTE calculation of Broks et al. [14].

 

FIG. 3 (color online). Measured matched spot size WM of the
plasma channels formed in capillaries of side 465 !m as a
function of the initial density of hydrogen molecules niH2

. The
dotted line shows WM calculated from the quasistatic model of
Bobrova et al. and the solid line that deduced from the non-LTE
simulations of Broks et al.. The dashed line plots the fit given in
Eqn. (5).
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calculated for circular capillaries of diameter Dcap ! X by
the QSM (assuming Z ! 1) and the non-LTE simulations.
A fit to the measured data yields

 ne"0#$m%3& ! 0:87niH2
$m%3& ' 0:11( 1024; (6)

as shown in Fig. 4. It can be seen that the axial electron
densities calculated by the two models differ significantly
for initial hydrogen densities above approximately 1(
1024 cm%3, and that the measured on-axis electron den-
sities are in remarkably good agreement with the scaling
given by Broks et al. for circular capillaries [13]. Both the
non-LTE simulations and transverse interferometry experi-
ments suggest that the on-axis density rises more slowly
with initial hydrogen density than the QSM. This arises
from the fact that the plasma is not fully ionized near the
capillary wall [13,15]. The on-axis density from the MHD
simulation performed by Bobrova et al. (star in Fig. 4) also
overestimates the on-axis density because in the MHD
simulations, heat from the plasma is coupled to free elec-
trons in the wall, leading to a plasma temperature and
degree of ionization near the wall which are unphysically
high. In contrast, the non-LTE simulations consider the
wall an insulator and heat is conducted between the plasma
and wall by heavy particles.

In summary, transverse interferometric measurements of
the electron density profile of the plasma channel formed in
a hydrogen-filled capillary discharge waveguide have been
undertaken for the first time. Two key parameters of the
plasma channel, the matched spot size WM and the axial
electron density, were compared with those calculated by
two models of the capillary discharge. The values of these

parameters calculated by the non-LTE simulations of
Broks et al. were found to be in very good agreement
with the measurements; the matched spot size calculated
by the quasistatic model of Bobrova et al. was also in good
agreement with the measurements, but the on-axis electron
densities calculated from this model were significantly dif-
ferent from the measured values. This difference is impor-
tant since the axial electron density is a key parameter of
the plasma channel in applications such as laser-driven
plasma accelerators. Finally, the measured parameters
were used to establish scaling laws for the axial electron
density and the matched spot size; these will be useful in
tailoring plasma channels for specific applications.
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FIG. 4 (color online). The on-axis electron density as a func-
tion of initial density of hydrogen molecules for a capillaries of
side 125 !m (triangles), 210 !m (circles), and 465 !m
(squares). The dotted line shows the on-axis density calculated
from the QSM of Bobrova et al., and the solid line that deduced
from the non-LTE simulations of Broks et al.. The dashed line
shows a linear fit to the measured data, and the star denotes the
MHD calculation of Bobrova et al..
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and exit planes of a 30 mm long capillary. It is seen that
when the laser pulse was injected prior to the onset of the
discharge current the transmitted beam filled the entire
aperture of the capillary, the peak intensity being nearly
3 orders of magnitude below that of the input pulse. As
the discharge developed the transmitted beam was con-
strained to the axial region, large axial intensities being
observed for delays in the range 500 to 1200 ns. For
example, in Fig. 3 the pulse recorded at t ! 731 ns had
a pulse energy transmission of 83%, a spot radius of
approximately 41 !m, and a peak axial intensity of 0:4"
1017 W cm#2, some 36% of that of the input pulse. For
longer delays the transverse spatial extent of the pulses
increased and the peak axial intensity decreased. The
temporal variation of the output transverse spatial inten-
sity profiles was broadly similar for the 50 mm long
capillary, the peak axial intensities reaching 23% of
that of the input pulse.

Figure 4 shows the spectra of pulses transmitted by a
30 mm long capillary for a range of initial H2 pressures
up to 330 mbar and for t ! 730 ns, corresponding to the
conditions giving the highest axial intensity of the trans-
mitted pulses. The spectrum when the capillary was
removed is also shown. It is seen that the spectral widths
of the transmitted laser pulses were approximately equal
to that of the input laser pulses. However, the spectra were
shifted to shorter wavelengths by $12% 2& nm, the shift
being essentially independent of the initial H2 pressure.
Similar results were obtained for 50 mm long capillaries,
the wavelength shift being $22% 2& nm. We note that the
spectra of the transmitted pulses show some modulation

that varied on a shot-to-shot basis under otherwise iden-
tical conditions.

The results presented above show clearly that the
H2-filled capillary discharge waveguide is able to guide
laser pulses with high peak input intensities over long
lengths with high pulse energy transmission. Since the
plasma channel is expected to be essentially fully ion-
ized, ionization-induced defocusing should be negligible.
In this case, longitudinal variation of the spot radius
of the guided pulse is restricted to oscillations [10] arising
from a mismatch between the input spot radius and
WM. Measurements and MHD simulations suggest that
33 !m<WM < 43 !m, and hence the spot radius of the

FIG. 4. Measured spectra of the transmitted laser pulses for
t ! 731 ns for a 30 mm long capillary and initial H2 pressures
in the range 70–330 mbar. The spectrum recorded by the
output spectrograph with the capillary removed is also shown.

FIG. 3. Normalized transverse intensity profiles in the entrance plane of the capillary, and in the exit plane of the 30 mm long
capillary for various delays t and for an initial H2 pressure of 330 mbar. For all plots the spatial scale is in !m and the vertical scale
is in units of 1017 W cm#2. The intensity profile for t ! #82 ns has been multiplied by 100.
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Figure 2 shows the measured phase !m!y" (averaged
over the 2.5 mm range of z recorded by the cameras) at t #
125 ns for a capillary of side 465 !m initially filled with
40 mbar of H2. Also shown is the expected phase variation
for the 1064 nm beam calculated by applying Eqn. (1) to
the electron density profile ne!x; y; z" calculated by a non-
LTE simulation of Broks et al. for a square capillary. It is
seen that very good agreement is obtained—well within
the errors of the experiments and simulations errors, both
estimated to be 20%—apart from the regions close to the
capillary wall. The discrepancy in this region is likely due
to a combination of refraction of the probe beam by steep
density gradients near the wall and the omission of diffu-
sion in the model.

The measurements produce data integrated along the x
direction. Reconstruction of the full 3-dimensional elec-
tron density profile was achieved by assuming that this
satisfies ne!x; y; z" # f!x; z"f!y; z", where f is to be deter-
mined. Within this assumption, the electron density profile
is then related to the plasma phase by

 ne!x; y; z" # $
!

1

re"

" !p!y; z"!p!x; z"RX=2
$X=2 !p!y; z"dy

: (4)

The error introduced by this method was assessed by
mimicking the reconstruction process on the electron den-
sity profile calculated by the non-LTE simulations of Broks
et al. for the conditions of Fig. 2. The original electron
density profile ne!x; 0"was compared with that obtained by
applying Eqn. (4) to the calculated integrated phase shown
in Fig. 2. The retrieved electron density profile was found
to be in close agreement with the original profile, the error
in the deduced matched spot and on-axis density being less
than 10%.

The matched spot size of a plasma channel is largely
independent of the shape of the electron density profile
[17] and is given by the smallest radius r for which the
increase in the electron density above the axial value
exceeds !#rer2"$1. This condition was used to determine
the matched spot size from the reconstructed electron
density profiles as a function of the initial density of
hydrogen molecules niH2

, as shown in Fig. 3 for capillaries
of side 465 !m. Also shown are the matched spot sizes
calculated for circular capillaries of diameter Dcap # X by
the QSM (assuming the degree of ionization Z # 1) [11]
and the scaling law deduced from the non-LTE simulations
[13]. Although both of these models strictly apply to
capillaries of circular cross section, it has been shown
that the shape of the cross section of the capillary has little
effect on the electron density profile near the axis, and
consequently on the matched spot size [14]. It is seen that
the measured matched spot sizes are in very good agree-
ment with the two models, which give similar values for
WM. We note that no significant dependence of the plasma
channel on the peak discharge current I was observed for
the range of currents employed for this capillary (350 A<
I < 650 A), and that Fig. 3 includes all data obtained with
the discharge current in this range. The data were not
restricted to a constant value of t; instead, channels were
analyzed during the period (t > 80 ns) when they evolved
slowly.

Experiments were also performed using capillaries of
side 125 !m and 210 !m. Fitting all the data to a power
law gives

 WM%!m&#6:6'104
!
X%!m&

2

"
0:651
!niH2
%m$3&"$0:1875:

(5)

The second important parameter of the plasma channel
is the on-axis electron density. This is plotted as a function

 

FIG. 2 (color online). Comparison of the measured and simu-
lated phase for a square capillary of side 465 !m, an initial H2

pressure of 40 mbar, and a peak discharge current of 450 A for a
probe wavelength of 1064 nm (circles) and 532 nm (squares).
The phase measured by the 532 nm probe has been multiplied by
2 to facilitate comparison. The solid line is that predicted by the
non-LTE calculation of Broks et al. [14].

 

FIG. 3 (color online). Measured matched spot size WM of the
plasma channels formed in capillaries of side 465 !m as a
function of the initial density of hydrogen molecules niH2

. The
dotted line shows WM calculated from the quasistatic model of
Bobrova et al. and the solid line that deduced from the non-LTE
simulations of Broks et al.. The dashed line plots the fit given in
Eqn. (5).
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in Fig. 4 together with the axial electron densities

calculated for circular capillaries of diameter Dcap ! X by
the QSM (assuming Z ! 1) and the non-LTE simulations.
A fit to the measured data yields

 ne"0#$m%3& ! 0:87niH2
$m%3& ' 0:11( 1024; (6)

as shown in Fig. 4. It can be seen that the axial electron
densities calculated by the two models differ significantly
for initial hydrogen densities above approximately 1(
1024 cm%3, and that the measured on-axis electron den-
sities are in remarkably good agreement with the scaling
given by Broks et al. for circular capillaries [13]. Both the
non-LTE simulations and transverse interferometry experi-
ments suggest that the on-axis density rises more slowly
with initial hydrogen density than the QSM. This arises
from the fact that the plasma is not fully ionized near the
capillary wall [13,15]. The on-axis density from the MHD
simulation performed by Bobrova et al. (star in Fig. 4) also
overestimates the on-axis density because in the MHD
simulations, heat from the plasma is coupled to free elec-
trons in the wall, leading to a plasma temperature and
degree of ionization near the wall which are unphysically
high. In contrast, the non-LTE simulations consider the
wall an insulator and heat is conducted between the plasma
and wall by heavy particles.

In summary, transverse interferometric measurements of
the electron density profile of the plasma channel formed in
a hydrogen-filled capillary discharge waveguide have been
undertaken for the first time. Two key parameters of the
plasma channel, the matched spot size WM and the axial
electron density, were compared with those calculated by
two models of the capillary discharge. The values of these

parameters calculated by the non-LTE simulations of
Broks et al. were found to be in very good agreement
with the measurements; the matched spot size calculated
by the quasistatic model of Bobrova et al. was also in good
agreement with the measurements, but the on-axis electron
densities calculated from this model were significantly dif-
ferent from the measured values. This difference is impor-
tant since the axial electron density is a key parameter of
the plasma channel in applications such as laser-driven
plasma accelerators. Finally, the measured parameters
were used to establish scaling laws for the axial electron
density and the matched spot size; these will be useful in
tailoring plasma channels for specific applications.

[1] S. P. D. Mangles, C. D. Murphy, Z. Najmudin, A. G. R.
Thomas, J. L. Collier, A. E. Dangor, E. J. Divall, P. S.
Foster, J. G. Gallacher, and C. J. Hooker et al., Nature
(London) 431, 535 (2004).

[2] C. G. R. Geddes, C. Toth, J. van Tilborg, E. Esarey, C. B.
Schroeder, D. Bruhwiler, C. Nieter, J. Cary, and W. P.
Leemans, Nature (London) 431, 538 (2004).

[3] J. Faure, Y. Glinec, A. Pukhov, S. Kiselev, S. Gordienko,
E. Lefebvre, J. P. Rousseau, F. Burgy, and V. Malka,
Nature (London) 431, 541 (2004).

[4] W. P. Leemans, B. Nagler, A. J. Gonsalves, C. Toth,
K. Nakamura, C. G. R. Geddes, E. Esarey, C. B.
Schroeder, and S. M. Hooker, Nature Phys. 2, 696699
(2006).

[5] A. Butler, A. J. Gonsalves, C. M. McKenna, D. J. Spence,
S. M. Hooker, S. Sebban, T. Mocek, I. Bettaibi, and
B. Cros, Phys. Rev. Lett. 91, 205001 (2003).

[6] E. Esarey, P. Sprangle, J. Krall, and A. Ting, IEEE Trans.
Plasma Sci. 24, 252 (1996).

[7] P. Sprangle and E. Esarey, Physics of Fluids B, Plasma
Physics 4, 2241 (1992).

[8] D. J. Spence, A. Butler, and S. M. Hooker, J. Phys. B 34,
4103 (2001).

[9] D. J. Spence and S. M. Hooker, Phys. Rev. E 63, 015401
(2000).

[10] A. Butler, D. J. Spence, and S. M. Hooker, Phys. Rev. Lett.
89, 185003 (2002).

[11] N. A. Bobrova, A. A. Esaulov, J. I. Sakai, P. V. Sasorov,
D. J. Spence, A. Butler, S. M. Hooker, and S. V. Bulanov,
Phys. Rev. E 65, 016407 (2001).

[12] B. H. P. Broks, K. Garloff, and J. J. A. M. van der Mullen,
Phys. Rev. E 71, 016401 (2005).

[13] B. H. P. Broks, W. van Dijk, and J. J. A. M. van der Mullen,
J. Phys. D (to be published).

[14] B. H. P. Broks, W. van Dijk, A. J. Gonsalves, T. Rowlands-
Rees, S. M. Hooker, and J. J. A. M. van der Mullen (to be
published).

[15] A. J. Gonsalves, T. Rowlands-Rees, B. H. P. Broks, and
S. M. Hooker (to be published).

[16] J. Tapping and M. L. Reilly, J. Opt. Soc. Am. A 3, 610
(1986).

[17] C. G. Durfee, J. Lynch, and H. M. Milchberg, Opt. Lett.
19, 1937 (1994).

 

FIG. 4 (color online). The on-axis electron density as a func-
tion of initial density of hydrogen molecules for a capillaries of
side 125 !m (triangles), 210 !m (circles), and 465 !m
(squares). The dotted line shows the on-axis density calculated
from the QSM of Bobrova et al., and the solid line that deduced
from the non-LTE simulations of Broks et al.. The dashed line
shows a linear fit to the measured data, and the star denotes the
MHD calculation of Bobrova et al..
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spectra and photodiode signals at 1 Hz and 1 kHz discharge
repetition rates for the same voltage but the flow of the kHz
case is adjusted to equal the light yield of the 1 Hz case. The
results on the two repetition rates for both diagnostics match
well, suggesting that the plasma is not affected by operation
at kHz repetition rates (as long as the molecular density is
kept constant by adjusting the flow). The stability of the
plasma was improved for the 1 kHz case, as measured by an
improvement in the standard deviations in integrated dis-
charge current from 4.5% to 1.8%, and in light yield from
4.3% to 1.6%. This may be due heating of the electrodes or
the thyratron switch.

For further comparison with MHD simulation, the
energy deposited into the sapphire per shot was measured.
Since precise simulation of the geometry would be required
to retrieve this from the data in Fig. 10, it was decided to
measure the temperature rise of the sapphire blocks where
heat loss was small and could be taken into account. Three
changes to the thermocouple measurements allowed for this.
First, the water cooling system was disconnected to reduce
heat conduction from the sapphire. Second, the thermocou-
ple was read via computer so that the temporal evolution of
the temperature could be measured on a faster timescale.
And finally, short (1 s) kHz bursts were used to deposit a

finite amount of energy into the sapphire. An example mea-
surement of a single burst taken in a 33 mm-long 250 lm-di-
ameter capillary is shown in Fig. 12. The gap in the
temperature measurement is due to electrical noise from the
discharge. It was not possible to measure the temperature
during the discharges but since the timescale for heat equili-
bration in sapphire blocks of the size employed is more than
1 s and time for reaching equilibration value about a minute,
data during this time are not required.

Using the size of the sapphire blocks and the specific
heat capacity of sapphire, and extrapolating to take into
account the slow response of the thermocouple, the heat de-
posited into the sapphire can be calculated. The results of
this calculation are shown in Fig. 13, which shows the heat
deposited as a function of peak current. Also shown is the
heat deposited to the plasma as calculated from MHD simu-
lations. The simulated temperature was used to calculate the
Spitzer resistivity and the power vs time curve was inte-
grated to get the total heat deposited. The MHD result meas-
ures the total heat deposited to the plasma and does not take
into account energy lost through plasma and hot gas ejection
which continue to occur after the discharge current has
ceased. Three-dimensional MHD simulations (or an estimate
of the expansion of the plasma and subsequent gas along
with transfer of heat to the walls) would be required for a
more precise comparison with experiment. The current
results are however sufficient for validating the discussion
on maximum repetition rate afforded by the sapphire
capillary.

E. Erosion measurements at kHz repetition rate

In order to determine the feasibility for long-term kHz
operation, the water-cooled sapphire capillary (length 33 mm
and diameter 250 lm) was exposed to 10 million discharges
at 1 kHz repetition rate. The peak current was 80 A and the
hydrogen pressure inside the capillary was 26 Torr.

The surface profiles of the two semi-circular channels
measured with an interferometric profiler before and after
the discharges are shown in Fig. 14. The data correspond to
an average over 10 lm in the center of the capillary.

It can be seen from Fig. 14 that shape and size of the capil-
lary did not change significantly. To examine this with greater
accuracy the surface profiles along the capillary axis averaged
over a central width of 35 lm are shown in Fig. 15. The black

FIG. 14. Measured profiles averaged over a 10 lm-long section at the center
of the capillary before and after 10 million shots for: peak current of 80 A;
initial hydrogen fill pressure of 26 Torr; and repetition rate of 1 kHz.

FIG. 15. Left: example surface profile
measurement corresponding to a
1! 0.43 mm area consisting of auto-
stitched 0.58! 0.43 mm images. The
measurement is centered on the
33 mm-long capillary in the direction
of the capillary axis. The grey box rep-
resents the 1 mm! 35 lm area that
was used to produce the graph on the
right, which shows profiles along the
capillary axis averaged over the central
35 lm.
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phosphor screens of lengths 0.2 and 2.5 m at the exit plane
of the spectrometer onto 12 CCD cameras.
The laser was guided by a preformed plasma channel,

which provides several advantages for laser-plasma accel-
eration [3,6,13]. In such a channel, optimum guiding of a
low-intensity transversely Gaussian laser pulse is obtained
when the input laser mode size equals the matched spot
size of the channel w0 ¼ rm. Accessing higher LPA
electron energies requires lower plasma density and longer
plasmas [1]. Hence in the present experiments, the channel
length was increased to 9 cm (from the 3.3 cm reported in
Ref. [6]). Similarly, whereas previous experiments [6] used
capillary discharge channels [14] with diameters ranging
from 190–300 μm, here a 500-μm-diam channel was used
due to the higher laser energy and spot size. The capillary
discharge was operated with hydrogen using a current pulse
of the form Imax expð1 − e−z − zÞ, where z ¼ t=tw, Imax ¼
250 A and tw ¼ 88 ns. The laser pulses arrived ≈30 ns
after the peak of the current pulse. Channel formation
occurred in the first ≈100 ns of the current pulse and
persisted for about 150 ns [15]. The on-axis densities
employed were in the range of 0.2–1.5 × 1018 cm−3. The
matched spot size of the channel was measured at low
power levels to be rm ≈ 60 μm for the highest density of
1.5 × 1018 cm−3 and rm ≈ 70 μm for ne ¼ 7 × 1017 cm−3,
using laser centroid oscillations [16]. Figure 1(d) shows the
mode at the exit of the 9-cm-long capillary with a plasma

density of 7.5 × 1017 cm−3 and a laser energy of 16 J,
demonstrating the guiding of the laser pulse.
At the high intensities (a0 ≳ 1) required for injection of

electrons into the laser-excited plasma wave, the laser
guiding properties can be strongly affected by relativistic
effects and plasmawave excitation, and thematched guiding
condition is laser-intensity dependent [17]. Simulations of
laser propagation using the code INF&RNO [18] were
conducted to evaluate the effects of both laser spatial mode
and plasma (density and channel depth) on laser propagation
in this experiment. The average measured laser pulse shape
was used as input for the simulations, with an energy of 15 J
in ≈40 fs. The transverse profiles of the input laser pulses
weremodeled as bothGaussian—as is typically assumed for
such simulations—and top-hat near-field profiles, which are
more consistent with the data in Fig. 1. A top-hat near-field
profile gives rise to a transverse intensity profile given by
IðrÞ ∝ f2½J1ðr=RÞ=ðr=RÞ%g2 at focus, where J1ðxÞ is the
first-order Bessel function of the first kind and R is a scale
parameter defining thewidth of the laser spot. The parameter
R was determined by measuring the FWHM of the laser
intensity distribution at focus and using R ¼ FWHM=3.23.
Figure 2 shows the simulated laser pulse evolution as a

z = 0 m z = 10.4 m(a) (b)

Capillary in 
z = 9 cm z = 9 cm(c) (d)

0.5 mm 

0.5 mm 

0.5 mm 

50 mm 

FIG. 1 (color). Typical laser spatial profiles in a vacuum with
laser energy 16 J for (a) focus, (b) z ¼ 10.4 m downstream of
focus, and (c) z ¼ 9 cm downstream of focus. The near field (b)
shows an approximately top-hat profile. In (d) the guided mode
is shown for plasma density 7.5 × 1017 cm−3. Well-confined
high-quality modes were observed for densities as low as
2 × 1017 cm−3. The color scale is the same for (c) and (d).
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FIG. 2 (color). Laser pulse radial fluence profile evolution
through the waveguide for different plasma density and initial
fluence profiles for input laser energy 15 J. In each image the color
scale represents the fluence (each normalized to the peak fluence at
z ¼ 0) and the dashed line is two times the radius at which the
fluence drops to 1=e2 of the on-axis value. For (a) the initial laser
pulse radial profile isGaussian and the preformedchannel is defined
by rm ¼ 93 μm and ne ¼ 4 × 1017 cm−3. In (b), (c), and (d) the
near field of the laser pulse has a top-hat profile. For the same
density and channel depth as in (a), (b) shows that the guiding is less
efficient for the top-hat case. For (c) the combinationof a self-guiding
and a preformed plasma channel (rm ¼ 81 μm)mitigates diffraction
over the full length of the plasma. Without a preformed plasma
channel [panel (d)], self-guiding reduces the laser spot size for the
first 2 cmbut the laser diffracts strongly before the exit of the channel.
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a capillary. Standard diagnostic techniques, such as optical
interferometry, cannot be used to transversely probe the plasma
within the capillary. This also makes it difficult to monitor the
performance of the waveguide. Additionally, the dielectric wall
is subject to damage by the laser field, discharge current, and
plasma.

This paper proposes what we believe is a novel scheme to
produce a free-space, neutral gas waveguide. Unlike the meth-
ods discussed above, the scheme employs colliding gas streams
to generate a hollow gas channel. Figure 1 depicts the concept.
The general scheme involves three or more gas jet nozzles
with equal angular separation ejecting gas toward a common
axis. When the gas jets are synchronized and set to the same
backing pressure, a symmetric density profile is formed along
the central axis.

As shown below, the interaction of the flows sustains an
on-axis gas density minimum for an extended duration. The
reason for this minimum is as follows. At the moment of
the collision, the gas is heated at the center by colliding shock
waves [13]. After several acoustic times (characteristic distance
divided by speed of sound), the pressure in the high temper-
ature region is reduced to the ambient pressure created by the
stationary gas jet flows. By this time the shock waves are already
absent, and the hot gas at the center develops into a slowly
evolving cavity with high temperature and density contrasts be-
tween the central and peripheral parts. Evolution of this hot
cavity is described by conductive–advective cooling [14] char-
acterized by a long lifetime and almost constant dimensions.

Since the gas can be considered as ideal and the pressure
p ! nT ≈ const, density n is expected to be minimal in the
region where the temperature T reaches its highest value.
Eventually, the center cools down and the gas density channel
disappears. As shown later, the channel can be destroyed earlier
by turbulence that develops in and around the interaction
region. This paper analyzed parameters for the generation of
temporally and spatially stable gas density profiles. Once cre-
ated and ionized, this density profile can guide high-intensity

laser pulses. Slit-shaped gas nozzles can be used to extend the
length of the guiding structure. In this case, the length of the
gas channel is much longer than its transverse dimensions and
two-dimensional (2D) hydrodynamics simulations are appro-
priate to analyze the gas-channel formation.

2. GUIDING STRUCTURE DESIGN AND
MODELING

To examine the evolution of the colliding gas jet flows we used
a 2D version of the computer simulation SPARC described
in detail elsewhere [15]. Figure 2 presents the simulated gas
jet configuration. All simulations were conducted for helium
gas, motivated by its widespread use in LWFA experiments,
with the following parameters: dimensionless specific heat
at constant volume cv ! 3∕2, thermometric conductivity
K ! 0.142 cm2∕s, and kinematic viscosity ν ! 1.2 cm2∕s.
The initial reservoir pressure was set to 2 atmospheres. The
nozzles had an internal thickness of 250 μm, an orifice orthogo-
nal distance of 1 mm, and a length of 0.65 mm. The thickness
of all walls was 50 μm. The corresponding Reynolds number
for these parameters is estimated to be Re ! vL∕ν ≈ 2500,
where v ≈ 3000 m∕s is the maximum escape velocity of he-
lium into vacuum [13], and L ≈ 100 μm is the characteristic
length for the region of interest.

Figure 2(a) shows that a gas density depression surrounded
by higher density gaseous wall forms when the gas flows en-
counter each other near the center. The simulation starts at
time t ! 0, when the reservoirs are uniformly filled with room
temperature gas at a backing pressure of 2 atmospheres. The
gas then starts to freely expand through the 0.25 mm thick
nozzles into vacuum (see Visualization 1). After about 4 μs,
the gas density reaches a minimum around the center of the
collision creating a neutral gas channel. The ratio of the channel
wall density to the density at maximum depth varies from
about 2 to 3 [Fig. 2(b)], where the maximum value of 4 cor-
responds to the shock wave compression limit of
"γ # 1$∕"γ − 1$, where γ ! 1.7 is the heat capacity ratio of
helium [13].

Figure 2(c) shows the evolution of the temperature along the
horizontal line that crosses the center. The temperature in the
center remains high for about 20 μs exceeding 800 K at earlier
times. For later times (at the end of the Visualization 1) tur-
bulence develops and the channel symmetry breaks. At even
later times (not shown) strong turbulence splits the interaction
region into small vortices that destroy the channel. Parameters
of the simulation (gas pressure and geometrical dimensions)
presented here were chosen to reduce the Reynolds number
and to avoid turbulence as long as possible while keeping the
channel deep enough for laser guiding.

A flat-top temperature profile across the gas channel and a
slow change in the channel diameter are typical signatures
of conductive–advective cooling [14]. During this process
the thermal energy in the middle is transferred to the colder
in-flowing gas. This gas inflow from the periphery is necessary
to maintain approximately constant pressure across the inter-
action region. As a result, the size of the hot area remains
the same, while high temperature and low density contrasts
are preserved between the center and surrounding areas. The

Fig. 1. Wall-free plasma waveguide formed by four colliding
gas jets.
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FIG. 4. Solution of Eq. (1) for parameters discussed in text.

assuming dn2
i yn2

i0 ø 1, a2 ø 1, and an isothermal equa-
tion of state.
Using the 2D Green’s function for the wave equation,

the solution to Eq. (1) has been evaluated for a nonevolv-
ing laser pulse of the form a2 ≠ a2

0fsz d exps22r2yr2
0 d,

with f ≠ sin2spz yLd for 0 # z # L and f ≠ 0 other-
wise, where z ≠ z 2 ct. The evolution of the density
channel is shown in Fig. 4 for the illustrative parameters
a0 ≠ 0.25, r0 ≠ 10 mm, L ≠ 120 mm, Te ≠ 100 eV,
Z ≠ 2, miyme ≠ 7300, and bs ≠ Csyc ≠ 2.3 3 1024.
Figure 4 indicates a maximum density depletion sdni0y
ni0 > 0.47d is reached at about 30 psec for the simulation
parameters. Despite the simplifying assumptions used,
these calculations clearly show that a short lived plasma
channel can be created in the wake of a high intensity
short pulse laser propagating through an underdense
plasma—agreeing qualitatively with experimental results.
It should also be noted that ponderomotive forces of the
plasma wake field may also contribute to the formation
and development of the channel [16]. The plasma tem-
perature may also increase due to turbulent decay of these
waves. However, such heating is probably a secondary

effect due to the long time scale required for thermal
equilibration.
In conclusion, pump-probe laser experiments in under-

dense plasmas have been performed which demonstrate
that a deep plasma channel sdni0yni0 , 1d can be formed
behind a very high intensity, self-guided s40 ZRd, pump
pulse. An intense probe pulse s,5 3 1016 Wycm2d was
guided over a distance approximately equal to the propaga-
tion distance of the pump pulse s,20 ZRd. The temporal
evolution of the channel was measured to have a duration
of up to 50 ps in hydrogen plasmas, consistent with the
model of channel formation due to ion displacement.
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which is not optimum for some applications as noted
above. The high gas density requirement is not mitigated
by auxiliary ionization schemes [9,12] which increase Ne0
but not the exponent. Second, the requirement for adequate
ionization and heating for channel formation demands the
use of high energy, long duration pulses from an auxiliary
laser. At best, the channel heating efficiency of such pulses
is 10%–15% [17]. Finally, there is significant taper at the
waveguide ends, which results in inefficient coupling of
injected pulses. This is due to the falloff of gas density at
the edges of gas jets [8], where reduced ionization and
heating result in slower radial expansion of the guide ends.

In this Letter, we demonstrate a new scheme for gen-
erating plasma waveguides that addresses all three issues.
Instead of a gas of monomers, we use a gas of clusters as
our starting medium. The cluster gas introduces two novel
features of paramount importance: efficient absorption of
femtosecond pulses [18,19] and their self-guided propaga-
tion [20,21]. The laser breakdown of a cluster is initiated
by OFI, which produces the first generation of free elec-
trons, followed by efficient collisional ionization under
local solid density conditions, where the local atomic
density N0 is !1000 times greater than in typical gas
targets. Clusters have been used as a medium for wave-
guide generation [22] in a scheme that was substantially
different from the one demonstrated here; clusters along
the axis were disassembled with a low intensity prepulse,
and the main pulse then strongly ionized an annular region
where clusters were still present. Since the plasma density
profile corresponds to a radial variation in the degree of
ionization, this method cannot be used to generate fully
ionized waveguides.

The heated clusters explode on a sub-ps time scale,
eventually expanding and merging to form a locally uni-
form plasma in !10–100 ps [19,23]. This hot plasma
expands radially, leading to the formation of a shock
wave and subsequent waveguide structure over a nano-
second time scale. The clusters radially surrounding the
hot plasma of the laser interaction region are preheated by
a precursor from radiation and fast electrons [24], which
ionizes and disassembles them in advance of the shock
wave arrival. The cluster method provides a route to con-
trol waveguide density: since efficient heating is local to a
cluster, independent of the cluster density in the gas,
cluster size and density can be adjusted to give desired
levels of merged plasma density.

A gas of clusters also has unique optical properties due
to the dynamics of the laser-cluster interaction. According
to a 1D hydrodynamic model developed by Milchberg
et al. [23], the real part of the polarizability of the cluster
is positive during the early parts of cluster evolution after
irradiation by an intense femtosecond pulse, when its
dominant optical response is that of a supercritical plasma.
This reflects the fact that the heated cluster excludes the
laser field when it is above critical density. In a laser beam
with intensity peaked on axis, the evolving gas of clusters
local to the beam cross section has a positive and concave-

shaped refractive index profile during this phase, which
induces self-focusing. As the cluster expands to critical
density, the imaginary part of the polarizability increases
and reaches its peak. Thus the process of self-focusing of
the pulse is accompanied by its efficient absorption. The
predictions of the model for the complex polarizability and
self-focusing have been experimentally confirmed [19–
21]. The combination of highly efficient absorption with
self-focusing of femtosecond pulses makes possible the
generation of femtosecond end-pumped waveguides
much longer than the Rayleigh range of the focused pulse.
We use jets of argon and hydrogen clusters to realize this
scheme, and demonstrate the guiding of >1017 W cm"2

pulses over !40 Rayleigh lengths, with a coupling effi-
ciency of !50%. We also show that waveguide taper at the
entrance is reduced, and that plasma density in the channel
can be controlled over a wide range to suit various
applications.

Pulses (100 mJ, 70 fs) from a Ti:sapphire laser were split
to generate three pulses. A small portion (!1 mJ) was used
as a variably delayed transverse interferometry probe of the
plasma evolution. The remainder was split into two vari-
able energy pulses with adjustable delay and recombined
using thin film polarizers. The first pulse was used as the
pump (channel-generating pulse) and the second was used
as an injected probe to be guided by the resulting wave-
guide. Both pulses were focused using an f=5 lens into the
end of an elongated cluster jet. A negative-positive lens
pair in the pump beam path allowed independent fine
control over the position of the pump pulse focus for
optimizing the coupling of the injected pulse into the
waveguide. A telescope was used to monitor the end
mode of the guided pulse after the pump pulse was re-
moved using a polarizer. The transverse probe was sent
through a Michelson interferometer and a telescope to
record shadowgrams and interferograms of the evolving
channel. Electron density profiles were extracted from
interferometric images using fast-Fourier-transform–
based phase extraction followed by Abel inversion [25].

l 10 mm
PumpProbe

Transverse
probe

To imaging 
interferometer

To end-mode
imaging telescope
and spectrometer 

10 mm

Pump

3 mm

FIG. 1. Schematic diagram of experimental layout. An inter-
ferometric image of the full plasma channel is also shown.
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Figure 1 shows the experimental layout. This arrangement
not only eliminates the need for a synchronized auxiliary
long-pulse laser for channel generation, as used in the
axicon case [3,8], but the optical setup and alignment are
much less complex.

Two different liquid-nitrogen-cooled gas jets were used
for these experiments. Clusters are formed when high
pressure gas expands adiabatically through a small orifice
into vacuum. High valve backing pressures and low tem-
peratures favor the formation of large clusters. An all-
optical method to measure cluster size and density was
developed to characterize the jet [26]. For argon gas, which
clusters easily, a 10 mm! 0:25 mm slit nozzle was used to
produce a long interaction region. Valve backing pressure
and temperature ranged from 10 to 50 bar and from 150 to
300 K. However, the slit nozzle could not efficiently pro-
duce hydrogen clusters, which requires lower temperature
and higher gas density. Hence, for hydrogen, we used a
conical nozzle cooled to 90 K to generate jets 3 mm across.

The inset of Fig. 1 is an interferogram of an "8 mm
long plasma waveguide produced by the pump pulse in the
elongated argon cluster jet. The slight axial taper of the
guide is caused by absorption of the pump as it propagates.
Because of self-focusing of the pump pulse in the clustered
gas, these channels are considerably longer than the
Rayleigh range ("200 !m). These channels constitute
the longest and most uniform hot plasma structures ever
produced by laser end pumping. Figures 2(a) and 2(b)
show time-resolved electron density profiles of the result-
ing waveguide near its center for high (190 K, 27 bar) and
low (170 K, 20 bar) gas densities. Pump pulse absorption
was measured to be 85% and 70%, respectively, for the
high and low density jets. Mean cluster radius was mea-
sured to be "6 and "2:5 nm, respectively (the jet was
optimized after these measurements, so these values rep-
resent lower limits). A central minimum in electron density
develops in "1 ns. These results illustrate the ability to
control the guide density to low levels of "1018 cm#3.
Note that the pump pulses are only 30 mJ, approximately
10 times less energy than required for heating conventional

gas targets for plasma waveguide generation [3]. We note
that the radial wings of the electron density profiles extend
considerably farther out than for channels generated in
nonclustered gases [25]. This is evidence of the precursor
heating of the surrounding cluster gas [24]. Figure 2(d)
shows the electron density profile measured at the entrance
of the waveguide. The channel develops into a waveguide
over a short distance ("100 !m) along the pump laser
propagation direction. This represents a substantial im-
provement over waveguides generated in conventional
gas jets, where "500 !m tapering at the entrance hinders
efficient coupling of the injected pulse [8]. Even though the
cluster density gradient at the edge of the gas jet can be as
large as "500 !m [26], the strong heating of individual
clusters ensures an axially uniform rate of radial plasma
expansion, and a much-reduced waveguide-entrance taper.

Delayed probe pulses were injected into and guided by
these channels, and exit modes of the probe were relay
imaged to a CCD camera. Figure 2(c) shows the exit mode
of the laser pulse at the optimum delay (1.3 ns), for a 25 mJ
pump, and a 40 mJ injected probe. The guided mode is
quite stable on a shot-to-shot basis, and this image is a 50-
shot average. The coupling efficiency and channeled in-
tensity of the guided pulse were determined using such
images. The highest transmitted intensity is 3!
1017 W cm#2 at 1.3 ns delay, with 50% coupling efficiency.
At shorter delays, the energy transmitted is lower, and at
longer delays, the mode becomes larger.

The pump pulse is intense enough to ionize argon atoms
in the clusters to Ar8$ [23]; further ionization by the probe
would require >1018 W cm#2 intensity. The probe pulse is
therefore not expected to further ionize the channel. To
verify this, the spectrum of the guided pulse was measured
using an imaging spectrometer. Figure 2(e) shows the mea-
sured input and output spectra of the probe pulse when
guiding was optimum. The absence of an ionization-in-
duced blueshift indicates that the intense guided probe
does not cause significant additional ionization of the
waveguide.

In order to avoid ionization due to even higher intensity
pulses than guided here, it is desirable to form the wave-
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FIG. 2. (a),(b) Electron density profiles from 8 mm long plasma channels, with the argon gas jet at 193 K and 27 bar, and 113 K and
20 bar, respectively. (c) Laser mode at the exit of the waveguide (173 K, 40 bar, 1.3 ns delay). (d) Electron density profile at the
waveguide entrance (150 K, 13 bar jet). Note the "100 !m length scale over which the waveguide develops from the edge of the gas
jet. (e) Guided pulse spectrum at optimum delay (193 K, 27 bar). The spectrum shows negligible additional ionization by the guided
pulse in the waveguide.
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Evolution of plasma density 
(1018 cm-3) in clustered Ar gas 
jet (113K, 20 bar)

‣ Requirement for rapid collisional heating 
limits on-axis density to ne(0) ≳ 5 × 1018 
cm-3 

‣ Using clustered gases can reduce this to 
ne(0) ≳ 1 × 1018 cm-3 

• V. Kumarappan et al. PRL 94 205004 
(2005)
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OFI-heated hydrodynamic plasma channels
‣ Optical field ionization gives 

• Hot electrons & cold ions 

• Electron energy controlled by 
polarization 

‣ Heating independent of density ⇒ low 

density channels
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OFI-heated hydrodynamic plasma channels
‣ Optical field ionization gives 

• Hot electrons & cold ions 
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HELIOS simulations 
nH: 3 × 1018 cm-3 
EL:  50 mJ 
τ:  50 fs 
Lchan: 600 mm

See poster by Chris 
Arran, Wed 19:30
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‣ HELIOS simulations show channels with 
ne(0) ≈ 7 × 1017 cm-3
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OFI-heated hydrodynamic plasma channels
‣ Optical field ionization gives 

• Hot electrons & cold ions 

• Electron energy controlled by 
polarization 

‣ Heating independent of density ⇒ low 

density channels

HELIOS simulations 
nH: 3 × 1018 cm-3 
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τ:  50 fs 
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Summary
‣ Many factors must be considered when designing the 

plasma source 

‣ Wide range of solutions have been developed 

‣ Important issues & future challenges 

• Operation at lower densities and over longer 
lengths  

• Control of longitudinal profile (controlling injection, 
reduce emittance growth) 

• Improved control of transverse profile (e.g. hollow 
channels) 

• Long operating life  

• Operation at high repetition rates  

• Reducing gas load to rest of system (affects 
repetition rate) 

• Reducing/avoiding unwanted background from 
interaction with structure (e.g. bremsstrahlung)

shown in Fig. 1(c). The maximum electron energy is
therefore larger than in the case without the transition.
In a first experiment, a large energy spread electron beam is
used to demonstrate the principle of this technique. The
density profile is obtained by creating a shock front in a
supersonic gas jet, generated by placing a blade
perpendicular to the gas flow emanating from the nozzle.
In a second experiment, the density step is made with a
second gas jet, which can be used to enhance the energy of
monoenergetic electron beams.
The experiment has been performed with the “Salle

Jaune” Ti:Sa laser system (laser wavelength λ0 ¼ 813 nm)
at Laboratoire d’Optique Appliquée. A linearly polarized,
1.2 J on target, 30 fs (corresponding to a peak power
P ¼ 40 TW) laser pulse is focused at the entrance of a
1.5 mm supersonic helium gas jet using an f=10 off-axis
parabola [as seen in the experimental setup sketched in
Fig. 1(a)]. The full width at half maximum (FWHM) focal
spot size is 18 μm, with a peak intensity on target of
I ¼ 1 × 1019 W · cm−2, equivalent to a normalized vector

potential a0 ¼ 2.2. A 500 μm thick silicon wafer is placed
on the leaving side of the gas jet to create a sharp density
transition, by using a setup similar to the one in
Refs. [15,16]. Note that in these previous studies the shock
front is created on the entering side of the gas jet to trigger
electron injection in the downward density jump, whereas
for now the shock is on the leaving side of the jet and it
creates a sharp upward density ramp. Measured longi-
tudinal plasma density profiles for different positions of the
blade in the jet are presented in the Supplemental Material
[17]. The longitudinal position of the shock is adjusted by
moving the blade in and out. Electron spectra are measured
with a spectrometer consisting of a permanent magnet
(1.1 Twith a length of 100 mm) combined with a phosphor
screen imaged on a 16 bit CCD camera. The phosphor
screen and detection system are calibrated so that the
electron beam charge and energy distribution are measured
for each shot.
First, a scan of the gas density is performed in order to

determine the optimum plasma density for which the
electron energy cutoff is the highest. The energy spectrum
with a plasma density without the transition is shown in
the top panel of Fig. 2(a) (angle resolved spectrum) and in
red in Fig. 2(b) (spectrum integrated over the transverse
direction). The electron energy distribution corresponds
to the force laser wakefield regime [18], with a long
plateau feature and a Maxwellian decrease with a cutoff
energy around 230MeV. The cutoff energy is defined as the
electron energy where the charge of the beam becomes
smaller than 18 fC=MeV. Such a spectrum indicates the
transverse self-injection of a long bunch [19], which is
consistent with an electron plasma peak density ne ¼ 8.5 ×
1018 cm−3 along a few millimeters.

FIG. 1 (color online). Schematic representation of the first (a)
and second (b) experimental setup. The blade can move in and
out the gas jet. The density profile is shown in green in the two
cases near the gas jet. (c) Schematic representation of the bubble
before and after the density step. The driving pulse (red)
generates a bubble with a size Lb;1, which shrinks
(Lb;2 < Lb;1) by crossing the density step. The accelerating
(green gradient) and decelerating (blue gradient) regions are
shown. The electron bunch (purple) reaches the end of the
accelerating region before the density step and is shifted back
to the accelerating field when crossing the density step.

FIG. 2 (color online). (a) Experimental angle resolved electron
spectra in logarithmic scale without (top panel) and with the
shock at 0.7 mm after the gas jet center (bottom panel). (b) Angle
integrated electron spectra in logarithmic scale for four positions
of the blade.
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equivalent to providing uniform plasma density. The density
uniformity of such a closed system can be estimated as follows:
the density fluctuations can be related to temperature fluctuations
for an ideal gas with the ideal gas equation:

p¼ nkT

where p is pressure, n is density and k¼ 1:38" 10#23

m2 kg s#2 K#1 is the Boltzmann constant. At constant pressure,
density and temperature fluctuations are related by

Δn
n

¼
ΔT
T

:

The fluctuations result from two sources: the externally imposed
and internal fluctuations. The internal fluctuations are estimated
from the average value of temperature fluctuations for an ideal gas
[3] at temperature T which is given by

〈ðΔTÞ2〉¼
kT2

cV

where cV is the heat capacity at constant volume. This can be put
in a useful form to calculate the temperature uniformity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〈ðΔTÞ2〉

T2

s

¼

ffiffiffiffiffi
k
cV

s

50:002:

Therefore the externally imposed fluctuations dominate and hence
a density uniformity of Δn=nr0:002 can be achieved with a
temperature uniformity of ΔT=Tr0:002.

2. Description of Rb vapor source

Rubidium is chosen because of its low ionization potential
(URb ¼ 4:177 eV), and relatively low temperature requirement to
obtain the desired vapor density when compared to other alkali
metals. Rubidium has a melting temperature of 38.89 1C, conse-
quently it is in solid form at room temperature. The temperature
range in order to reach the required densities is & 150–200 1C.
This is determined by the vapor pressure curve of Rb [4] (see
Fig. 1). Independently heated liquid reservoirs provide the desired
Rb vapor density inside the 10 m-long 2 cm radius pipe. A sketch
of the vapor plasma source is given in Fig. 2(a). Proton, electron
and laser beams enter and exit the source through fast valves.
Valved Rb sources with temperature regulation of 70.03 K will be

purchased from MBE-Komponenten incorporated [5] Fig. 2(b).
They contain only a few grams of Rb. An advantage of having
two independent heating systems for the reservoirs and the pipe is
that by keeping the temperature of the pipe a few degrees above
that of the reservoirs prevents condensation of Rb in a cold spot
inside the pipe, all the condensation occurs in the reservoir.

Rubidium is known to form dimers and clusters at these
densities [6]. However, the number of dimers or clusters is
expected to be small when compared to the number of single
atoms. In addition, a fraction of non-atomic species will not effect
the plasma density uniformity unless they are themselves non-
uniformly distributed in this constant temperature environment.
Several methods are described in literature to get rid of these
dimers [7], such as by super heating the vapor or by using a diode
laser tuned across Rb2 D2 resonance line. It is also possible that
after the passage of the beams the clusterization may be enhanced
by plasma electrons seeding [8]. Since the reservoir and the source
can be independently heated and isolated it is possible to get rid of
non-atomic species by dumping the vapor onto a cold plate at
room temperature and completely refill the source from the
reservoirs between events.

Vapor density can be determined by using the vapor pressure
curves [4,9,10] or using the hook method. In this method the
source is placed in one arm of a Mach–Zehnder white light
interferometer, and interference patterns that resembles hooks
resulting from the ground state absorption lines of the vapor
element [11,12] are measured.

Uniformity of 0.2% means the temperature should not change
more than 0.85 K at 423 K (i.e. 150 1C) and 0.95 K at 473 K (i.e.
200 1C). Therefore for the required temperature range the source
needs to remain at T & 70:4 K. In the literature it is reported that
to set the temperature standard in the temperature range 50–
350 1C, stirred liquid baths containing a synthetic or mineral oil
[13] are used. For example a small 50 cm deep liquid bath can
provide a uniform temperature with ΔTo1 mK i.e. ΔT=Tr2"
10#6 at T¼473 K, 1000 times better than the requirement for the
plasma source.

A custom built circulating oil bath is developed to reach the
temperature uniformity (see Fig. 3). A simple calculation for the
temperature change of hot oil flowing through an insulated pipe
over 10 meters demonstrates the feasibility of such a system: Steady
state solution energy balance leads to a simple equation [14]

ΔT ¼ ðT0#TrÞ
z
λT

where z is the position along the pipe, ΔT ¼ TðzÞ#T0, T0 is the
temperature of the oil at the entrance of the pipe and Tr is the
surrounding ambient temperature. The constant is λT ¼ cpω=U2πro,
where cp is the heat capacity per unit mass of the oil, ω¼ ρvπr2o the
mass flow rate, ρ the oil density, ro the pipe radius, v the oil flow

Fig. 1. Rubidium vapor density (blue line) and vapor pressure (green dashed line)
as a function of temperature. Region between 1"1014 cm#3 and 1"1015 cm#3,
and the corresponding temperature show the parameter range of interest for the
PDPWFA. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this article.)

Fig. 2. (a) Sketch of the plasma source. Two independently heated sections consist
of a 10 m long Rb vapor section with fast valves for proton, electron and laser beam
access and valved Rb liquid reservoirs. (b) Photo of the valved Rb liquid reservoir by
MBE Komponenten incorporated.
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a b s t r a c t

We describe a novel plasma source developed at the Max Planck Institute for Physics that will be used for
a proton driven plasma wakefield accelerator experiment at CERN. Rubidium vapor is confined in a
10 meter -long, 4 cm diameter, oil-heated stainless steel pipe. A laser pulse tunnel ionizes the vapor
forming a 10-meter long, ! 1 mm radius plasma with a range of densities around ! 1015 cm"3. Access to
the source is provided using custom manufactured fast valves. The source is designed to produce a
plasma with a density uniformity of at least ! 0:2% during the beam–plasma interaction.
& 2013 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

Plasma-based advanced acceleration is a topic of much con-
temporary interest. Accelerating fields orders of magnitude higher
than in conventional radio-frequency-based accelerators can be
produced with plasma-based accelerators. For the plasma wake-
field accelerator scheme where a charged particle bunch creates
the wakefield, the accelerating field is related to the inverse of the
bunch length of the drive bunch sz (with the condition that the
plasma wavelength is equal to 2πsz); therefore, shorter bunches
are needed to reach higher accelerating fields. Recently the
AWAKE collaboration proposed a Proton Driven Plasma Wakefield
Accelerator (PDPWFA) experiment in order to take advantage of
the energy of a single CERN SPS bunch (! 7 kJ). With this scheme
it could be possible to accelerate an electron bunch in a single
plasma stage for a future linear e" =eþ collider. Since short
(! 100 μm) proton bunches are not yet available, the proposed
experiment relies on the self-modulation-instability [1] to reso-
nantly drive GV scale accelerating fields. In the experiment a
12 cm sz, 400 GeV CERN SPS proton bunch enters a !10 meter-
long, ! 1 mm radius ! 1015 cm"3 density plasma. The transverse
self-modulation-instability causes the proton bunch to self mod-
ulate and transforms it effectively into a train of micro-bunches.
The train resonantly drives large accelerating fields (!GV). In this
wake a ! 20 MeV co-propagating electron bunch is injected and
accelerated. Accelerating an electron bunch in such a wake brings
a strict requirement on the plasma density uniformity. It can be
estimated as follows: After the electron bunch is injected the
maximum phase shift allowed so that it remains in the

accelerating and focusing phase of the wake is λpe=8 [2] where
λpe is the plasma wavelength, which is inversely proportional to
the square root of plasma density, λpep1=

ffiffiffiffiffi
ne

p
. Therefore the

following relation can be written between the change in plasma
wavelength and the density

dλpe
λpe

¼ "
dne

2ne
:

If the injected bunch is located N plasma wavelengths behind the
point where the wakefield starts, then the total allowed phase
shift at the injection point is

Nλpe
Δnmax

2ne
¼
λpe
8

where Δnmax is the maximum allowed perturbation for a given
plasma source. Hence, for a CERN proton bunch with sr ¼ 0:2 mm,
sz ¼ 12 cm, and optimum plasma density (corresponding to
λpe=2π %sr) of 7&1014 cm"3 (sz % 100λpe), choosing N¼100 the
point where the accelerating field reaches its maximum along the
bunch, the requirement on plasma density uniformity becomes

Δnmax

ne
r0:0025:

For 1&1015 cm"3 the requirement is Δnmax=ne≲0:002, therefore
our design criteria for the cell is chosen to be 0.2%.

This strict requirement can be satisfied by a fully ionized Rb
vapor confined in a closed long tube at a constant temperature, T.
The low ionization potential of Rb, 4.18 eV, makes it possible to
fully field-ionize Rb vapor with a relatively low laser intensity. A
more detailed description of ionization is given later in the text.
Since the vapor is fully ionized (first electron), the density and the
uniformity of the plasma are the same as those of the neutral
vapor. Therefore, in this case, providing uniform vapor density is
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Plasma requirements: 
! Lp~10m, rp>1mm 
! Easy to produce, to (laser) ionize 
! Allow for SMI seeding 
! !n0/n0<0.2% (e- injection) 
! => Rubidium 
! Up=4.177eV 
! Ith=1.7x1012W/cm2~Up

4 

! T<230°C 

equivalent to providing uniform plasma density. The density
uniformity of such a closed system can be estimated as follows:
the density fluctuations can be related to temperature fluctuations
for an ideal gas with the ideal gas equation:

p¼ nkT

where p is pressure, n is density and k¼ 1:38" 10#23

m2 kg s#2 K#1 is the Boltzmann constant. At constant pressure,
density and temperature fluctuations are related by

Δn
n

¼
ΔT
T

:

The fluctuations result from two sources: the externally imposed
and internal fluctuations. The internal fluctuations are estimated
from the average value of temperature fluctuations for an ideal gas
[3] at temperature T which is given by

〈ðΔTÞ2〉¼
kT2

cV

where cV is the heat capacity at constant volume. This can be put
in a useful form to calculate the temperature uniformity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〈ðΔTÞ2〉

T2

s

¼

ffiffiffiffiffi
k
cV

s

50:002:

Therefore the externally imposed fluctuations dominate and hence
a density uniformity of Δn=nr0:002 can be achieved with a
temperature uniformity of ΔT=Tr0:002.

2. Description of Rb vapor source

Rubidium is chosen because of its low ionization potential
(URb ¼ 4:177 eV), and relatively low temperature requirement to
obtain the desired vapor density when compared to other alkali
metals. Rubidium has a melting temperature of 38.89 1C, conse-
quently it is in solid form at room temperature. The temperature
range in order to reach the required densities is & 150–200 1C.
This is determined by the vapor pressure curve of Rb [4] (see
Fig. 1). Independently heated liquid reservoirs provide the desired
Rb vapor density inside the 10 m-long 2 cm radius pipe. A sketch
of the vapor plasma source is given in Fig. 2(a). Proton, electron
and laser beams enter and exit the source through fast valves.
Valved Rb sources with temperature regulation of 70.03 K will be

purchased from MBE-Komponenten incorporated [5] Fig. 2(b).
They contain only a few grams of Rb. An advantage of having
two independent heating systems for the reservoirs and the pipe is
that by keeping the temperature of the pipe a few degrees above
that of the reservoirs prevents condensation of Rb in a cold spot
inside the pipe, all the condensation occurs in the reservoir.

Rubidium is known to form dimers and clusters at these
densities [6]. However, the number of dimers or clusters is
expected to be small when compared to the number of single
atoms. In addition, a fraction of non-atomic species will not effect
the plasma density uniformity unless they are themselves non-
uniformly distributed in this constant temperature environment.
Several methods are described in literature to get rid of these
dimers [7], such as by super heating the vapor or by using a diode
laser tuned across Rb2 D2 resonance line. It is also possible that
after the passage of the beams the clusterization may be enhanced
by plasma electrons seeding [8]. Since the reservoir and the source
can be independently heated and isolated it is possible to get rid of
non-atomic species by dumping the vapor onto a cold plate at
room temperature and completely refill the source from the
reservoirs between events.

Vapor density can be determined by using the vapor pressure
curves [4,9,10] or using the hook method. In this method the
source is placed in one arm of a Mach–Zehnder white light
interferometer, and interference patterns that resembles hooks
resulting from the ground state absorption lines of the vapor
element [11,12] are measured.

Uniformity of 0.2% means the temperature should not change
more than 0.85 K at 423 K (i.e. 150 1C) and 0.95 K at 473 K (i.e.
200 1C). Therefore for the required temperature range the source
needs to remain at T & 70:4 K. In the literature it is reported that
to set the temperature standard in the temperature range 50–
350 1C, stirred liquid baths containing a synthetic or mineral oil
[13] are used. For example a small 50 cm deep liquid bath can
provide a uniform temperature with ΔTo1 mK i.e. ΔT=Tr2"
10#6 at T¼473 K, 1000 times better than the requirement for the
plasma source.

A custom built circulating oil bath is developed to reach the
temperature uniformity (see Fig. 3). A simple calculation for the
temperature change of hot oil flowing through an insulated pipe
over 10 meters demonstrates the feasibility of such a system: Steady
state solution energy balance leads to a simple equation [14]

ΔT ¼ ðT0#TrÞ
z
λT

where z is the position along the pipe, ΔT ¼ TðzÞ#T0, T0 is the
temperature of the oil at the entrance of the pipe and Tr is the
surrounding ambient temperature. The constant is λT ¼ cpω=U2πro,
where cp is the heat capacity per unit mass of the oil, ω¼ ρvπr2o the
mass flow rate, ρ the oil density, ro the pipe radius, v the oil flow

Fig. 1. Rubidium vapor density (blue line) and vapor pressure (green dashed line)
as a function of temperature. Region between 1"1014 cm#3 and 1"1015 cm#3,
and the corresponding temperature show the parameter range of interest for the
PDPWFA. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this article.)

Fig. 2. (a) Sketch of the plasma source. Two independently heated sections consist
of a 10 m long Rb vapor section with fast valves for proton, electron and laser beam
access and valved Rb liquid reservoirs. (b) Photo of the valved Rb liquid reservoir by
MBE Komponenten incorporated.
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