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Theoretical historical introduction

Basic nuclear interactions and their link to nuclear 
processes in the cosmos and on earth



[figure from Bazin 2012]

○ 254 stable isotopes, ~3000 synthesised in the lab ○Heaviest synthesised element Z=118

○ Over-stable magic nuclei (2, 8, 20, 28, 50, 82, …)

○Neutron drip-line known 
up to Z=8 (16 neutrons)

○ Light/mid-mass elements 
produced in stellar fusion

Basic facts about nuclei



Basic questions about nuclei

○How many bound nuclei exist? (~6000-7000?) ○Heaviest possible element? 
Enhanced stability near Z=120?

○How have heavy elements 
been produced?

○Where is the neutron 
drip-line beyond Z=8? ○ Are magic numbers the same for unstable nuclei?
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Diversity of nuclear phenomena

Ground state
Mass, size, superfluidity, …

Radioactive decays
β, 2β, α, p, 2p, fission, …

Reaction processes
Fusion, transfer, knockout, …

Spectroscopy
Excitation modes

Exotic structures
Clusters, halos, …

Nucleus: bound (or resonant) state of Z protons and N neutrons

p & n momenta ~ 108 eV

Separation energies ~ 107 eV

Vibrational excitations~ 106 eV

Rotational excitations ~ 104 eV

Several scales at play:



Historical preamble

1896   Becquerel discovers radioactivity

1898   Pierre & Marie Curie find α, β and γ rays

1911   Rutherford proposes the atomic nucleus

1919   Rutherford identifies the hydrogen nucleus as the proton

1929   Heitler & Herzberg show that 14N is a boson

1931   Pauli proposes the neutrino
1932   Chadwick discovers the neutron

1933   Fermi proposes theory of weak interactions and β decay

Nuclear theory begins



Outline

Pre-1935 stuff (Radioactivity, Rutherford’s experiment, discovery of the neutron, …)

Today

2010’s  First lattice QCD calculations of NN potential & multi-baryon systems

1935  Semi-empirical mass formula (liquid drop)
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Liquid drop model & semi-empirical mass formula

⦿ Picture the nucleus as a (suspended) drop of (incompressible) liquid with surface tension

Competing processes give rise to nuclear binding

✓ Successful in explaining binding energy global trend

✗ Unsuccessful in explaining fine features, excitation spectra, …
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1935
[Weizsäcker, Bethe]

[Gamow, Bohr, Wheeler]Liquid drop model
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○Quantised collective modes?

1. Derive/build/model basic interactions between nucleons

2. Solve non-relativistic many-body Schrödinger equation

Typical strategy



Structure vs reaction

⦿ A-body Schrödinger eigenvalue equation

Structure properties of nuclei with A=2, ~400
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Structure vs reaction

⦿ A-body Schrödinger eigenvalue equation

⦿ Time-dependent Schrödinger equation

Reaction cross section
Simplest reaction, but many other possibilities: more 

than two final products, more than two reactants (rare), 
particles other than nuclei (photons, neutrinos, …)

Nuclear matter propertiesStructure properties of nuclei with A=2, ~400
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➝ Are structure properties easily obtainable from the reaction process?
➝ When we make approximations, are they at the same level for structure and reactions?



Ab initio vs effective approach

Ab initio (= “from scratch”) approach
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Independent particle model & mean field

➝ From an A-body problem to A one-body problems

July 21 2015 Structure models: from shell model to ab-initio methods 16

The solution of such Hamiltonian  is obtained by solving the
single particle Schrödinger equation H =

AX

i

hi

hi|'ki = "k|'ki =) hi'k(ri) = "k'k(ri) in coordinate space representation

Then the A-body states are just Slater Determinants of single particle states 'k(ri)

H| Ai = E| AiThe solution of  has the following energy

E =
AX

k

"kdk
degeneracy: measures the occupancy 
of a single particle state

Exercise: To convince yourself, prove that this is true for A=2  

Independent particle model

Friday, 17 July, 15
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⦿ If particles of a many-body system don’t interact, then                         (= 1-body only), and
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Turns out that it does

✓ Fermi statistics helps out

⦿ Independent particles: nucleons move inside a (one-body) potential well or mean field

➝ Inter-particle distance in nuclei ~ 2 fm

➝ Range of nuclear interaction ~ 2 fm

⦿ Does an independent-particle picture make any sense at all?
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⦿ Independent particles: nucleons move inside a (one-body) potential well or mean field

Commonly used are potentials 
of  Woods-Saxon type

➝ From an A-body problem to A one-body problems

July 21 2015 Structure models: from shell model to ab-initio methods 16

The solution of such Hamiltonian  is obtained by solving the
single particle Schrödinger equation H =

AX

i

hi

hi|'ki = "k|'ki =) hi'k(ri) = "k'k(ri) in coordinate space representation

Then the A-body states are just Slater Determinants of single particle states 'k(ri)

H| Ai = E| AiThe solution of  has the following energy

E =
AX

k

"kdk
degeneracy: measures the occupancy 
of a single particle state

Exercise: To convince yourself, prove that this is true for A=2  

Independent particle model

Friday, 17 July, 15
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Independent-particle picture

Independent-particle picture

■ Cornerstone of any nuclear model

■ Nucleons orbit independently in

h =

N
∑

i=1

(

p2
i

2m
+ V (⃗ri)

)

■ Justified by mean free path ∼ 15fm

■ Justified by nucleon transfer exp.

Nuclear shells

■ Nucleon orbitals ψα = ψnljmτ

hψnljmτ = enljτ ψnljmτ

■ Nucleon shell-structure enljτ

■ A shell is 2j+1-fold degenerate

■ Fill shells for given (N,Z)

Average one-nucleon potential V (ri)

■ Analogy with atomic case

■ Self-created

■ One for neutrons/protons

■ Coulomb effect for protons

■ Includes a spin-orbit component

Mean-field approximations
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Coulomb shifts proton potentials
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Nucleons (which are fermions) are placed in 
energy levels according to Pauli principle

Independent particle model & mean field



Measured binding energies
vs.

Liquid drop model predictions

○Nucleon shells? (cf. electrons in the atom)

Systematic deviations

○ Yet, no obvious common potential

⦿ What creates regular patterns?

(Non-interacting) shell model



(Non-interacting) shell model

○ 1. Start with 3D spherical HO potential
○ 2. Add term proportional to ℓ2 (centrifugal)
○ 3. Add a spin-orbit term ℓ∙s

Magic numbers reproduced!

1949

➪ Idea: devise an effective one-body potential  

[Göppert-Mayer, Jensen]

1s

1p

1d
2s

1f
2p

1s1/2

1p3/2

1p1/2

2s1/2

1d3/2

1d5/2

1f5/2

1p1/2

2p3/2

1f7/2

2

8

20

28

n ℓ J
Notation

Measured binding energies
vs.

Liquid drop model predictions

○Nucleon shells? (cf. electrons in the atom)

Systematic deviations

⦿ What creates regular patterns?

○ Yet, no obvious common potential

…



(Interacting) shell model

⦿ Independent-particle shell model OK for closed shells/magic numbers

➪ Idea: exploit “shells” and their energy separation

Frozen core: 16O

Advances in ab initio techniques⦿ In general, a correlated wave function is needed… but                                   too costly to diagonalise
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Major shells

1. Define an active Hilbert space (“valence space”)
2. Build valence-space Hamiltonian Heff

3. Diagonalise Heff in the restricted space

22O

Valence space: 6 neutrons

1960’s
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Major shells

1. Define an active Hilbert space (“valence space”)
2. Build valence-space Hamiltonian Heff

3. Diagonalise Heff in the restricted space

22O

Valence space: 6 neutrons

⦿ How to build valence-space interactions?

○ Ab initio: use projection techniques to go from full to restricted Hilbert space
✓ Universal and systematic  ➝  predictive power
✗ Requires sophisticated many-body techniques  ➝  “fully ab initio” only very recently

1960’s

○ Phenomenologically: (re)fit parameters of Heff  to data
✓ Successful in reproducing fine spectroscopy  ➝  very good accuracy
✗ Heff depends on exp. data locally  ➝  validity of extrapolations not guaranteed



⦿ Problem: as A increases, dimensions of relevant valence spaces increase

matrix dimension

no
n-

ze
ro

 m
at

rix
 e

le
m

en
ts

104 105 106 107 108 109

106

108

1010

1012

1014

1010

800 TB

8 TB

➪ Main limitation: aggregate memory

○ 1014 nonzero matrix elements  ➝   800 TB 
○ Progress relies on “Moore’s law”

Today

⦿ Computational aspects of the method rather challenging

1980’s

○ Progress in algorithms + computational resources have pushed the limits of applicability
○ First calculations (1960’s): matrix dimensions 102   ➝   today: matrix dimensions 109-1010

(Interacting) shell model

Applicability: A < 80-100



○ First density-dependent Hamiltonian, then more general functional of one-body density

⦿ For both, parameters are fitted to data

➪ Idea: work with a simplified many-body wave-function

○ Hartree-Fock theory  ➝  mean-field potential built self-consistently from a NN interaction
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⦿ Original approach: Hamiltonian-based

⦿ Modern approach: energy as a functional of (one-body) densities (+ currents)

Energy density functionals



○ First density-dependent Hamiltonian, then more general functional of one-body density
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⦿ Original approach: Hamiltonian-based

⦿ Modern approach: energy as a functional of (one-body) densities (+ currents)

✓ Symmetry-broken HF calculations provide fair description and have low computational cost
✗ Restoring symmetries needed for refined results but may become very costly

⦿ Relies on symmetry breaking and restoration

Wave function has lost some of the symmetries of the Hamiltonian, 
but energy is closer (w.r.t. symmetry-conserved case) to the exact one !

Physical solution must have good symmetries 
➝ one must restore them in the end

Energy density functionals



✗ Lack of systematic character

✗ Validity of extrapolations not guaranteed

⦿ Several implementations developed over the years

○ Non-relativistic: Skyrme (1972+) and Gogny (1975+)
○ Relativistic: (1986+)
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FIG. 9. (Color online) (a) Two-neutron separation energies; (b) two-proton separation energies. The three rows show the HFB theory, the
CHFB+5DCH theory, and experiment, respectively. Experimental data are from Ref. [49].

binding energies are given with experimental error of less than
200 keV. As already mentioned, our theory only includes nuclei
whose correlation energy is positive. This excludes only about
10% of the nuclei in the experimental data set. The number
of nuclei in the comparison is given on the first line of the
table. The first comparison, with the HFB energies, shows
rms residuals of slightly less than 1 MeV for both separation
energies and gaps. The performance here is slightly better
than was found in the survey based on the Skyrme energy
functional Sly4, reported in Ref. [12]. The bottom line of the
table shows the energies of the full CHFB+5DCH theory,
i.e., with the correlation energy included. The improvement is
about 25%. This is surprisingly comparable to the results found

TABLE III. Two-nucleon separation energies and gaps. Sizes of
the compared data sets are given on the first line. Rms residuals with
respect to experiment are given on the third and fourth lines, for the
HFB and CHFB+5DCH theories, respectively. Energies are in MeV.

S2n S2p δ2n δ2p

Size
Theory 455 433 396 358

Exp. 492 467 444 392
Theory

HFB 1.00 0.91 1.06 0.98
CHFB+5DCH 0.72 0.71 0.68 0.61

in Ref. [12], despite that correlation energy was calculated in
a completely different way.

We also carried out the statistics on the two-nucleon gaps.
This quantity is defined by the next higher order difference,

δ2n(N,Z) = S2n(N + 2, Z) − S2n(N,Z), 2n gap,
δ2p(N,Z) = S2p(N,Z + 2) − S2p(N,Z), 2p gap.

(20)

As a particular example, there has been much discussion
of evolution of the Z = 28 gap for high neutron numbers.
We find that the CHFB+5DCH energies are below the HFB
values, thus weakening any shell effect at Z = 28. There is
a peaking at N = 28 that could be attributed to “mutually
enhanced magicity” or to an Z = N symmetry effect, the
“Wigner energy.” Experimentally, there is a slight peaking
in the gap at N = 40, but we find that it is smooth in the
CHFB+5DCH theory.

The overall statistics for the performance of the theories
with respect to two-nucleon gaps are also shown in Table III.
The results are somewhat better than those for the separation
energies.

V. YRAST SPECTRUM

In this section we report the predictions for the lowest
excitations of angular momentum J = 2, 4, and 6. For the
quantitative measure of the global performance of the theory,
we will use the same figures of merit as in Ref. [4]. Because the

014303-11

✓ Favourable scaling ➝  only method applicable to all nuclei

✓ Can tackle efficiently nuclear matter

application of modern optimization and statistical methods, together
with high-performance computing, has revolutionized nuclear DFT
during recent years.

In our study, we use quasi-local Skyrme functionals15 in the
particle–hole channel augmented by the density-dependent, zero-
range pairing term. The commonly used Skyrme EDFs reproduce total
binding energies with a root mean square error of the order of
1–4 MeV (refs 15, 16), and the agreement with the data can be signifi-
cantly improved by adding phenomenological correction terms17. The
Skyrme DFT approach has been successfully tested over the entire
chart of nuclides on a broad range of phenomena, and it usually per-
forms quite well when applied to energy differences (such as S2n), radii
and nuclear deformations. Other well-calibrated mass models include

the microscopic–macroscopic finite-range droplet model (FRDM)18,
the Brussels–Montreal Skyrme–HFB models based on the Hartree–
Fock–Bogoliubov (HFB) method17 and Gogny force models19,20.

Figure 2 illustrates the difficulties with theoretical extrapolations
towards drip lines. Shown are the S2n values for the isotopic chain of
even–even erbium isotopes predicted with different EDF, SLy421, SV-
min13, UNEDF015, UNEDF122, and with the FRDM18 and HFB-2117

models. In the region for which experimental data are available, all
models agree and well reproduce the data. However, the discrepancy
between various predictions steadily grows when moving away from
the region of known nuclei, because the dependence of the effective
force on the neutron-to-proton asymmetry (neutron excess) is poorly
determined. In the example considered, the neutron drip line is
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Figure 2 | Calculated and experimental two-neutron separation energies of
even–even erbium isotopes. Calculations performed in this work using SLy4,
SV-min, UNEDF0 and UNEDF1 functionals are compared to experiment2 and
FRDM18 and HFB-2117 models. The differences between model predictions are
small in the region where data exist (bracketed by vertical arrows) and grow

steadily when extrapolating towards the two-neutron drip line (S2n 5 0). The
bars on the SV-min results indicate statistical errors due to uncertainty in the
coupling constants of the functional. Detailed predictions around S2n 5 0 are
illustrated in the right inset. The left inset depicts the calculated and
experimental two-proton separation energies at N 5 76.
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Pre-1935 stuff (Radioactivity, Rutherford’s experiment,  discovery of the neutron, …)

1935  Semi-empirical mass formula (liquid drop)

Today

1949  Non-interacting shell model

1960’s  Valence-space interaction (= interacting shell model)

1970’s  Energy density functionals

Historical recap #1



⦿ Hamiltonian for the 2-nucleon system
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⦿ Most general form
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Basic structure of NN interaction

⦿ Hamiltonian for the 2-nucleon system
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○ Continuous symmetries (translation in time/space, rotation in space+spin, Galilean invariance)

⦿ Symmetry-constrained form

○ Discrete symmetries (parity, time reversal, baryon+lepton number conservation)

○ Isospin:
charge symmetry charge independence

p ⟷ n pp ⟷ nn pp ⟷ pn ⟷ nn
(➝  spectra of mirror nuclei)

spin-scalar + spin-vector + spin-tensor
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(➝  pp vs. np scattering lengths)
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⦿ Nucleon-nucleon scattering

○ Interaction leads to a change in the phase of the scattered wave  ➝  scattering phase shifts ẟ
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⦿ Nucleon-nucleon scattering

○ Interaction leads to a change in the phase of the scattered wave  ➝  scattering phase shifts ẟ

○ Scattering is analysed in partial waves
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⦿ Nucleon-nucleon scattering

○ Example of phase shifts

Basic properties of NN interaction
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⦿ Nucleon-nucleon scattering

S-wave: becomes repulsive at small distances

P-wave: there’s something more than central ➝  spin orbit

○ Example of phase shifts

Almost bound! (nn system)

Basic properties of NN interaction
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⦿ Nucleon-nucleon scattering

S-wave: becomes repulsive at small distances

P-wave: there’s something more than central ➝  spin orbit

○ Example of phase shifts

Almost bound! (nn system)

Basic properties of NN interaction

⦿ Deuteron properties:

 ○ Non-zero quadrupole moment  ➝  tensor

 ○ Loosely bound system



Yukawa potential

○ Coulomb interaction between charged particles (infinite range)
What was known:

○ Nuclear interaction is short range ~ 2 fm

➪ Idea: nuclear force mediated by massive spin-0 boson (the “mesotron” ➝  later, pion)
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○ Works so well that, as of today, it is part of most sophisticated potential models!

○ 1950’s: Multi-pion exchange: disaster
○ 1960’s: More mesons discovered  ➝  multi-pion resonances ≈ exchange of heavier mesons

e- e-

γ

N N

𝜋
[Yukawa, Proca] Yukawa potential

1935

Range ~ Compton wavelength of exchanged boson ~ 1/mm ~ 100 MeV  ←   r ~ 2 fm

⦿ One-pion exchange describes long-range attraction between nucleons

⦿ However, not the full story. Short-range part?



One-boson-exchange potentials

⦿ Meson with larger masses (𝜌,ω, σ) can model ranges smaller than 1/m𝜋

○ Different spin/isospin structures generated

➪ Strategy:

○ Parts sometimes phenomenological (or the whole, e.g. Av18)

⦿ Experimental side: more and more precise NN data

○ Radial functions
1. Construct the operatorial structure

2. Fit coupling constants to data

○ Spin/tensor/isospin operators)

○NN scattering

○ Deuteron properties

⦿ Theoretical side: more sophisticated potentials   ➝   χ2 ≈ 2 in the 1980’s, χ2 ≈ 1 in the 1990’s

What about  nuclear structure calculations?

1970’s



Historical recap #2

Pre-1935 stuff (Radioactivity, Rutherford’s experiment,  discovery of the neutron, …)

1935  Semi-empirical mass formula (liquid drop)

Today

1935  Yukawa potential

1949  Non-interacting shell model

1960’s  Valence-space interaction (= interacting shell model)

1970’s  Energy density functionals

1970’s  One-boson exchange potentials

1980’s  High precision one-boson exchange potentials



Three-nucleon forces

⦿ Calculations with accurate (χ2= 1) OBE potentials show deficiencies in systems with A>2 

○ Lightest nuclei do not match experiment

○ Saturation point of nuclear matter is not reproduced

The need for three-body forces

‣ empirical values for saturation

[ Akmal et al., Phys. Rev. C 58 (1998) ]

[ Baldo and Maieron, J. Phys. G 34 (2007) ]

Chapter 4

Nuclear matter properties with
three-body forces

4.1 Energy in symmetric nuclear matter

⇥sat � ⇥0 = 0.16± 0.01 fm�3 (4.1)
Esat/N � B = 16± 1 MeV (4.2)

We consider in the following only two of the four realistic NN interactions employed
in Chapter 2, namely the CD-Bonn and the Nijmegen potentials. These proved to be
the most stable at low/high density and high temperature, moreover the A18 and Reid
calculations are characterized by an excessive repulsive behaviour below saturation
density, which cannot be cured with the introduction of three-body forces. This is
possibly due to the inability of the T-matrix scheme to treat correctly the strong
repulsive core in the case of Argonne, and the quantitative inaccuracy of the dated
Reid interaction.

For the two mentioned potentials the averaged three-body forces have been added
to the two-body contributions as outlined in details in Chapter 3. First the calculations
have been performed around saturation density in order to tune the two parameters
U and A which control the overall and relative strength of the two contributions (cf.
(3.4) and (3.10)). The parameters have been adjusted separately for the CD-Bonn and
for the Nijmegen potential by requiring the energy particle to reproduce the empirical
values of the saturation density ⇥0 and the binding energy EB. We do expect di�erent
values of {A, U} for the two NN interactions: since they yield di�erent saturation
curves the missing e�ects do not have to be necessarily the same. This argument surely
applies to the more phenomenological repulsive term (3.10). We believe that however
it is also the case of the 2�-exchange contribution, due to the averaging procedure
which unavoidably makes the resulting two-body interaction an e�ective one. As long
as TBF are not derived consistently within the same theoretical framework, one should
expect this motivation to be valid also for other approaches.

Once the parameters have been fixed, we extend the calculations to the whole
density domain ⇥ ⇥ [0.4 ⇥0, 3 ⇥0] starting with the case of symmetric nuclear matter.
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and single-particle energies in the Bethe-Goldstone equation
has been shown to introduce errors well below 1 MeV for the
binding energy at saturation [19].

Concerning the inclusion of three-body forces in the BHF
approach, we use the formalism developed in Refs. [5–7],
namely a microscopic model based on meson exchange with
intermediate excitation of nucleon resonances (Delta, Roper,
and nucleon-antinucleon). The meson parameters in this
model are constrained to be compatible with the two-nucleon
potential, where possible.

For the use in BHF calculations, this TBF is reduced to
an effective, density-dependent, two-body force by averaging
over the third nucleon in the medium, the average being
weighted by the BHF defect function g, which takes account
of the nucleon-nucleon in-medium correlations [6,8,20]:

Vij (r) = ρ

∫
d3rk

∑

σk ,τk

[1 − g(rik)]2[1 − g(rjk)]2Vijk. (5)

The resulting effective two-nucleon potential has the operator
structure

Vij (r) = (τ i ·τ j )(σ i ·σ j )V τσ
C (r) + (σ i ·σ j )V σ

C (r) + VC(r)

+ Sij (r̂)
[
(τ i ·τ j )V τ

T (r) + VT (r)
]

(6)

and the components V τσ
C , V σ

C , VC, V τ
T , VT are density depen-

dent. They are added to the bare potential in the Bethe-
Goldstone equation (1) and are recalculated together with
the defect function in every iteration step until convergence
is reached. This approach has so far been followed with the
Paris [6], the V14, and the V18 [7] potentials and the results
will be shown in the following presentation of our results. For
complete details, the reader is refered to Refs. [5–7].

We begin in Fig. 1 with the saturation curves obtained with
our set of NN potentials. On the standard BHF level (black
curves) one obtains in general too strong binding, varying
between the results with the Paris, V18, and Bonn C potentials
(less binding), and those with the Bonn A, N3LO, and IS
(very strong binding). Including TBF (with the Paris, V14,
and V18 potentials; red curves) adds considerable repulsion
and yields results slightly less repulsive than the DBHF ones
with the Bonn potentials [16] (green curves). This is not
surprising, because it is well known that the major effect of the
DBHF approach amounts to including the TBF corresponding
to nucleon-antinucleon excitation by 2σ exchange within the
BHF calculation [6,7]. This is illustrated for the case of the V18
potential (open stars) by the dashed (red) curve in the
figure, which includes only the 2σ -exchange “Z-diagram”
TBF contribution. The remaining TBF components are overall
attractive and produce the final solid (red) curve in the
figure.

Figure 2 shows the saturation points of symmetric matter
extracted from the previous results. Indeed there is a strong
linear correlation between saturation density and energy,
confirming the concept of the Coester line. One can roughly
identify three groups of results: The DBHF results with the
Bonn potentials as well as the BHF+TBF results with the Paris,
V14, and V18 potentials lie in close vicinity of the empirical
value. The BHF results with Paris, V14, V18, and Bonn C form
a group with about 1–2 MeV too-large binding and saturation

FIG. 1. (Color online) Energy per nucleon of symmetric nuclear
matter obtained with different potentials and theoretical approaches.
For details see text.

at about 0.27 fm−3. The remaining potentials, in particular the
most recent CD-Bonn, N3LO, and IS, yield strong overbinding
at larger density, more than twice saturation density in the
latter cases. From a practical point of view, it would therefore
appear convenient to use the potentials of the former group
for approximate many-body calculations, because the required
corrections are smaller, at least for Brueckner-type approaches.

Historically, there is the observation that the position of
a saturation point on the Coester line seems to be strongly

FIG. 2. (Color online) Saturation points obtained with different
potentials and theoretical approaches. The (online blue) square
indicates the empirical region.

047304-2

New Coester band

Coester band

Three-nucleon forces must be considered
1980’s

[Li et al. 2006]
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We consider in the following only two of the four realistic NN interactions employed
in Chapter 2, namely the CD-Bonn and the Nijmegen potentials. These proved to be
the most stable at low/high density and high temperature, moreover the A18 and Reid
calculations are characterized by an excessive repulsive behaviour below saturation
density, which cannot be cured with the introduction of three-body forces. This is
possibly due to the inability of the T-matrix scheme to treat correctly the strong
repulsive core in the case of Argonne, and the quantitative inaccuracy of the dated
Reid interaction.

For the two mentioned potentials the averaged three-body forces have been added
to the two-body contributions as outlined in details in Chapter 3. First the calculations
have been performed around saturation density in order to tune the two parameters
U and A which control the overall and relative strength of the two contributions (cf.
(3.4) and (3.10)). The parameters have been adjusted separately for the CD-Bonn and
for the Nijmegen potential by requiring the energy particle to reproduce the empirical
values of the saturation density ⇥0 and the binding energy EB. We do expect di�erent
values of {A, U} for the two NN interactions: since they yield di�erent saturation
curves the missing e�ects do not have to be necessarily the same. This argument surely
applies to the more phenomenological repulsive term (3.10). We believe that however
it is also the case of the 2�-exchange contribution, due to the averaging procedure
which unavoidably makes the resulting two-body interaction an e�ective one. As long
as TBF are not derived consistently within the same theoretical framework, one should
expect this motivation to be valid also for other approaches.

Once the parameters have been fixed, we extend the calculations to the whole
density domain ⇥ ⇥ [0.4 ⇥0, 3 ⇥0] starting with the case of symmetric nuclear matter.
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and single-particle energies in the Bethe-Goldstone equation
has been shown to introduce errors well below 1 MeV for the
binding energy at saturation [19].

Concerning the inclusion of three-body forces in the BHF
approach, we use the formalism developed in Refs. [5–7],
namely a microscopic model based on meson exchange with
intermediate excitation of nucleon resonances (Delta, Roper,
and nucleon-antinucleon). The meson parameters in this
model are constrained to be compatible with the two-nucleon
potential, where possible.

For the use in BHF calculations, this TBF is reduced to
an effective, density-dependent, two-body force by averaging
over the third nucleon in the medium, the average being
weighted by the BHF defect function g, which takes account
of the nucleon-nucleon in-medium correlations [6,8,20]:

Vij (r) = ρ

∫
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The resulting effective two-nucleon potential has the operator
structure
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and the components V τσ
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C , VC, V τ
T , VT are density depen-

dent. They are added to the bare potential in the Bethe-
Goldstone equation (1) and are recalculated together with
the defect function in every iteration step until convergence
is reached. This approach has so far been followed with the
Paris [6], the V14, and the V18 [7] potentials and the results
will be shown in the following presentation of our results. For
complete details, the reader is refered to Refs. [5–7].

We begin in Fig. 1 with the saturation curves obtained with
our set of NN potentials. On the standard BHF level (black
curves) one obtains in general too strong binding, varying
between the results with the Paris, V18, and Bonn C potentials
(less binding), and those with the Bonn A, N3LO, and IS
(very strong binding). Including TBF (with the Paris, V14,
and V18 potentials; red curves) adds considerable repulsion
and yields results slightly less repulsive than the DBHF ones
with the Bonn potentials [16] (green curves). This is not
surprising, because it is well known that the major effect of the
DBHF approach amounts to including the TBF corresponding
to nucleon-antinucleon excitation by 2σ exchange within the
BHF calculation [6,7]. This is illustrated for the case of the V18
potential (open stars) by the dashed (red) curve in the
figure, which includes only the 2σ -exchange “Z-diagram”
TBF contribution. The remaining TBF components are overall
attractive and produce the final solid (red) curve in the
figure.

Figure 2 shows the saturation points of symmetric matter
extracted from the previous results. Indeed there is a strong
linear correlation between saturation density and energy,
confirming the concept of the Coester line. One can roughly
identify three groups of results: The DBHF results with the
Bonn potentials as well as the BHF+TBF results with the Paris,
V14, and V18 potentials lie in close vicinity of the empirical
value. The BHF results with Paris, V14, V18, and Bonn C form
a group with about 1–2 MeV too-large binding and saturation

FIG. 1. (Color online) Energy per nucleon of symmetric nuclear
matter obtained with different potentials and theoretical approaches.
For details see text.

at about 0.27 fm−3. The remaining potentials, in particular the
most recent CD-Bonn, N3LO, and IS, yield strong overbinding
at larger density, more than twice saturation density in the
latter cases. From a practical point of view, it would therefore
appear convenient to use the potentials of the former group
for approximate many-body calculations, because the required
corrections are smaller, at least for Brueckner-type approaches.
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other words, the results indicate that the missing of the saturation point is not
due to a lack of accuracy in the treatment of the nuclear many-body problem,
but to a defect of the nuclear hamiltonian. The need of three-body forces in nu-
clear matter is consistent with the findings in the study of few nucleon systems,
where also the binding energy and radii, as well as scattering data, cannot be
reproduced with only two-body forces. Not surprisingly, the effects of three-body
forces seem to be more pronounced in nuclear matter than in few body systems.

The standard NN interaction models are based on the meson–nucleon field
theory, where the nucleon is considered an unstructured point-like particle. The
Paris, the Argonne v14 (with the improved version v18 [11]), and the set of Bonn
potentials [12] fall in this category. In the one-boson exchange potential (OBEP)
model one further assumes that no meson–meson interaction is present and each
meson is exchanged in a different interval of time from the others. However,
the nucleon is a structured particle, it is a bound state of three quarks with
a gluon-mediated interaction, according to Quantum Chromodynamics (QCD).
The absorption and emission of mesons can be accompanied by a modification of
the nucleon structure in the intermediate states, even in the case of NN scattering
processes, in which only nucleonic degrees of freedom are present asymptotically.
A way of describing such processes is to introduce the possibility that the nucleon
can be excited (“polarized”) to other states or resonances. The latter can be the
known resonances observed in meson–nucleon scattering. At low enough energy
the dominant resonance is the ∆33, which is the lowest in mass. If the internal
nucleon state can be distorted by the presence of another nucleon, the interaction
between two nucleons is surely altered by the presence of a third one. This effect
produces clearly a definite three-body force, which is absent if the nucleons are
considered unstructured. The simplest of such process is depicted in Fig. 13b.

Fig. 13. An interaction process among three nucleons with only two-body force (a),
and a process involving a genuine three-body force (b).

Such a process can be interpreted in different but equivalent ways. One way is to
view the pion (meson) coming from the first nucleon to polarize the second one,
which therefore interacts with a third one as a ∆33 resonance, surely in a different

16 M. Baldo and F. Burgio

way than if it had remained a nucleon, like in Fig. 13a. The process of Fig. 13a
is not indeed a three-nucleon force, but just a repetition of a two-nucleon force.
The introduction of a three-nucleon interaction is a consequence of viewing pro-
cesses like the one of Fig. 13b as an effective interaction among three nucleons,
which eventually will be medium-dependent. The genuine three-nucleon forces
can be extracted from processes like the one of Fig. 13b by projecting out the
∆33 (or other resonances) degrees of freedom in some approximate way. The
theory of three-nucleon forces has a very long history, and it started to be de-
veloped since the early stage [13] of the theory of nuclear matter EOS, as well
as of few nucleon systems [14]. The most extensive study of the three-nucleon
forces (TNF) has been pursued by Grangé and collaborators [15]. Fig. 14, re-
produced from Ref. [16], indicates some of the processes which can give rise to
TNF. Graph of Fig. 14a is a generalization of the process of Fig. 13b, where
other nucleon resonances (e.g. the Roper resonance) can appear as intermedi-
ate virtual excitation and other exchanged mesons can be present. Graph 14b
includes possible non-linear meson-nucleon coupling, as demanded by the chiral
symmetry limit [16]. Graph 14c is the simplest one which includes meson-meson
interaction. Other processes of this type are of course possible [15,16], which in-
volves other meson-meson couplings, and they should be included in a complete
treatment of TNF. Diagram 14d describes the effect of the virtual excitation of

Fig. 14. Some of the processes which can produce a genuine three-body force.

a nucleon-antinucleon pair, and it is therefore somehow of different nature from
the others. It gives an important (repulsive) contribution and it has been shown

16 M. Baldo and F. Burgio
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cesses like the one of Fig. 13b as an effective interaction among three nucleons,
which eventually will be medium-dependent. The genuine three-nucleon forces
can be extracted from processes like the one of Fig. 13b by projecting out the
∆33 (or other resonances) degrees of freedom in some approximate way. The
theory of three-nucleon forces has a very long history, and it started to be de-
veloped since the early stage [13] of the theory of nuclear matter EOS, as well
as of few nucleon systems [14]. The most extensive study of the three-nucleon
forces (TNF) has been pursued by Grangé and collaborators [15]. Fig. 14, re-
produced from Ref. [16], indicates some of the processes which can give rise to
TNF. Graph of Fig. 14a is a generalization of the process of Fig. 13b, where
other nucleon resonances (e.g. the Roper resonance) can appear as intermedi-
ate virtual excitation and other exchanged mesons can be present. Graph 14b
includes possible non-linear meson-nucleon coupling, as demanded by the chiral
symmetry limit [16]. Graph 14c is the simplest one which includes meson-meson
interaction. Other processes of this type are of course possible [15,16], which in-
volves other meson-meson couplings, and they should be included in a complete
treatment of TNF. Diagram 14d describes the effect of the virtual excitation of
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forces (TNF) has been pursued by Grangé and collaborators [15]. Fig. 14, re-
produced from Ref. [16], indicates some of the processes which can give rise to
TNF. Graph of Fig. 14a is a generalization of the process of Fig. 13b, where
other nucleon resonances (e.g. the Roper resonance) can appear as intermedi-
ate virtual excitation and other exchanged mesons can be present. Graph 14b
includes possible non-linear meson-nucleon coupling, as demanded by the chiral
symmetry limit [16]. Graph 14c is the simplest one which includes meson-meson
interaction. Other processes of this type are of course possible [15,16], which in-
volves other meson-meson couplings, and they should be included in a complete
treatment of TNF. Diagram 14d describes the effect of the virtual excitation of

Fig. 14. Some of the processes which can produce a genuine three-body force.

a nucleon-antinucleon pair, and it is therefore somehow of different nature from
the others. It gives an important (repulsive) contribution and it has been shown

16 M. Baldo and F. Burgio

way than if it had remained a nucleon, like in Fig. 13a. The process of Fig. 13a
is not indeed a three-nucleon force, but just a repetition of a two-nucleon force.
The introduction of a three-nucleon interaction is a consequence of viewing pro-
cesses like the one of Fig. 13b as an effective interaction among three nucleons,
which eventually will be medium-dependent. The genuine three-nucleon forces
can be extracted from processes like the one of Fig. 13b by projecting out the
∆33 (or other resonances) degrees of freedom in some approximate way. The
theory of three-nucleon forces has a very long history, and it started to be de-
veloped since the early stage [13] of the theory of nuclear matter EOS, as well
as of few nucleon systems [14]. The most extensive study of the three-nucleon
forces (TNF) has been pursued by Grangé and collaborators [15]. Fig. 14, re-
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‣ modification of the internal structure of hadrons

22 Three-Body Forces

4.2 Three-body Hamiltonian

Formally three-body forces are included by adding a term to the two-body Hamil-
tonian (2.6)

H = H2 body ⇤ H ⇥ = H2 body + H3 body , (4.1)

where

H3 body =
1
3!

⌃
dr1 dr2 dr3 ⇥†(1)⇥†(2)⇥†(3)V3(r1, r2, r3) ⇥(3)⇥(2)⇥(1) . (4.2)

We employ in this work the three-body potential developed by the Urbana group
[16], composed of two terms

V Urbana
ijk = V 2�

ijk + V R
ijk . (4.3)

The first part, attractive and dominant at low densities, is constructed from two-
pion exchange with a � appearing as intermediate state as described in the pre-
vious section; the repulsive contribution is responsible for the correct saturation
and prevails at high densities.

The two potentials are structured as a sum over cyclic permutations of the
three particles, denoted by the indeces {i, j, k}. The 2�-exchange term reads

V 2�
ijk = A

⇧

cyc

⇤
{Xij , Xjk} {⇥i · ⇥j , ⇥j · ⇥k} +

1
4

[Xij , Xjk] [⇥i · ⇥j , ⇥j · ⇥k]
⌅

, (4.4)

where
Xij = Y (rij) �i · �j + T (rij) Sij . (4.5)

Here rij ⇥ ri � rj is the distance between particles i and j and the non-bold
character denotes the vector norm rij ⇥ |rij |. The tensor operator is defined as
Sij = [3 (�i · r̂ij)(�j · r̂ij) � �i · �j ] where r̂ij ⇥ rij

|rij | is the unit vector. The two
radial functions Y (r) and T (r) are respectively the Yukawa

Y (r) =
e�ar

ar
Ycut(r) (4.6)

and the tensor function

T (r) =
⇤

1 +
3
ar

+
3

a2r2

⌅
e�ar

ar
Tcut(r) , (4.7)

in which it is necessary to introduce a short-range cuto⇥

Ycut(r) = 1� e�br2
, (4.8)

Tcut(r) =
�
1� e�br2

⇥2
. (4.9)

⇢ and others:

⇢  Δ-excitation ↔   2π exchange
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I. INTRODUCTION

The physics of neutron matter ranges over exciting ex-
tremes: from universal properties at low densities [1,2] that
can be probed in experiments with ultracold atoms [3]; to
using neutron matter properties at nuclear densities to guide
the development of a universal density functional [4,5] and to
constrain the physics of neutron-rich nuclei; to higher densities
involved in the structure of neutron stars [6]. In the theory of
nuclear matter, recent advances [7,8] are based on systematic
chiral effective field theory (EFT) interactions [9,10] combined
with a renormalization group (RG) evolution to low momenta
[11,12]. This evolution improves the convergence of many-
body calculations [7,13,14], and the nuclear matter energy
shows saturation with controlled uncertainties [8]. In this
paper, we extend these developments to neutron matter with a
focus on three-nucleon (3N) forces.

Our studies are based on evolved nucleon-nucleon (NN)
interactions at next-to-next-to-next-to-leading order (N3LO)
[15,16] and on the next-to-next-to-leading order (N2LO) 3N
forces [17,18]. In Sec. II, we show that only the long-range 2π -
exchange 3N interactions contribute in pure neutron matter. We
then construct density-dependent two-body interactions V 3N
by summing the third particle over occupied states in the Fermi
sea. Effective interactions of this sort have been studied in the
past by using 3N potential models and approximate treatments
(see, for example, Refs. [19,20]). We derive a general operator
and momentum structure of V 3N and analyze the partial-wave
contributions and the density dependence of V 3N. This pro-
vides insights to the role of chiral 3N forces in neutron matter.

In Sec. III, we apply V 3N to calculate the properties of
neutron matter as a function of Fermi momentum kF [or the
density ρ = k3

F/(3π2)] based on a loop expansion around the
Hartree-Fock energy. Our second-order results for the energy
suggest that neutron matter is perturbative at nuclear densities,
where N2LO 3N forces provide a repulsive contribution.

*hebeler@triumf.ca
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We study in detail the theoretical uncertainties of the neutron
matter energy and find that the uncertainty in the c3 coefficient
of 3N forces dominates. Other recent neutron matter
calculations lie within the resulting energy band. In addition,
the energy band provides constraints for the symmetry energy
and its density dependence. Finally, we study the impact of
chiral 3N forces on the 1S0 superfluid pairing gap at the BCS
level. We conclude and give an outlook in Sec. IV.

II. 3N FORCES AS DENSITY-DEPENDENT TWO-BODY
INTERACTIONS

Nuclear forces depend on a resolution scale, which is
generally determined by a momentum cutoff #, and are given
by an effective theory for scale-dependent two-nucleon and
corresponding many-nucleon interactions [9–11,21]:

H (#) = T + VNN(#) + V3N(#) + V4N(#) + · · · . (1)

Our calculations are based on chiral EFT interactions. We start
from the N3LO NN potential (# = 500 MeV) of Ref. [15]
and use the RG to evolve this NN potential to low-momentum
interactions Vlow k with a smooth nexp = 4 regulator with
# = 1.8 − 2.8 fm−1 [12,22]. This evolution softens the
short-range repulsion and short-range tensor components of
the initial chiral interaction [7,23]. Based on the universality
of Vlow k [8,12], we do not expect large differences starting
from different N3LO potentials.

In chiral EFT without explicit Deltas, 3N forces start at
N2LO and contain a long-range 2π -exchange part Vc, an
intermediate-range 1π -exchange part VD , and a short-range
contact interaction VE [17,18]:

π π π

c1, c3, c4 cD cE

(2)

The 2π -exchange interaction is given by

Vc = 1
2

(
gA

2fπ

)2 ∑

i ̸=j ̸=k

(σ i · qi)(σ j · qj )(
q2

i + m2
π

)(
q2

j + m2
π

)F
αβ
ijkτ

α
i τ

β
j , (3)
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➪ Fundamental reason: nucleons are composite particles, but we treat them as structureless
○ Certain processes, e.g. involving nucleon excitations, can not be described as 2-body

○ Three-nucleon forces are added mostly phenomenologically to OBE potentials

1980’s

[Li et al. 2006]

PHYSICAL REVIEW C 82, 014314 (2010)

Chiral three-nucleon forces and neutron matter

K. Hebeler1,* and A. Schwenk1,2,3,†
1TRIUMF, 4004 Wesbrook Mall, Vancouver, British Columbia V6T 2A3, Canada

2ExtreMe Matter Institute EMMI, GSI Helmholtzzentrum für Schwerionenforschung GmbH, D-64291 Darmstadt, Germany
3Institut für Kernphysik, Technische Universität Darmstadt, D-64289 Darmstadt, Germany

(Received 5 November 2009; revised manuscript received 24 April 2010; published 23 July 2010)

We calculate the properties of neutron matter and highlight the physics of chiral three-nucleon forces. For
neutrons, only the long-range 2π -exchange interactions of the leading chiral three-nucleon forces contribute,
and we derive density-dependent two-body interactions by summing the third particle over occupied states in the
Fermi sea. Our results for the energy suggest that neutron matter is perturbative at nuclear densities. We study in
detail the theoretical uncertainties of the neutron matter energy, provide constraints for the symmetry energy and
its density dependence, and explore the impact of chiral three-nucleon forces on the S-wave superfluid pairing gap.

DOI: 10.1103/PhysRevC.82.014314 PACS number(s): 21.65.Cd, 21.30.−x, 21.60.Jz

I. INTRODUCTION

The physics of neutron matter ranges over exciting ex-
tremes: from universal properties at low densities [1,2] that
can be probed in experiments with ultracold atoms [3]; to
using neutron matter properties at nuclear densities to guide
the development of a universal density functional [4,5] and to
constrain the physics of neutron-rich nuclei; to higher densities
involved in the structure of neutron stars [6]. In the theory of
nuclear matter, recent advances [7,8] are based on systematic
chiral effective field theory (EFT) interactions [9,10] combined
with a renormalization group (RG) evolution to low momenta
[11,12]. This evolution improves the convergence of many-
body calculations [7,13,14], and the nuclear matter energy
shows saturation with controlled uncertainties [8]. In this
paper, we extend these developments to neutron matter with a
focus on three-nucleon (3N) forces.

Our studies are based on evolved nucleon-nucleon (NN)
interactions at next-to-next-to-next-to-leading order (N3LO)
[15,16] and on the next-to-next-to-leading order (N2LO) 3N
forces [17,18]. In Sec. II, we show that only the long-range 2π -
exchange 3N interactions contribute in pure neutron matter. We
then construct density-dependent two-body interactions V 3N
by summing the third particle over occupied states in the Fermi
sea. Effective interactions of this sort have been studied in the
past by using 3N potential models and approximate treatments
(see, for example, Refs. [19,20]). We derive a general operator
and momentum structure of V 3N and analyze the partial-wave
contributions and the density dependence of V 3N. This pro-
vides insights to the role of chiral 3N forces in neutron matter.

In Sec. III, we apply V 3N to calculate the properties of
neutron matter as a function of Fermi momentum kF [or the
density ρ = k3
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Hartree-Fock energy. Our second-order results for the energy
suggest that neutron matter is perturbative at nuclear densities,
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matter energy and find that the uncertainty in the c3 coefficient
of 3N forces dominates. Other recent neutron matter
calculations lie within the resulting energy band. In addition,
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and its density dependence. Finally, we study the impact of
chiral 3N forces on the 1S0 superfluid pairing gap at the BCS
level. We conclude and give an outlook in Sec. IV.

II. 3N FORCES AS DENSITY-DEPENDENT TWO-BODY
INTERACTIONS

Nuclear forces depend on a resolution scale, which is
generally determined by a momentum cutoff #, and are given
by an effective theory for scale-dependent two-nucleon and
corresponding many-nucleon interactions [9–11,21]:

H (#) = T + VNN(#) + V3N(#) + V4N(#) + · · · . (1)

Our calculations are based on chiral EFT interactions. We start
from the N3LO NN potential (# = 500 MeV) of Ref. [15]
and use the RG to evolve this NN potential to low-momentum
interactions Vlow k with a smooth nexp = 4 regulator with
# = 1.8 − 2.8 fm−1 [12,22]. This evolution softens the
short-range repulsion and short-range tensor components of
the initial chiral interaction [7,23]. Based on the universality
of Vlow k [8,12], we do not expect large differences starting
from different N3LO potentials.

In chiral EFT without explicit Deltas, 3N forces start at
N2LO and contain a long-range 2π -exchange part Vc, an
intermediate-range 1π -exchange part VD , and a short-range
contact interaction VE [17,18]:
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[Fujita, Miyazawa]

○ Lightest nuclei do not match experiment



Extended nuclear matter

⦿ Nuclear matter as a theoretical laboratory to test interactions & many-body methods

○ Pure neutron matter is simpler and provides constraints for astrophysical systems

○ Isospin-symmetric nuclear matter relates to bulk properties of nuclei

○Homogeneous system of nucleons interacting via strong interactions (Coulomb switched off)

○ Thermodynamic limit (A➝ ∞, 𝒱➝ ∞, 𝜌=A/𝒱 constant)

[Heyde 1998]

Equation of state of nuclear matter Density distributions of nuclei



Electron scattering off nuclei

⦿ Electrons constitute an optimal probe to study atomic nuclei

○ Point-like  ➝  excellent spatial resolution
○ EM weak and theoretically well constrained

➪ Electron scattering off unstable nuclei?

VOLUME 38, +UMBER 4 24 JaNUxRv 1977

to + 0.05/o by the field maps of the SP900 spec-
trometer. Scattering angles were checked to be
accurate to +0.05'. The incident beam current
was measured by ferrite monitors and a Faraday
cup. The scattered electrons were detected using
the standard focal-plane equipment. ' Special at-
tention was paid to long-term stability which was
found to be better than a 2%. The overall detec-
tion efficiency was obtained by normalizing the
angular distribution measured to the Stanford Lin-
ear Accelerator Center' (SLAC) and the Universi-
ty of Mainz' measurements of "'Pb cross sec-
tions at 1.7 fm ', where both sets of data closely
agree. The normalization has been determined
to +3%; it was verified by measuring "C cross
sections" at low momentum transfers.
The target of 217+ 2 mg/cm' '"Pb (99.14/o) was

held between two aluminum foils. Rater circulat-
ing between the aluminum foils cooled the target,
and allowed the use of an average beam intensity
of 20 pA necessary to measure cross sections
down to 10 '0 mb/sr. Aluminum and oxygen con-
tributions were separated by recoil energy dif-
ference. Background was absent.
The experimental results are shown in Fig. 1,

together with previous 502-Me V data taken at
SLAC.' The data now span 12 decades.
The data analysis has been performed accord-

ing to Sick." The density is expanded on a basis
of a sum of Gaussians, the amplitudes of which
are fitted to the data. The limitation to full mod-
el independence comes in through the use of Gauss-
ians of finite width. This restricts the ampli-
tudes of unmeasured high-frequency Four ier com-
ponents of p(r). According to present theoretical
understanding the amplitudes of such components
are expected to be severely limited; this is due
to the Schrodinger equation that strongly couples
second derivatives of nucleon wave functions to
known energy eigenvalues. The width parameter
used, y = 1.388 fm, allows one to reproduce a num-
ber of theoretical 2 'Pb densities" "with less
than 0.1% deviation and therefore provides enough
flexibility to reproduce any fine structure in p(r)
occurring in presently existing theoretical densi-
ties.
The error bars on the resulting density are

hence expected to include a realistic estimate
for the completeness error (due to the finite q „).
In order to get the most reliable estimate for

p(r), we have included in our analysis all data
concerning electromagnetic information on ' Pb.
The result presented here is based on the most
recent data published by different laboratories
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FIG. 1. (a) Cross sections at E, =502 MeV as a func-
tion of effective momentum transfer. The parameters
(Ref. 12) of the fit are also given: y=1.388. (b) Devia-
tion between fit and data used; the curve shows the dif-
ference to the fit of Ref. 7.

[Fig. 1(b)]. This includes the present electron-
scattering data (34 points, q= 1.7-3.7 fm '),
SLAC data' (87 points, 0.5—2.7 fm '), the Univer-
sity of Mainz data' (17 points, 0.6 —1.8 fm '), and
the Technical University of Darmstadt data" (12
points, 0.3—0.8 fm '). We have also taken into
account the five muonic x-ray transition ener-
gies" "that provide additional information on
p(r) Howeve. r, for the present fit, we have dis-
carded the 289-Me& data points measured recent-
ly at the University of Mainz' between 1.8 and 2.3
fm '. These points strongly disagree (Fig. 1)
with both the present and SLAC data. (The dis-
crepancy observed can probably be assigned to a
difference in energy calibration. The steep dif-
fraction minimum causes a strong energy depen-
dence in the "C cross sections" relative to which
the University of Mainz Pb data' have been nor-

⦿ Accélérateur Linéaire @ Saclay (ALS)

13 orders of m
agnitude!

○ Electron accelerator (1969-1990)

○ Refined data on tens of stable nuclei

○ Challenge for the future

208Pb

○ First physics experiments in 2017 with SCRIT @ RIKEN
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FIG. 4. Differential cross sections multiplied by luminos-
ity, versus effective momentum transfer for Ee = 151 MeV
(black filled circles), 201 MeV (open circles) and 301 MeV
(filled triangles). The lines are the results of DWBA calcula-
tions assuming nuclear charge density distributions obtained
by the two-parameter Fermi distribution (black solid line),
the Hartree-Fock + phenomenological calculation (red dashed
line) [20], and the beyond-relativistic-mean-field theory (blue
dotted line) [22]. The parameters of the two-parameter Fermi
distribution are best values evaluated from Fig.5.

and
〈

r2
〉1/2

= 4.8+0.1
−0.1 fm). The large error in the dif-

fuseness in the present analysis is due to the absence of
the experimentally determined absolute value of the lu-
minosity. This deficiency will be improved by the LMon
development.

Our calculated root-mean-square charge radius is con-
sistent with that obtained by X-ray measurements of

muonic atoms, namely,
〈

r2
〉1/2

= 4.787 fm [12]. It
is worth noting that the theoretical root-mean-square
charge radii reported by Lapikás [20] and Mei [22]
(4.804 fm and 4.806 fm respectively) also lie within the
error bounds of our result.

In conclusion, we extracted information on the nuclear
shape of 132Xe by measuring the elastic electron scatter-
ing from 132Xe at the SCRIT electron scattering facility.
The momentum transfer distributions of the differential
cross sections are mostly consistent with theoretical cal-
culations; especially, the root-mean-square charge radii
agree within the experimental errors. Assuming the two-
parameter Fermi distribution model as the nuclear charge
distribution, the shape parameters were determined as
c = 5.4+0.1

−0.1 fm, and t = 2.7+0.3
−0.4 fm. This work demon-

strates that the SCRIT technique enables up to perform
electron scattering experiment for determination of nu-
clear charge density distribution even for small amount
of isotopes provided by conventional ISOL system.

RI production for experiments on unstable nuclei has
already started [25]. Electron scattering off short-lived
unstable nuclei will be realized in the near future.

The authors would like to thank H.P. Blok, L. Lapikás,
K. Hagino and H. Mei for critical supports of calcula-
tions for nuclear charge density distributions and electron
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FIG. 5. Contour χ2 plot of parameter determination, ob-
tained by fitting to DWBA calculations with different nuclear
shape parameters c and t. The three data sets (Ee = 151,
201, and 301 MeV) are fitted simultaneously. Slanted lines
are curves of constant root-mean-square charge radii. The
4.787 fm line represents the result of X-ray measurements of
muonic atoms [12].
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First ab initio calculations

Importance of 3N forces for light nuclei 
Quantum Monte-Carlo calculations Pieper et al. (2010). 

based on phenomenological potentials: NN: Argonne v18 + 3N: Illinois-7 
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➪ 1990’s: Green function Monte Carlo approach

○ MC techniques to sample many-body wave function in coordinate, isospin and spin space

➪ 2000’s: No-core shell model approach

○ Diagonalisation of the Hamiltonian in a finite-dimensional space (but with no core!)

Nuclei simulated from scratch!

Closed the gap between elementary 
nucleon-nucleon interactions and 

properties of nuclei

[Pieper & Wiringa 2001]
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✗ Computational effort increases exponentially/factorially with nucleon number

✗ Necessity of treating three-nucleon forces makes it more severe

➝  Approach currently limited to light nuclei

➪ 1990’s: Green function Monte Carlo approach

○ MC techniques to sample many-body wave function in coordinate, isospin and spin space

➪ 2000’s: No-core shell model approach

○ Diagonalisation of the Hamiltonian in a finite-dimensional space (but with no core!)

Nuclei simulated from scratch!

Closed the gap between elementary 
nucleon-nucleon interactions and 

properties of nuclei

[Pieper & Wiringa 2001]



Resolution scale of nucleon-nucleon interactions

Hard core  ⟷  Strong coupling between low and high momenta  ⟷  High resolution

⦿ Two main problems with OBE potentials

1. Substantial part remains phenomenological (in particular 3N sector)

2. Strong repulsive short-range component (“hard core”)

○ Large bases needed to converge  ➝   applicability limited to light nuclei

○ Induces strong correlations in the wave function



Resolution scale of nucleon-nucleon interactions

Hard core  ⟷  Strong coupling between low and high momenta  ⟷  High resolution

Do we really need such high resolution to compute properties of nuclei?

⦿ Two main problems with OBE potentials

1. Substantial part remains phenomenological (in particular 3N sector)

2. Strong repulsive short-range component (“hard core”)

○ Large bases needed to converge  ➝   applicability limited to light nuclei

𝜌,ω, σ masses > 700 MeV

spatial distances <  0.5 fm
cf. nucleon radius ~ 0.8 fm av. nucleon momenta ~ 200 MeV

pion mass ~ 140 MeV
observables ~ 0.1-10 MeV⟷ ⟷

○ Induces strong correlations in the wave function



Resolution scale of nucleon-nucleon interactions

Hard core  ⟷  Strong coupling between low and high momenta  ⟷  High resolution

Do we really need such high resolution to compute properties of nuclei?

⦿ Two main problems with OBE potentials

1. Substantial part remains phenomenological (in particular 3N sector)

2. Strong repulsive short-range component (“hard core”)

○ Large bases needed to converge  ➝   applicability limited to light nuclei

○ Induces strong correlations in the wave function

𝜌,ω, σ masses > 700 MeV

spatial distances <  0.5 fm
cf. nucleon radius ~ 0.8 fm av. nucleon momenta ~ 200 MeV

pion mass ~ 140 MeV
observables ~ 0.1-10 MeV⟷ ⟷

➪ Conceptual breakthrough: apply Effective Field Theory to build nuclear potentials

➪ Technical breakthrough: apply Renormalisation Group techniques to transform nuclear potentials



Resolution scale of nucleon-nucleon interactions
Strategy: Use a low-resolution version

• long-wavelength information is preserved

• distortion at small distance significantly reduced

• much less information necessary

In nuclear physics: 
Use renormalization group (RG) to change resolution! 
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• distortion at small distance significantly reduced

• much less information necessary

In nuclear physics: 
Use renormalization group (RG) to change resolution! 
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Resolution: The higher the better?

• resolution of very small (irrelevant) structures can obscure this information

• small details have nothing to do with long-wavelength information!

in the nuclear physics here we are interested in low-energy observables

(long-wavelength information!)
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Strategy: Use a low-resolution version

• long-wavelength information is preserved

• distortion at small distance significantly reduced

• much less information necessary

In nuclear physics: 
Use renormalization group (RG) to change resolution! 

Resolution scale of nucleon-nucleon interactions



⦿ The principles

2. Write all possible terms allowed by symmetries of underlying theory (QCD)

1. Use separation of scales to define d.o.f & expansion parameter

3. Order by size all possible terms  ➝  systematic expansion  (= “power counting”)

Typical momentum at play
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Effective field theory

⦿ The principles
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Effective field theory

⦿ The principles
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Effective field theory

⦿ The principles

3. Order by size all possible terms  ➝  systematic expansion  (= “power counting”)
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results when doing calculations in momentum space. So
n=6 was chosen in [73, 77]. In fact, in [73] independence of
observables for n 5. is explitely demonstrated. Other
important progress made in [73] was the introduction of a
better scheme to quantify the theoretical uncertainties. For
that, one first has to analyze the possible sources of
uncertainties (see also [78, 79]). These include (1) the
systematic uncertainty due to truncation of the chiral
expansion at a given order, (2) the uncertainty in the
knowledge of NQ LECs which govern the long-range part
of the nuclear force, (3) the uncertainty in the determination
of LECs accompanying the contact interactions; and (4)
uncertainties in the experimental data or, in the partial wave
analysis if that is used to determine the LECs. As described
above, there has been much progress in determining the NQ
LECs, so we concentrate on the first type of uncertainty. For a
given observable X p( ), where p is the center-of-mass
momentum corresponding to the considered energy, the
expansion parameter in chiral EFT is given by equation (27),
where Λ is the breakdown scale. As discussed in [73], one
should use 600 MeV- � for the cutoffs R 0.8� , 0.9 and
1.0 fm, 500- � MeV for R 1.1 fm� and 400 MeV- � V
for R 1.2� to account for the increasing amount of cutoff
artifacts. In fact, when increasing the r-space cutoff R, one
actually continuously integrates out pion physics, and the
resulting theory would gradually turn into pionless EFT if one
further softened the cutoff. Having verified this estimation of
the breakdown scale on the example of the neutron–proton
scattering total cross section at various chiral orders [73], one
is naturally led to a method that gives a conservative estimate
of the theoretical uncertainty due to the neglect of higher

orders. In this approach, one ascribes the uncertainty
X pN LO4 ( )% of a N4LO prediction X pN LO4 ( ) for an observable

X p( ), as (and similarly for lower orders)
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where the expansion parameter Q is given by equation (27)
and the scale Λ is chosen dependent of the cutoff R as
discussed above. The resulting theoretical uncertainties for
the total cross section and the case of R=0.9 fm were found
in [80] to be consistent with the 68% degree-of-belief
intervals for EFT predictions.

The most sophisticated calculation in the two-nucleon
system is indeed the fifth-order result by Epelbaum et al [77],
which included all new two-pion exchange corrections
appearing at this order as shown in figure 6 (see also the less

Figure 5.Contributions to the effective potential of the 2N, 3N and 4N forces based on Weinberg’s power counting. Here, LO denotes leading
order, NLO next-to-leading order and so on. The various vertices according to equation (29) with 0, 1, 2, 3, 4i% � are denoted by small
circles, big circles, filled boxes, filled diamonds and open boxes, respectively. The boxes surrounding various classes of diagrams are
explained in the text. Figure courtesy of Evgeny Epelbaum.

Figure 6. Fifth-order contributions to the two-pion exchange
potential. Solid and dashed lines refer to nucleons and pions,
respectively. Solid dots denote vertices from the lowest-order NQ
effective Lagrangian. Filled rectangles, ovals and gray circles denote
the order Q4, order Q3 and order Q2 contributions to NQ scattering,
respectively.
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complete work in [81, 82]). Although three-pion exchange
formally appears at N3LO and at N4LO, it has usually been
neglected, as the (nominally) leading 3Q exchange potential at
N3LO is known to be weak compared to the two-pion
exchange [83, 84] and to have negligibly small effect on
phase shifts. However, the subleading corrections at N4LO
are enhanced due to the appearance of the LECs ci [85]. To
check the assertion that the 3Q exchange can still be neglec-
ted, the authors of [77] have carried out a N4LO fit for the
intermediate value of the cutoff of R 1.0� fm, in which the
dominant class-XIII 3Q exchange potential V3

XIII
Q from [85]

was explicitly included. No significant (not even noticeable)
changes both in the quality of the description of the Nijmegen
phase shifts and in the reproduction/predictions for obser-
vables was found. In figure 7, using the above-discussed
method of uncertainty quantification, the S-, P- and D-wave
phase shifts and the mixing angles 1� and 2� at NLO and

higher orders in the chiral expansion for R 0.9� fm are
shown. The various bands result from adding/subtracting the
estimated theoretical uncertainty to/from the calculated
results. Similar results are obtained for np scattering obser-
vables, see [77] for details.

Next, let us consider 3NFs. While providing a small
correction to the nuclear Hamiltonian as compared to the
dominant NN force, its inclusion is mandatory for quantitative
understanding of nuclear structure and reactions, for recent
reviews, see [88, 89]. Historically, the importance of the 3NF
has been pointed out already in the 1930s [90] while the first
phenomenological 3NF models date back to the 1950s.
However, in spite of extensive efforts, the spin structure of the
3NF is still poorly understood [88]. Chiral EFT indeed pro-
vides a suitable theoretical resolution to the long-standing
3NF problem. As already noted, the 3NF only appears two
orders after the leading NN interaction. At this order, there are
only three topologies contributing, see figure 8. The two-pion
exchange topology is given again in terms of the ci, as dis-
cussed in detail in [91]. The so-called D-term, which is related
to the one-pion exchange between a 4N contact term and a
further nucleon, has gained some prominence in the first
decade of this millennium, as many authors have tried to pin it
down based on a cornucopia of reactions, such as Nd Ndl
[94], NN NNQl [92, 93], NN dℓ ℓOl [95–98], d NNQ Hl
[99–101], or the spectra of light nuclei [102], see figure 9
(here, γ denotes a photon, ℓ a lepton and ℓO its corresponding
antineutrino) . This demonstrates again the power of EFT—
very different processes are related through the same LECs

Figure 7. Results for the np S-, P- and D-waves and the mixing
angles 1� , 2� up to N4LO based on the cutoff of R 0.9� fm in
comparison with the Nimjegen PWA [86] and the GWU single-
energy PWA [87]. The bands of increasing width show estimated
theoretical uncertainty at N4LO, N3LO, N2LO and NLO.

Figure 8. Topologies of the leading contributions to the chiral 3NF.
From left to right: Two-pion exchange, one-pion-exchange and 6N
contact interaction.

Figure 9. Various reactions that all are sensitive to the D-term.
Figure courtesy of Evgeny Epelbaum.
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✓ Systematic framework to construct AN interactions (A=2, 3, …) 

✓ A theoretical error can be assigned to each order in the expansion

⦿  Is the chiral expansion converging quickly enough?
➝  If not, the approach becomes unfeasible

⦿ Goal: apply to the many-nucleon system (and propagate the theoretical error!)

Chiral effective field theory



Solving the many-body Schrödinger equation

⦿ Basis truncation

○ Representation of the many-body wave function

○ Infinite in principle, finite in practise  ➝  need to be large enough to contain relevant physics

○ The weaker the high-momentum components in H, the smaller the basis to converge



Solving the many-body Schrödinger equation

⦿ Basis truncation

⦿ Expansion around a reference state

○ One particular configuration can be solution of an auxiliary problem (with Hamiltonian H0)

○ Express total Hamiltonian as H = H0 + H1

○ Expand exact wave function around that “reference state”  ➝  approximate ab initio

○ Representation of the many-body wave function

○ Infinite in principle, finite in practise  ➝  need to be large enough to contain relevant physics

○ The weaker the high-momentum components in H, the smaller the basis to converge



Solving the many-body Schrödinger equation

⦿ Basis truncation

⦿ Expansion around a reference state

⦿ Many-body truncation

○ Order “by size” contributions from all different configurations

○ Keep only the most important ones  ➝  approximate ab initio

○ One particular configuration can be solution of an auxiliary problem (with Hamiltonian H0)

○ Express total Hamiltonian as H = H0 + H1

○ Expand exact wave function around that “reference state”  ➝  approximate ab initio

○ The weaker the high-momentum components in H, the more you can truncate

○ Representation of the many-body wave function

○ Infinite in principle, finite in practise  ➝  need to be large enough to contain relevant physics

○ The weaker the high-momentum components in H, the smaller the basis to converge



Approximate ab initio methods

6

normal and anomalous irreducible self-energies. Working
in the energy representation the latter read

Σ̃ab(ω) ≡

⎛

⎝

Σ̃11
ab(ω) Σ̃12

ab(ω)

Σ̃21
ab(ω) Σ̃22

ab(ω)

⎞

⎠ , (33)

which can be divided into a proper part and a contribu-
tion coming from the auxiliary potential, i.e.

Σ̃ab(ω) ≡ Σab(ω)−Uab . (34)

Finally, Dyson’s equation is generalized as set of coupled
equations involving the two types of propagators and self-
energies. These are known as Gorkov equations [27] and
read, in Nambu’s notation,

Gab(ω) = G
(0)
ab (ω)+

∑

cd

G
(0)
ac (ω)Σ

⋆
cd(ω)Gdb(ω) . (35)

As Dyson’s equation in the standard case, Gorkov’s equa-
tions represent an expansion of interacting or dressed
single-particle normal and anomalous Green’s functions
in terms of unperturbed ones.
If the method is self-consistent, the final result does

not depend on the choice of the auxiliary potential, which
disappears from the equations once the propagators are
dressed with the corresponding self-energies. From a
practical point of view it is useful to track where the aux-
iliary potential enters and how its cancellation is eventu-
ally worked out. This is addressed in Section VA, where
the solution of Gorkov’s equations is discussed. In partic-
ular, and since such a solution is to be found through an
iterative procedure, one is however interested in choosing
a good auxiliary potential as a starting point.
Let us further remark that, as the auxiliary potential

(30) has a one-body character, i.e. it acts as a mean

field, the search for the ground state of ΩU will corre-
spond to the solution of a Bogoliubov-like problem, as
becomes evident if writing the unperturbed grand poten-
tial in matrix form

[ΩU ]ab =

(

tab − µab + Uab Ũ †
ab

Ũab −tab + µab − Uab

)

. (36)

In fact a convenient choice for ΩU is constituted by
ΩHFB , i.e. one first solves the Hartree-Fock-Bogoliubov
problem and then uses the resulting propagators GHFB

ab
as the unperturbed ones. Notice that the self-energy
corresponding to this solution, ΣHFB , eventually differs
from the first-order self-energy Σ(1) if higher orders are
included in the calculation because of the associated self-
consistent dressing of the one-body propagator.

IV. LEHMANN REPRESENTATION

A. Exact form

In view of obtaining a form of Gorkov’s equations
that is suitable for their numerical implementation, one
wishes to derive a Lehmann representation of the dressed
Green’s functions.
Let us first consider the case of normal propagators

and take G11 as an example. Substituting Eq. (15)
into Eq. (21a) and expressing the creation and annihila-
tion operators in the Schrödinger representation (see Eq.
(22)), one obtains (here and in the following all sums over
N,N ′, ... etc. are assumed to contain only even values,
unless stated otherwise)

G11
ab(t, t

′) = −i
∑

NN ′

c∗N ′cN ⟨ψN ′

0 |T
{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

= −i
∑

N

c∗NcN⟨ψN
0 |T

{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

= −iθ(t− t′)
∑

N

|cN |2⟨ψN
0 |aa(t)a†b(t

′)|ψN
0 ⟩+ iθ(t′ − t)

∑

N

|cN |2⟨ψN
0 |a†b(t

′)aa(t)|ψN
0 ⟩

= −iθ(t− t′)
∑

N

|cN |2 ei(E
N
0 −µN)te−i(EN

0 −µN)t′ ⟨ψN
0 |aa e−iΩ(t−t′) a†b|ψ

N
0 ⟩

+ iθ(t′ − t)
∑

N

|cN |2 ei(E
N
0 −µN)t′e−i(EN

0 −µN)t ⟨ψN
0 |a†b e

iΩ(t−t′) aa|ψN
0 ⟩ . (37)

The complete set of eigenstates of Ω in Fock space is now inserted twice and the corresponding eigenvalues when
acting with the exponential are substituted. Due to the number N in the external bra and ket, only the contributions
with N + 1 (N − 1) particles survives in the first (second) completeness relationship, such that

Ω|ψN±1
k ⟩ = [H − µN ]|ψN±1

k ⟩
= [EN±1

k − µ(N ± 1)]|ψN±1
k ⟩ (38)

1. Self-consistent Green’s function theory (SCGF)

2. Coupled-cluster theory (CC)

3. In-medium similarity renormalisation group (IM-SRG)
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and Entem 2011), low-momentum interactions (Bogner et al
2003) and SRG transformations (Bogner et al 2010) are
sufficiently soft and can be used directly within the approach
we describe.

Coupled-cluster theory is formulated in second quantiza-
tion. Let a†

p and ap create and annihilate a fermion in state |p⟩,
respectively. Here, p denotes a set of quantum numbers such as
p = (n, l, j, τz) in the angular-momentum-coupled j -scheme,
or p = (n, l, j, jz, τz) in the m-scheme. As usual, n, l, j, jz

and τz label the radial quantum number, the orbital angular
momentum, the total angular momentum, its z-projection, and
the projection of the isospin, respectively.

2.1.1. Computation of the ground state. Coupled-cluster
theory is based on an A-body product state

|φ⟩ =
A∏

i=1

a†
i |0⟩, (1)

that serves as a reference. The reference can result from a
Hartree–Fock calculation, or from a naive filling of the orbitals
of the harmonic oscillator. Throughout this review we use
the convention that i, j, k, . . . refer to states occupied in the
reference state |φ⟩, while a, b, c, . . . refer to the valence space.
Labels p, q, r, s refer to any orbital. It is useful to normal order
the Hamiltonian with respect to the reference state (1). In the
case of a two-body Hamiltonian

H =
∑

pq

εpqa
†
paq +

1
4

∑

pqrs

⟨pq||rs⟩a†
pa†

qas âr

the normal ordered Hamiltonian HN is defined by H =
HN + E0 with

E0 =
∑

i

εii +
∑

ij

⟨ij ||ij⟩

being the vacuum expectation value (or Hartree–Fock energy
if the Hartree–Fock basis is employed), and

HN =
∑

pq

fpq{a†
paq} +

1
4

∑

pqrs

⟨pq||rs⟩{a†
pa†

qasar}. (2)

Here, the brackets denote normal ordering, and the Fock
matrix is

fpq ≡ εpq +
1
2

∑

i

⟨ip||iq⟩. (3)

For a three-body interaction, the corresponding expression is
presented below in equation (26). Note that ⟨φ|HN |φ⟩ = 0 by
construction.

The similarity-transformed normal-ordered Hamiltonian

H ≡ e−T HNeT (4)

is at the heart of coupled-cluster theory. The cluster operator

T = T1 + T2 + · · · + TA (5)

is defined with respect to the reference. Here

T1 =
∑

ia

tai a†
aai ,

T2 = 1
4

∑

ijab

tab
ij a†

aa
†
bajai (6)

generate 1p–1h and 2p–2h excitations of the reference
state, respectively, and the cluster operator Tn generates np–
nh excitations. We note that the cluster amplitudes tab

ij

are antisymmetric under exchange of particles, and under
exchange of holes.

Note that the similarity-transformed Hamiltonian (4) is
not Hermitian because eT is not unitary. Coupled-cluster
theory can be viewed from two perspectives—based on a
bi-variational principle or as an eigenvalue problem of the
similarity-transformed Hamiltonian. In the bi-variational per-
spective one minimizes the energy functional (Arponen 1983)

E(T , L) ≡ ⟨φ|Le−T HeT |φ⟩ = ⟨φ|LH |φ⟩ (7)

with respect to T and L. Here, L is a de-excitation operator

L = l0 + L1 + L2 + · · · + LA, (8)

with

L1 =
∑

ia

liaa
†
i aa ,

L2 = 1
4

∑

ijab

l
ij
aba

†
i a

†
j abaa, (9)

and similar definitions for the n-body de-excitation operator
Ln. Again, the amplitudes l

ij
ab are antisymmetric under ex-

change of particles, and under exchange of holes. The variation
of the functional (7) can be viewed as an independent variation
of the bra state ⟨φ|Le−T and the ket state eT |φ⟩. Note that the
states entering the functional (7) are normalized

⟨φ|Le−T eT |φ⟩ = ⟨φ|φ⟩ = 1

for l0 = 1, because Ln|φ⟩ = 0 for n = 1, 2, . . ..
In practice, one truncates the expansions (5) and (8).

In the coupled cluster with singles and doubles (CCSD)
approximation on truncates T3 = T4 = . . . = TA = 0 =
L3 = L4 = . . . = LA. The variation of the functional (7) with
respect to L yields the CCSD equations

⟨φa
i |H |φ⟩ = 0,

⟨φab
ij |H |φ⟩ = 0. (10)

Here, |φa
i ⟩ ≡ a†

aai |φ⟩, and |φab
ij ⟩ ≡ a†

aa
†
bajai |φ⟩. The

equations (10) do not depend on L, and their solution yields
the cluster amplitudes tai and tab

ij . For these cluster amplitudes,
the reference |φ⟩ becomes an eigenstate of the similarity-
transformed Hamiltonian in the space of 1p–1h and 2p–2h

excited states. In other words, in the CCSD approximation,
the similarity-transformed Hamiltonian generates no 1p–1h

and no 2p–2h excitations of the reference state. Thus,
⟨φ|LnH |φ⟩ = 0, and the energy functional (7) yields the
energy

E = ⟨φ|H |φ⟩. (11)

The computational cost for solving the CCSD equations (10) in
the m scheme for a nucleus with mass number A is A2n4, with n

being the number of single-particle valence states (i.e. particle
states). Typically, n ≫ A. This is much more affordable than
other ab initio methods such as GFMC or NCSM but is much
more expensive than mean-field methods.

3

○ Rewrite many-body Schrödinger equation in terms of G and Σ   ➝  Dyson equation

○ Computes the similarity-transformed normal-ordered Hamiltonian
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approximation on truncates T3 = T4 = . . . = TA = 0 =
L3 = L4 = . . . = LA. The variation of the functional (7) with
respect to L yields the CCSD equations
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i |H |φ⟩ = 0,
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ij |H |φ⟩ = 0. (10)

Here, |φa
i ⟩ ≡ a†

aai |φ⟩, and |φab
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aa
†
bajai |φ⟩. The

equations (10) do not depend on L, and their solution yields
the cluster amplitudes tai and tab

ij . For these cluster amplitudes,
the reference |φ⟩ becomes an eigenstate of the similarity-
transformed Hamiltonian in the space of 1p–1h and 2p–2h

excited states. In other words, in the CCSD approximation,
the similarity-transformed Hamiltonian generates no 1p–1h

and no 2p–2h excitations of the reference state. Thus,
⟨φ|LnH |φ⟩ = 0, and the energy functional (7) yields the
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○ Employs a continuous unitary transformation of H to decouple g.s. from excitations

⟨i|H(0) |j⟩ ⟨i|H(∞) |j⟩
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Figure 2: Schematic representation of the initial and final Hamiltonians, H(0) andH(∞),
in the many-body Hilbert space spanned by particle-hole excitations of the reference
state.

with η(s) the same as in the Hamiltonian flow equation. For consistency with the overall
IM-SRG(2) scheme, O(s) is truncated at the two-body level. We then obtain an ad-
ditional set of flow equations for the normal-ordered zero-, one- and two-body parts of
O(s) which need to be solved alongside Eqs. (28)–(30). We will follow this route in later
sections of this work to investigate radii (Sec. 5.5) and the center-of-mass separation
in the IM-SRG(2) ground-state wave function (Sec. 8). Due to the size of the system
of flow equations, and the associated storage needs of numerical differential equation
solvers, this procedure becomes unfeasible if we are interested in more than one or two
additional operators.

Unfortunately, we cannot resort to the same strategy as in the free-space SRG case
[9, 61], where the unitary transformation can be reconstructed from the eigenvectors of
the initial and final Hamiltonians in the two-nucleon, three-nucleon,. . . system. To do
so, we would have to solve the eigenvalue problem of the Hamiltonian in the A-body
system through exact diagonalization, and we could not even resort to large-scale NCSM
machinery because it does not provide the full eigenbasis, but only the lowest eigenvalues
and eigenvectors via Lanczos methods. The cost for exact diagonalization increases
factorially with the single-particle basis, and it is precisely this high computational effort
that motivated the development of mildly scaling methods like CC or the IM-SRG. A
more efficient alternative for the evaluation of observables exists in the form of the so-
called Magnus expansion [62, 63], which we briefly discuss in Sec. 9.4.

4. Choice of Generator

4.1. Decoupling

After setting up the general IM-SRG flow equation framework in Sec. 3, we have
to specify the generator η. To this end, we first need to identify the off-diagonal parts
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called Magnus expansion [62, 63], which we briefly discuss in Sec. 9.4.

4. Choice of Generator

4.1. Decoupling

After setting up the general IM-SRG flow equation framework in Sec. 3, we have
to specify the generator η. To this end, we first need to identify the off-diagonal parts
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and the individual normal-ordered contributions in Eq. (2)
are

E =
(

1 − 1
A

)∑

a

⟨a| T |a⟩na

+ 1
2

∑

ab

⟨ab| T (2)+V (2) |ab⟩nanb

+ 1
6

∑

abc

⟨abc| V (3) |abc⟩nanbnc, (5)

f12 =
(

1 − 1
A

)
⟨1| T |2⟩ +

∑

a

⟨1a| T (2)+V (2) |2a⟩na

+ 1
2

∑

ab

⟨1ab| V (3) |2ab⟩nanb, (6)

!1234 = ⟨12| T (2)+V (2) |34⟩ +
∑

a

⟨12a| V (3) |34a⟩na,

(7)

W123456 = ⟨123| V (3) |456⟩. (8)

Owing to the occupation numbers in Eqs. (5)–(7), the sums
run over occupied (hole) states only. Note that the zero-, one-,
and two-body parts of the Hamiltonian all contain in-medium
contributions from the free-space 3N interaction. The normal-
ordered 3N contribution W is omitted in the following, leading
to the normal-ordered two-body approximation (NO2B),
which has been shown to be a very good approximation for
the nuclei considered in this work [10,11,20].

B. IM-SRG flow equations

The aim of the IM-SRG is to decouple the ground-state of
the Hamiltonian from all excitations by means of a continu-
ous unitary transformation. The transformed Hamiltonian is
defined as

H (s) = U †(s)H (0)U (s), (9)

which, upon taking the derivative with respect to the flow pa-
rameter s, yields the following first-order operator differential
equation:

d

ds
H (s) = [η(s),H (s)], (10)

with the generator formally defined by

η(s) = dU †(s)
ds

U (s) = −η†(s). (11)

When carried out exactly, the IM-SRG is a unitary trans-
formation in A-nucleon space, and consequently, η(s) and
H (s) are A-body operators. When Eq. (10) is integrated, every
evaluation of the commutator increases the particle rank of
H (s), e.g.,

[: a
†
1a

†
2a4a3 :, : a

†
5a

†
6a8a7 :] = δ35 : a

†
1a

†
2a

†
6a8a7a4 : + · · · .

(12)

All of these induced contributions will, in turn, contribute to the
parts of H (s) with lower particle rank in subsequent integration

steps. Because an explicit treatment of all contributions up to
the A-body level is clearly not feasible, we have to introduce
a truncation to close the system of IM-SRG flow equations.
The simplest approach is to truncate H (s) at a given particle
rank n ! A, which is motivated by the cluster decomposition
principle for short-range interactions (see, e.g., [21]). It has
been shown that the omission of W , the residual 3N part of
the Hamiltonian (2), is a good approximation as long as the
in-medium contributions of the free-space 3N interaction are
accounted for by the normal-ordered zero-, one-, and two-body
interactions [10,11,20]. We therefore truncate both H (s) and
η(s) at the two-body level and refer to this truncation as IM-
SRG(2). An additional truncation which was motivated by a
perturbative analysis was proposed in Ref. [14], but will not
be considered in this work. For the Hamiltonians considered
in the following, the numerical results of the two truncation
schemes agree to within a few keV [14].

Note that the presence of the commutator in the flow
equation (10) guarantees the IM-SRG to be size-extensive, i.e.,
the IM-SRG wave function U (s) |$⟩ can be expanded in terms
of linked diagrams only [22–24]. As a consequence, errors
which are introduced by truncating the many-body expansion
scale linearly with A [22,24], and we can, in principle, judge
the quality of the IM-SRG results in medium- or heavy-mass
nuclei based on comparisons with results from exact methods
such as the no-core shell model (NCSM) [25,26], which are
only available for light nuclei.

Because the focus of this work is on closed-shell nuclei,
we assume spherical symmetry. Single-particle indices collec-
tively represent the radial, angular momentum, and isospin
quantum numbers i = (kilijiτi) and do not depend on the
angular momentum projection mi . The matrix elements of
single-particle operators are diagonal in all but the radial
quantum numbers, e.g.,

f12 = f
l1j1τ1
k1k2

δl1l2δj1j2δτ1τ2 , (13)

and two-body matrix elements are coupled to good J and
independent of M . Suppressing all s dependence for brevity,
the resulting J -scheme flow equations read

dE

ds
=

∑

ab

ĵ 2
a ηabfba(na − nb)

+1
2

∑

abcdJ

Ĵ 2ηJ
abcd!

J
cdabnanb(1 − nc)(1 − nd ),

(14)
df12

ds
=

∑

a

η1afa2 − f1aηa2

+ 1

ĵ 2
1

∑

abJ

Ĵ 2(na − nb)
(
ηab!

J
b1a2 − fabη

J
b1a2

)

+ 1

2ĵ 2
1

∑

abcJ

Ĵ 2(ηJ
c1ab!

J
abc2 − !J

c1abη
J
abc2

)

× [nanb(1 − nc) + (1 − na)(1 − nb)nc], (15)

034307-2

Flow equation

truncated at rank n at each step

⦿ Trade exactness of the solution for more favourable scaling with A

○ Express the problem in perturbation ➝   truncate  ➝  resum (non perturbative)

○ Three main methods:



⦿ Approximate/truncated methods capture correlations via an expansion in ph excitations

⦿ Open-shell nuclei are (near-)degenerate with respect to ph excitations

○ E.g. consider MBPT(2)

Interpreting the correlation energy and the wave operator

If we limit the attention to a Hartree-Fock basis, then we have that È�0|ĤI |2p ≠
2hÍ is the only contribution and the contribution to the energy reduces to

�E(2) = 1
4

ÿ

abij

Èij|v̂|abÍ Èab|v̂|ijÍ
‘i + ‘j ≠ ‘a ≠ ‘b

.

Interpreting the correlation energy and the wave operator

If we compare this to the correlation energy obtained from full configuration
interaction theory with a Hartree-Fock basis, we found that

E ≠ E0 = �E =
ÿ

abij

Èij|v̂|abÍCab
ij ,

where the energy E0 is the reference energy and �E defines the so-called
correlation energy.

We see that if we set

Cab
ij = 1

4
Èab|v̂|ijÍ

‘i + ‘j ≠ ‘a ≠ ‘b
,

we have a perfect agreement between FCI and MBPT. However, FCI includes
such 2p ≠ 2h correlations to infinite order. In order to make a meaningful
comparison we would at least need to sum such correlations to infinite order in
perturbation theory.

Interpreting the correlation energy and the wave operator

Summing up, we can see that
• MBPT introduces order-by-order specific correlations and we make com-

parisons with exact calculations like FCI

• At every order, we can calculate all contributions since they are well-known
and either tabulated or calculated on the fly.

• MBPT is a non-variational theory and there is no guarantee that higher
orders will improve the convergence.

• However, since FCI calculations are limited by the size of the Hamiltonian
matrices to diagonalize (today’s most e�cient codes can attach dimension-
alities of ten billion basis states, MBPT can function as an approximative
method which gives a straightforward (but tedious) calculation recipe.

• MBPT has been widely used to compute e�ective interactions for the
nuclear shell-model.

• But there are better methods which sum to infinite order important corre-
lations. Coupled cluster theory is one of these methods.
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i j

a b

i j a b

10

Gab(!) =
X

µ

h A
0

|aa | A+1
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(87)

when                               the expansion breaks down  

⦿ Way out: formulate the expansion around a symmetry-breaking reference state 

○ Symmetry-breaking solution allows to lift the degeneracy

○ GF theory extended to particle-number breaking scheme (Gorkov formalism) [Gorkov 1958]

○ Implementation for semi-magic nuclei developed in Saclay & Surrey
○ Symmetries must be eventually restored

[Somà, Duguet & Barbieri 2011]

Approximate ab initio methods



➪ Can we make the couplings between low and high momenta even weaker?

Similarity renormalisation group

➝  After all, any unitary transformation on H leaves observables unchanged!

Similarity Renormalisation Group (SRG) techniques for 2N and 3N forces

Λ0

Λ1

Λ2

k’

k

(a)

λ0 λ1 λ2

k’

k

(b)

Figure 9: Schematic illustration of two types of RG evolution for NN potentials in momentum space:
(a) Vlow k running in Λ, and (b) SRG running in λ. At each Λi or λi, the matrix elements outside of the
corresponding lines are zero, so that high- and low-momentum states are decoupled.

60, 61], as shown, for example, in Fig. 8. For variable-cutoff potentials, three-body (and higher-body)
interactions evolve naturally with the resolution scale.

1.3 Renormalization group approaches

A fundamental tenet of renormalization theory is that the relevant details of high-energy physics for
calculating low-energy observables can be captured in the scale-dependent coefficients of operators
in a low-energy Hamiltonian [29]. This principle does not mean that high-energy and low-energy
physics is automatically decoupled in every effective theory. In fact, it implies that we can include as
much irrelevant coupling to incorrect high-energy physics as we want by using a large cutoff, with no
consequence to low-energy predictions (assuming we can calculate accurately). But this freedom also
offers the possibility of decoupling, which makes practical calculations more tractable by restricting
the necessary degrees of freedom. This decoupling can be efficiently achieved by evolving nuclear
interactions using RG transformations designed to handle similar problems in relativistic field theories
and critical phenomena in condensed matter systems.6

The general purpose of the RG when dealing with the large range of scales in physical systems was
eloquently explained by David Gross [63]:

“At each scale, we have different degrees of freedom and different dynamics. Physics at a
larger scale (largely) decouples from the physics at a smaller scale. . . . Thus, a theory at a
larger scale remembers only finitely many parameters from the theories at smaller scales,
and throws the rest of the details away. More precisely, when we pass from a smaller scale
to a larger scale, we average over irrelevant degrees of freedom. . . . The general aim of the
RG method is to explain how this decoupling takes place and why exactly information is
transmitted from scale to scale through finitely many parameters.”

The common features of RG for critical phenomena and high-energy scattering are discussed by Steven
Weinberg in an essay in Ref. [64]. He summarizes:

“The method in its most general form can I think be understood as a way to arrange in
various theories that the degrees of freedom that you’re talking about are the relevant degrees
of freedom for the problem at hand.”

6For an early discussion of decoupling based on Okubo unitary transformations, see Ref. [62].
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Fig. 3. 3H (left) and 4He (right) g.s. energy dependence on the size of the basis. The HO frequencies of h̄⌦ = 28 MeV (3H) and 28 or 36 MeV (4He) were
employed. Results with (thick lines) and without (thin lines) the NNN interaction are shown for the EFT interactions [27,28]. The solid lines correspond to
calculations with two-body (3H) or three-body (4He) effective interactions, and the dashed lines to calculations with the bare interactions.

Fig. 4. Convergence of the 4He g.s. energy with the size of the HO basis. Calculations with the bare (dashed line) and the SRG evolved (solid line)
�EFTNN + NNN interactions are compared. The SRG evolution parameter � = 2 fm�1 was used (see Fig. 2). The dotted line denotes the extrapolated
g.s. energy (�28.5 MeV), which is close to the experiment (�28.3 MeV). Further details are given in Ref. [128].

We note that in the case of no NNN interaction, we may use just the two-body effective interaction (two-body cluster
approximation), which is much simpler. The convergence is slower, however, see discussion in Ref. [132]. We also note
that 4He properties with the chiral EFT NN interaction that we employ here were calculated using the two-body cluster
approximation in Ref. [133], and the present results are in agreement with results found there. Our 4He ground-state
energy results are �25.39(1) MeV in the NN case and �28.34(2) MeV in the NN + NNN case. The experimental value is
�28.296 MeV. We note that the present ab initio NCSM 3H and 4He results, obtained with the chiral EFT NN interaction,
are in a perfect agreement with results obtained using the variational calculations in the hyperspherical harmonics
basis as well as with the Faddeev–Yakubovsky calculations published in Ref. [134]. A satisfying feature of the present
NCSM calculation is the fact that the rate of convergence is not affected in any significant way by inclusion of the NNN
interaction.

Fig. 4 shows such results for 4He, now with SRG-evolved interactions, as a function of the P-space size given in terms of
Nmaxh̄⌦ , the maximum HO energy of configurations included above the unperturbed g.s. configuration. The figure clearly
shows the accelerated rate of convergence for the softer SRG interactions over the bare NN (or NN +NNN) interaction. More
details are given in Ref. [128].

As an example of convergence of ab initio NCSM calculations for p-shell nuclei, we present 6Li results obtained using
the INOY and the chiral EFT NN potential. The dependence of the NCSM absolute and excitation energies on the basis size

[Jurgenson, Navratil & Furnstahl 2013]
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Fig. 33. Gmatrix at saturation density for the Argonne v18 potential [18] (left panels) and the N3LO potential of Ref. [20] (right panels) in the 3S1 channel.
Each set of four panels are (a) initial potential, (b) potential evolved by the SRG to � = 2 fm�1, (c) Gmatrix based on (a), and (d) Gmatrix based on (b).

truncated at the two-body level, as was assumed for part of the history of nuclear structure calculations. However, chiral EFT
reveals the natural scale and hierarchy of many-body forces, which dictates their inclusion in modern calculations of nuclei
and nucleonic matter. Thus, the real concern is whether this hierarchy is maintained as nuclear interactions are evolved.
In this section, we review the current status of RG technology to include many-body interactions and operators and the
presently known impact on the hierarchy.

4.1. Three-nucleon interactions

Three-nucleon interactions are a frontier. They are crucial for binding energies and radii, they play a central role for
spin–orbit effects, spin dependencies, for few-body scattering and the evolution of nuclear structure with isospin, and they
drive the density dependence of nucleonic matter (see Sections 5 and 6) [73]. Three-nucleon interactions are also required
for renormalization [125,126]. The construction of 3N forces based on chiral EFT provides a systematic organization of the
physics and an operator basis that can be used to approximate the evolution of low-momentum 3N interactions.

In chiral EFT without explicit 1 isobars, 3N forces first enter at N2LO (see Fig. 4) and contain a long-range 2⇡-exchange
part Vc , an intermediate-range 1⇡-exchange part VD and a short-range contact interaction VE [127,128]:

(31)
The 2⇡-exchange interaction is given by

Vc = 1
2

✓

gA
2f⇡

◆2
X

i6=j6=k

(�i · qi)(�j · qj)

(q2i + m2
⇡ )(q2j + m2

⇡ )
F↵�
ijk ⌧↵

i ⌧
�
j , (32)

where qi = k

0
i � ki denotes the difference of initial and final nucleon momenta (i, j and k = 1, 2, 3) and

F↵�
ijk = �↵�
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k �k · (qi ⇥ qj), (33)

while the 1⇡-exchange and contact interactions are given, respectively, by

VD = � gA
8f 2⇡
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X

i6=j6=k

�j · qj

q2j + m2
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(⌧ i · ⌧ j) (�i · qj), (34)

VE = cE
2f 4⇡ ⇤�

X

j6=k

(⌧ j · ⌧k). (35)

Typical values for applying Eqs. (32)–(35) are gA = 1.29, f⇡ = 92.4 MeV, m⇡ = 138.04 MeV and ⇤� = 700 MeV. In the RG
calculations based on chiral EFT interactions discussed here, the 3N force contributions are regulated as in Ref. [16] using

fR(p, q) = exp


� (p2 + 3q2/4)2

⇤4
3NF

�

, (36)

[Bogner, Furnstahl & Schwenk 2010]
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Fig. 33. Gmatrix at saturation density for the Argonne v18 potential [18] (left panels) and the N3LO potential of Ref. [20] (right panels) in the 3S1 channel.
Each set of four panels are (a) initial potential, (b) potential evolved by the SRG to � = 2 fm�1, (c) Gmatrix based on (a), and (d) Gmatrix based on (b).

truncated at the two-body level, as was assumed for part of the history of nuclear structure calculations. However, chiral EFT
reveals the natural scale and hierarchy of many-body forces, which dictates their inclusion in modern calculations of nuclei
and nucleonic matter. Thus, the real concern is whether this hierarchy is maintained as nuclear interactions are evolved.
In this section, we review the current status of RG technology to include many-body interactions and operators and the
presently known impact on the hierarchy.

4.1. Three-nucleon interactions

Three-nucleon interactions are a frontier. They are crucial for binding energies and radii, they play a central role for
spin–orbit effects, spin dependencies, for few-body scattering and the evolution of nuclear structure with isospin, and they
drive the density dependence of nucleonic matter (see Sections 5 and 6) [73]. Three-nucleon interactions are also required
for renormalization [125,126]. The construction of 3N forces based on chiral EFT provides a systematic organization of the
physics and an operator basis that can be used to approximate the evolution of low-momentum 3N interactions.

In chiral EFT without explicit 1 isobars, 3N forces first enter at N2LO (see Fig. 4) and contain a long-range 2⇡-exchange
part Vc , an intermediate-range 1⇡-exchange part VD and a short-range contact interaction VE [127,128]:

(31)
The 2⇡-exchange interaction is given by

Vc = 1
2
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where qi = k

0
i � ki denotes the difference of initial and final nucleon momenta (i, j and k = 1, 2, 3) and
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while the 1⇡-exchange and contact interactions are given, respectively, by
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Typical values for applying Eqs. (32)–(35) are gA = 1.29, f⇡ = 92.4 MeV, m⇡ = 138.04 MeV and ⇤� = 700 MeV. In the RG
calculations based on chiral EFT interactions discussed here, the 3N force contributions are regulated as in Ref. [16] using

fR(p, q) = exp


� (p2 + 3q2/4)2

⇤4
3NF

�

, (36)

✗ No free lunch: unitary transformation generates 3- and many-body forces

= Unitary transformation to further lower the resolution scale of the original Hamiltonian
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⦿ “Exact” methods
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○ Factorial scaling
○ Monte Carlo, CI, …

⦿ Approximate methods for closed-shells
○ Since 2000’s
○ SCGF, CC, IMSRG
○ Polynomial scaling

⦿ Approximate methods for open-shells
○ Since 2010’s
○ GGF, BCC, MR-IMSRG
○ Polynomial scaling
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⦿ “Exact” methods
○ Since 1980’s

○ Factorial scaling
○ Monte Carlo, CI, …

⦿ Approximate methods for closed-shells
○ Since 2000’s
○ SCGF, CC, IMSRG
○ Polynomial scaling

⦿ Approximate methods for open-shells
○ Since 2010’s
○ GGF, BCC, MR-IMSRG
○ Polynomial scaling

⦿ Hybrid (valence-space) methods
○ Since 2014
○ Effective interaction via CC/IMSRG
○ Mixed scaling



The potential “bubble nucleus” Si34
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⦿ Unconventional depletion (“bubble”) in the centre of ρch conjectured for certain nuclei

⦿ Purely quantum mechanical effect

○ ℓ = 0 orbitals display radial distribution peaked at r = 0
○ ℓ ≠ 0 orbitals are instead suppressed at small r

○ Vacancy of s states (ℓ = 0) embedded in larger-ℓ orbitals might cause central depletion 

⦿ Ab initio Green’s function calculations [Duguet, Somà et al. 2017]

○ Input: NN+3N interactions from ChEFT
○ Output: BE, radii, densities, spectra, …

✓ Computed density of 36S agrees with data

✓ Computed density of 34Si shows bubble

➪ Density measurement of (unstable) 34Si?



Lattice QCD

⦿ At low-energy, QCD is non-perturbative   ➝  calculations possible only on the lattice  

⦿ Two different routes are currently followed

○ Calculation of hadron masses very successful
○ Multi-baryon systems?  Atomic nuclei?

➪ Direct calculation of nuclei ➪Calculation of nucleon-nucleon potential
Lattice QCD approach to nuclear force N. Ishii
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Figure 2: Central forces in 1S0 channel for three quark masses.

0.159(66) fm and a0(3S1) = 0.140(31), 0.140(31), 0.252(104) fm for κ = 0.1640,0.1665,0.1678,
respectively. The attractive nature of our potential is qualitatively understood by the Born approxi-
mation formula for the scattering length a0 ≃ −mN

∫

VC(r)r2dr. Owing to the volume factor r2dr,
the attraction at medium distance overcomes the repulsive core at short distance.
(ii) There is a considerable discrepancy between the above scattering lengths and the empirical val-
ues, i.e., a(exp)

0 (1S0) ∼ 20 fm and a(exp)
0 (3S1) ∼ −5 fm. This is attributed to the heavy quark mass

employed in our simulations. If we can get closer to the physical quark mass, there appears an
“unitary region" where the NN scattering length becomes singular as a function of the quark mass
and changes sign [11, 12]. The singular point is related to the threshold of bound state formation.
This is why the physical scattering length is positively large in the 1S0 channel (no bound state) and
is negatively large in the 3S1 channel (deuteron bound state) .

4. Summary

We have extended our previous results of the nuclear force on the lattice by increasing statistics
and adopting different quark masses. The NN potentials in the 1S0 and 3S1 channels have all the
qualitative features which phenomenological NN potentials commonly have, i.e., the repulsive core
at short distance and attractive well at medium to long distances. The quark mass dependence of the
NN potential shows that the repulsive core at short distance is enhanced rapidly, and the attraction at
medium distance is modestly enhanced. These results suggest that, in order to compare our results
with the experimental data, it is important to perform the lattice QCD Monte Carlo calculation in
the lighter quark mass region.
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FIG. 15: The bound-state energy levels in the J⇡ = 0+ 4He sector. The points and their associated
uncertainties correspond to the energies of the states extracted from the correlation functions with
the quantum numbers of the ground state of 4He. The locations of the energy-levels associated with
non-interacting N-3He, d-d, di-nucleon-di-nucleon, di-nucleon-N-N, d-N-N and N-N-N-N continuum
states, determined from the two-body binding energies given in Table VII and the three-body
energies given in eq. (9), are shown.

The 4He ground-state energy that we have calculated in this nf = 3 calculation is substan-
tially di↵erent from that obtained with quenched calculations at a comparable pion mass [9],

which find an infinite-volume extrapolated value of B
(1)

nf=0

(4He) = 27.7(7.8)(5.5) MeV, close
to the experimental value.

B. I = 1

2

, J⇡ = 0+ : 4

⇤

He and 4

⇤

H

In nature, the 4

⇤

He hypernucleus has been well studied experimentally and theoretically.
The ⇤-separation energy of the 4

⇤

He J⇡ = 0+ ground state is measured to be S
⇤

=
2.39(0.03) MeV, and for the J⇡ = 1+ first excited state is S

⇤

= 1.24(0.05) MeV. These
two lowest-lying states are consistent with the ⇤ coupled to a 3He J⇡ = 1

2

+

core. A recent
review of this system can be found in Ref. [51].

We have calculated correlation functions in the J⇡ = 0+ channel, which should provide
the ground state, but not the nearby J⇡ = 1+ first excited state. The sources employed to
produce the correlation functions are elements of the same 28 irrep of SU(3) as those of 4He,

24

✗ High statistic data required ✗ 3-body part problematic

Excitation energy << QCD scales Model-dependent extraction

[Beane et al. 2012]

[IIshi, A
oki &

 H
atsuda 2007]



Historical recap #3

Pre-1935 stuff (Radioactivity, Rutherford’s experiment,  discovery of the neutron, …)

1935  Semi-empirical mass formula (liquid drop)

Today

1935  Yukawa potential

1949  Non-interacting shell model

1960’s  Valence-space interaction (= interacting shell model)

1970’s  Energy density functionals

1970’s  One-boson exchange potentials

1980’s  High precision one-boson exchange potentials

1990’s  First ab initio calculations

1990’s  Effective field theory applied to nuclear forces

2000’s  Approximate ab initio (= “many-body”) methods developed

2010’s  Renormalisation group techniques applied to nuclear forces

2010’s  Massively-parallelised simulations of medium-mass nuclei

2010’s  First lattice QCD calculations of NN potential & multi-baryon systems



Computational challenges

Ab initio three-body forcesBuilding of NN/3N interactions

Simultaneous optimization

NN NNN NNNN

LO 
(n=0)

NLO 
(n=2)

NNLO 
(n=3)

N3LO 
(n=4)

N4LO 
(n=5)

E. Epelbaum et al. Rev. Mod. Phys. 81, 1773 (2009)
R. Machleidt et al. Phys. Rep. 503, 1 (2011)

two-nucleon
interaction

pion-nucleon
scattering

three-nucleon
interaction

external probe
current

the same LECs appear in 
the expressions for various

low-energy processes
e.g. the ci (green dot)  
and cD (blue square) three-nucleon

interaction
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j2NN
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j (p) +

X

l2NNN

R2
l (p)

chiral EFT is our tool to analyze the nuclear interaction

We optimize the LECs such that the chiral interactions
reproduces some calibration data, then we predict!

Curie @ CCRT/CEA, France

➪ Machine learning techniques ➪ Algorithms/tools from “big data”

Costly multi-parameter fits Number of matrix elements explodes

Factorised matrix elements

⦿ Two-body forces can be factorised as

⦿ Three-body forces

○ Exploit recent development from applied maths: Higher-Order SVD

○ Even larger gain ➝  size of 3B matrix elements (~100 GB - 1 TB) current bottleneck

Introduction pp-separable NN ph-separable NN ph-separable 3N Summary

Vlow k , NN, particle-hole channel
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Separable interactions for less-empirical DFT (and beyond) T. Lesinski

Gain #1: size   (➝ storage and memory needs)

Gain #2: CPU speed-up

HF test calculation: 10% of the matrix elements ➝  0.003% error  and factor 10 speed-up
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I. INTRODUCTION

The concept of quasiparticle plays a key role in the
description and understanding of many-body systems. It
is at the core of Landau’s theory of Fermi liquids [1] [...]

In nuclear physics, the success of the shell model can be
interpreted in terms of weakly interacting quasiparticles.
[...]

Green’s functions provide the proper theoretical
framework for defining quasiparticles [2].

Mean free path, general relevance and recent exper-

iments.

Description of the content of the paper.

II. THEORETICAL SCHEME

A. Quasiparticles in infinite systems

In a finite N -body system the poles of the single-
particle Green’s function (GF) along the energy axis
represent the (ground-state and excited) energies of the
(N ±1) systems relative to the N -body ground state and
are usually denoted as one-particle separation or excita-
tion energies. When N increases this energy spectrum
becomes more and more degenerate and a description in
terms of isolated excitations less meaningful. In the ther-
modynamic limit the energy gap between two adjacent
excitation tends to zero, which can be mathematically
translated into the poles of the GF being transformed
into branch cuts. In this limit the spectral function be-
comes a continuous function of the energy that is typical
characterised by a smooth background and prominent
peaks. One can then identify such peaks with quasi-
particles, whose energy now represents some (coherent)
excitation of the system. The broadness of the peak can
instead be associated with the degree of de-coherence,
or lifetime, of such excitation, formally accounted for by
assigning an imaginary part to the quasiparticle energy.

The resulting complex poles are in fact not an approx-
imated tool introduced to describe the broad features of

⇤ a.rios@surrey.ac.uk
† vittorio.soma@cea.fr

the spectrum. It is easy to see that in the thermodynamic
limit the single-particle propagator becomes ill-defined if
the energy is real-valued, while the introduction of a (in-
finitesimally small) imaginary energy component removes
the issue. One therefore always works, formally, with
propagators G(k,!± i⌘) where k denotes the momentum
modulus1, ! 2 R the energy and ⌘ ! 0+. Particularly
relevant are the so called advanced and retarded propa-
gators, which read in their Lehmann representation

GR/A(k,!) =

Z

d!0

2⇡

A(k,!0)

! � !0 ± i⌘
, (1)

where A(k,!) is the positive-definite spectral function.
One could think that by simply substituting ! with a
complex energy z = ER + iEI and by searching for the
poles of G(k, z), i.e. starting from the complex Dyson
equation

G�1(k, z) = z � k2

2m
� ⌃(k, z) , (2)

and solving

vijkl =
X

a

�a g
a
ik g

a
jl

X

kl

vijkl =
X

k

X

l

X

a

�a g
a
ik g

a
jl

ER+iEI =
k2

2m
+Re⌃(k,ER+iEI)+i Im⌃(k,ER+iEI) ,

(3)
one would access real and imaginary part of quasiparti-
cle energies and consequently detailed information about
excitations of the system. However, one can show that G
fulfils the the reflection property

G(k, z)⇤ = G(k, z⇤) , (4)

1 We consider here a homogeneous system governed by a time-
independent Hamiltonian. In this case one-body quantities like
the single-particle propagator depend only on the (relative) po-
sition modulus and time di↵erence, or their Fourier counterparts
momentum modulus and energy (see Sec. III A).
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the spectrum. It is easy to see that in the thermodynamic
limit the single-particle propagator becomes ill-defined if
the energy is real-valued, while the introduction of a (in-
finitesimally small) imaginary energy component removes
the issue. One therefore always works, formally, with
propagators G(k,!± i⌘) where k denotes the momentum
modulus1, ! 2 R the energy and ⌘ ! 0+. Particularly
relevant are the so called advanced and retarded propa-
gators, which read in their Lehmann representation

GR/A(k,!) =

Z

d!0

2⇡

A(k,!0)

! � !0 ± i⌘
, (1)

where A(k,!) is the positive-definite spectral function.
One could think that by simply substituting ! with a
complex energy z = ER + iEI and by searching for the
poles of G(k, z), i.e. starting from the complex Dyson
equation
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+Re⌃(k,ER+iEI)+i Im⌃(k,ER+iEI) ,

(3)
one would access real and imaginary part of quasiparti-
cle energies and consequently detailed information about
excitations of the system. However, one can show that G
fulfils the the reflection property

G(k, z)⇤ = G(k, z⇤) , (4)

1 We consider here a homogeneous system governed by a time-
independent Hamiltonian. In this case one-body quantities like
the single-particle propagator depend only on the (relative) po-
sition modulus and time di↵erence, or their Fourier counterparts
momentum modulus and energy (see Sec. III A).

N2 m (N    +    N)   =   mN

(➝ Singular Value Decomposition)

⦿ Interaction matrix elements: low information content compared to the size

○ How can one reduce the size without losing important information?

10%

[Lesinski 2013]

⦿ Progress relies on increasing computational resources

○ Numerical codes heavily parallelised

○ Collaboration with computer scientists necessary

○ Yearly allocations of the order of 10-100M CPU hours

[figure from
 C

. Forssén]

[Lesinski 2011]



Theoretical challenges

⦿ Bridge structure and reactions

⦿ Theoretical errors

○ Theoretical tools to deal with continuum

○ Nucleon-nucleus interaction?

○ Systematic errors hardest to estimate

○ Crucial where no data is/will be available

○ EFTs offer tools to quantify our ignorance

○ Challenge: EFT + nuclear many-body problem

○ Reaction approaches ⟷ model dependence?

○ Structure consistently “extracted” and computed?NLO
N2LO
N3LO
N4LO
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Figure 2: (Color online) Predictions for the EOS of SNM (left panel) and PNM (right panel) based on the chiral NN potentials
of Refs. [35, 36] for R = 0.9 fm (upper raw) and R = 1.0 fm (lower raw) along with the estimated theoretical uncertainties.
Open rectangles visualize the empirical saturation point of symmetric nuclear matter.

momentum scale, the theoretical uncertainty �X(i) of the i-th chiral order prediction X(i) is estimated via

�X(0) = max(Q2|X(0)|, |X(�0) �X(�0)|),
�X(2) = max(Q3|X(0)|, Q|�X(2)|, Q�X(0), |X(�2) �X(�2)|),
�X(i) = max(Qi+1|X(0)|, Qi�1|�X(2)|, Qi�2|�X(3)|, Q�X(i�1)) for i � 3 , (9)

where Q = max(p/⇤b, M⇡/⇤b) is the estimated expansion parameter while �X(2) ⌘ X(2) � X(0) and
�X(i) ⌘ X(i) � X(i�1), i > 2, denote the chiral-order Q2 and Qi contributions to X(p). The breakdown
scale of the nuclear chiral EFT was estimated to be ⇤b ' 600 MeV [35].3 The Bayesian analysis of the
chiral EFT predictions for the NN total cross section of Ref. [67] has revealed, that the actual breakdown
scale may even be a little higher than ⇤b ' 600 MeV for R = 0.9 fm.

In Fig. 2, we show the results for the EOS for SNM and PNM including the estimated theoretical
uncertainties at various orders of the chiral expansion for the most accurate versions of the NN potentials
with R = 0.9 fm and R = 1.0 fm [35, 36]. The expansion parameter Q at a given density is estimated
by identifying the momentum scale p with the Fermi momentum kF, which is related to the density ⇢ via
⇢ = 2k3F/(3⇡

2) (⇢ = k3F/(3⇡
2)) for SNM (PNM), and assuming ⇤b = 600 MeV. At the saturation density,

the achievable accuracy of the chiral EFT predictions for the energy per particle may be expected to be
about ±1.5 MeV (±0.3 MeV) for SNM and ±2 MeV (±0.7 MeV) for PNM at N2LO (N4LO). Notice that the
expected accuracy at N4LO is significantly smaller than the current model dependence for these quantities.
We further emphasize that the presented estimations should be taken with some care due to the non-
availability of complete calculations beyond NLO. More reliable estimations of the theoretical uncertainty
using the approach of [35] will be possible once the corresponding three- and four-nucleon forces are included.

Our results confirm the conclusions of [59] that cuto↵ variation does not provide an adequate way for
estimating the uncertainties in the calculations of the nuclear EOS. As discussed in [35], the residual cuto↵-
dependence of observables may generally be expected to underestimate the theoretical uncertainty at NLO
and N3LO, which is consistent with our results. Further, the spread of results for di↵erent values of R at
N4LO appears to be roughly of a similar size as the estimated uncertainty at this order. We, however, refrain
from drawing more definite conclusions on the cuto↵ dependence based on the incomplete calculations.

Finally, we have also quantified the achievable accuracy of the theoretical determination of the symmetry
energy asymm and the slope parameter L, defined as L = 3⇢ @(E/A)SNM/@⇢, at the empirical saturation
density. These important quantities have been constrained by the available experimental information on

3To account for increasing finite-cuto↵ artefacts using softer versions of the chiral forces, the lower values of ⇤b = 500 MeV
and 400 MeV were employed in calculations based on R = 1.1 fm and R = 1.2 fm, respectively.
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FIG. 10. Energies as calculated using the GFMC method at LO, NLO, and N2LO for A = 3, 4 nuclei. The uncertainties include
an estimate for the uncertainty coming from the truncation of the chiral expansion. In blue (red) are the energies with the
cuto↵ R0 = 1.0 fm (R0 = 1.2 fm). The horizontal lines are the experimental values.

FIG. 11. Point-proton radii as calculated using the GFMCmethod at LO, NLO, and N2LO for A = 3, 4 nuclei. The uncertainties
include an estimate for the uncertainty coming from the truncation of the chiral expansion. In blue (red) are the energies with
the cuto↵ R0 = 1.0 fm (R0 = 1.2 fm). The horizontal bands are the experimental values with uncertainties.

with N = p (taking the positive sign in the projector
1+⌧z
2 ) giving the point-proton distribution and N = n

(taking the negative sign in the projector 1�⌧z
2 ) giving

the point-neutron distribution. When folded with the
spatial proton charge distribution, the point proton dis-
tribution is promoted to the charge distribution, which is
the Fourier transform of the charge form factor measured
in electron scattering experiments. The short-distance
behavior of the presented point-nucleon-distributions are
not as well constrained, because the high momentum-
exchange charge form factor is challenging to measure
and to calculate accurately. Nevertheless, the charge ra-
dius (or point-proton radius) as an integrated quantity
is well constrained by experiment, and our results re-
produce within uncertainties, the point-proton radii ex-
tracted from experiment.

In Fig. 12 we show the point-proton distribution in
4He for both cuto↵s R0 = 1.0, 1.2 fm at N2LO with and

without the 3N interaction. The corresponding point-
proton radius is shown in a color-coded way on the right-
hand side of the figure. Though it is not consistent from
the EFT point of view to show the N2LO results without
the 3N interaction, it is nevertheless instructive to see
the e↵ects of the 3N interaction in this way. One can
see that its e↵ect is to increase the density of protons
at intermediate distances from the center of mass (r ⇠
1.0 fm) while decreasing their density at short distances,
yielding a peak at about r ⇠ 0.6 fm. The e↵ect of
this shift is to bring the overall point-proton radius into
better agreement with the number extracted from the
experimental charge radius.

In Fig. 13 we show the one-body point-proton and neu-
tron distributions for 3He at N2LO for both cuto↵s. At
short distances from the center of mass, the distributions
for the cuto↵ R0 = 1.2 fm demonstrate a softer char-
acter: There is a higher probability of finding either a

[Hu et al. 2017] [Lynn et al. 2017]


