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10-22 eV

103 eV

— Fuzzy Dark Matter

λdB ~ 1 kpc ~ size of a dSph Galaxy
[see recent paper: Hui, Ostriker, Tremaine, Witten 2016] 

— Axion-like particles

Fornax  dSph seen from 
San Esteban (Chile) - 

14Dec2003 

arXiv:1311.0029  
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109 eV

103 eV

1012 eV

— Warm dark matter (e.g. sterile neutrinos)

— Weakly interacting massive particles (WIMPS)
e.g. neutralino in MSSM

very large parameter space
strong limits from direct detection
indirect detection channels: gamma rays (from dSph, 
from inner Galaxy, line features); CR antiprotons, positrons, 
anti-deuterium, anti-helium; neutrinos from WIMP capture 
in the Sun…

a recent tentative claim of detection: “γ-ray GeV excess” 
V. Vitale et al., 2009 [arXiv:0912.3828]; L Goodenough and D. Hooper, 2009; T. 
Daylan et al., 2014 [arXiv:1402.6703];  F. Calore et al., 2014 [arXiv:1409.0042]
(probably due to mis-modeling of the background: see D. 
Gaggero et al. 2015, E. Carlson et al. 2015)
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Figure 2. Present-day velocity-weighted dark matter annihila-
tion cross section h�vi (cm3s�1) as function of the dark matter
mass mDM (GeV) for models with FT < 10 (colored) and FT
� 10 (gray) and a relic density between 0.106 < ⌦DMh2 <
0.130. The color code indicates the dominant dark matter
annihilation channel: dark blue for W+W�, light blue for
⌧+⌧�, red for bb̄ and brown for qq̄. Purple and pink shadings
indicate the favored regions to explain the AMS-02 antiproton
excess and the Galactic Center photon excess. The dark gray
line indicates the limit on the DM annihilation cross section
derived from observations of dwarf galaxies assuming a 100%
annihilation to bb̄ [49].

necessarily higher, models where the DM particles an-
nihilate to top pairs have slightly higher FT values of
13-19.
None of these natural low FT points are in tension with
limits obtained from dwarf galaxies [49–51]. Remarkably,
some of the obtained models yield values for h�vi that are
in the range for explaining the Galatic Center (GC) pho-
ton excess [52–54], the excesses observed in dwarf galaxies
[49, 55] and the AMS-02 antiproton excess [56]. In the
case of our lowest FT natural models most likely only a
fraction of the excesses seen in the GC would be due to
DM annihilation. This motivates a further investigation
of these excesses with a mixed DM and background ex-
planation.
Most of these natural solutions are not in tension with
recent LHC results, in spite of the presence of light sparti-
cles (see figure 3). We find that, contrary to what is com-
monly assumed, we do not need a very low ( 600 GeV)
stop mass to get low FT values, which is consistent with
the findings in refs. [9, 11]. The stops start contributing
substantially to the FT when the lightest stop is heav-
ier than 2 TeV, while the ATLAS and CMS mass limits

go up to only 850 GeV in the most optimistic scenario
[57, 58]. This motivates LHC searches that look beyond
the production of colored sparticles. To efficiently probe
the natural low FT models, the LHC would need a ded-
icated low-mass stau search or a compressed chargino-
neutralino search [48]. These searches are complicated
due to the low production cross section for staus and
higgsino-like charginos/neutralinos and due to the pres-
ence of high background rates in case of the stau search.

CONCLUSIONS

Based on naturalness arguments on the Z-boson mass
combined with demanding the observed DM relic den-
sity, we predict a DM particle that is bino-higgsino-like
with a mass of 35-155 GeV as most natural SUSY DM
candidate. The LUX experiment has already been able
to cut into the space of low FT models, increasing the
minimal FT from 2.7 to 4.7. Remarkably, the natural
low FT models are not under pressure by LHC searches
for stops, as stops start contributing substantially to
the FT when mt̃1

> 2 TeV, while the stop searches
place limits of mt̃1

> 850 GeV in the most optimistic
scenarios [57, 58]. Interestingly, some of the lowest-FT
natural solutions are consistent with the SUSY dark
matter explanations for various anomalies observed in
astrophysical experiments [49, 53, 55, 56, 59, 60]. The
XENON1T experiment and the dedicated LHC searches
will be able to test this region of natural models within
the next five years.
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di↵use model,
Fermi bubbles, and isotropic templates. Template coe�cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between ⇠0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi

data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di↵use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
p
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources ( = 7� � 8� and

p
TS > 25,

Daylan et al., 
1402.6703
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1 GeV

1057 GeV ~ 1033 g ~ 1 Msun

— WIMPs

— Primordial black holes 
(PBHs)

[Zeld’ovich and Novikov 1966, Hawking 1971]
— large mass range
— should have formed before BBN
— many constraints from lensing, wide binaries, Galactic 
disk stability
— very popular in the 80s, less considered after MACHO 
project (Alcock 2001)

15
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FIG. 13. Approximate CMB-anisotropy constraints on the fraction of dark matter made of PBHs derived in this work (thick
black curves). The no-feedback case assumes that the radiation from the PBH does not ionize the local gas, which eventually
gets collisionally ionized, leading to a lower temperature near the Schwarzschild radius. The strong-feedback case assumes that
the local gas is entirely ionized due to the PBH radiation; this leads to two e↵ects: on the one hand, a higher ionized fraction
increases Compton drag and cooling, reducing the accretion rate and luminosity, on the other hand, the absence of collisional
ionizations lead to an increase of the temperature; this latter e↵ect is dominant for M  104 M�, leading to an overall larger
luminosity hence stronger bound. For comparison, we also show the CMB bound previously derived by ROM (thin dashed
curve), as well as various dynamical constraints: micro-lensing constraints from the EROS [15] (purple curve) and MACHO
[14] (blue curve) collaborations, limits from Galactic wide binaries [17], and ultra-faint dwarf galaxies [51] (in all cases we show
the most conservative limits provided in the referenced papers).

generalizing Shapiro’s classic calculation for spherical ac-
cretion around a black hole [25]. We account for Comp-
ton drag and cooling as well as ionization cooling once
the background gas is neutral. At fixed accretion rate,
the e�ciency we derive is at least a factor of ten and up to
three orders of magnitude lower than what is assumed in
ROM for spherically-accreting PBHs. The second largest
di↵erence is in the accretion rate itself. ROM compute
the accretion rate for an isothermal equation of state, as-
suming that Compton cooling by CMB photons is always
very e�cient. In fact, for su�ciently low redshift and low
PBH masses Compton cooling is negligle and the gas is
adiabatically heated. In this case the higher gas temper-
ature, and hence pressure, imply an accretion rate that
is lower by a factor of ⇠ 10. Since the PBH luminosity is
quadratic in the accretion rate, this translates to a factor
of ⇠ 100 reduction in the e↵ect of PBHs on CMB observ-
ables. A third di↵erence is the relative velocity between
PBHs and baryons, which ROM significantly underesti-
mates around z ⇠ 103, leading to an over-estimate of the
accretion rate.

There are considerable theoretical uncertainties in the
calculation of the accretion rate and luminosity of PBHs,
as we have illustrated by considering two limiting cases
for the radiative feedback on the local ionization frac-
tion, leading to largely di↵erent results. Let us recall the
most critical uncertainties here. First, we have only con-
sidered spherical accretion. Extrapolating the measured

primordial power spectrum to the very small scale corre-
sponding to the Bondi radius, ROM estimated the angu-
lar momentum of the accreted gas; they argued that the
accretion is indeed spherical for PBHs less massive than
⇠ 103 � 104 M�. However, there is no direct measure-
ments of the ultra-small-scale power spectrum, and all
bets are open for a Universe containing PBHs. If small-
scale fluctuations are larger (for instance due to non-
linear clustering of PBHs), an accretion disk could form,
with a significantly enhanced luminosity with respect to
spherical accretion. On the other hand, non-spherical
accretion could conceivably also lead to complex three-
dimensional flows near the black hole giving rise to a
turbulent pressure that lowers the accretion rate and ra-
diative output. Secondly, we have accounted for the mo-
tion of PBHs with an approximate and very uncertain
rescaling of the accretion rate. Given that dark-matter-
baryon relative velocities are typically supersonic, we ex-
pect shocks and a much more complex accretion flow in
general. Thirdly, we have assumed a steady-state flow,
but have not established whether such a flow is stable,
even for a static black hole. Last but not least, if PBHs
only make a fraction of the dark matter, an assumption
must be made about the rest of it, the simplest one be-
ing that it is made of weakly interacting massive particles
(WIMPs). If so, these WIMPs ought to be accreted by
PBHs, whose mass may grow significantly after matter-
radiation equality [52], and as a consequence increase the

Ali-Haimoud and 
Kamionkowski,   

1612.05644

Credit for the BBH system: 
Bohn et al. (see http://
www.black-holes.org/

lensing

http://www.black-holes.org/lensing
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GW150914 and its implications

• The first direct detection of a 
gravitational wave signal

• The waveform is compatible with a merging 
of two massive black holes

• A recent accurate estimate of the 
parameters (arXiv:1606.01210):

elaborated by the LIGO 
collaboration

B. P. Abbott et al. (LIGO Collaboration, Virgo
Collaboration), Phys. Rev. Lett. 116, 061102 (2016)

B. P. Abbott et al. (LIGO Collaboration, Virgo
Collaboration), “An improved analysis of GW150914 using a fully 
spin-precessing waveform model”, Phys. Rev. X 6, 041014 (2016)
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TABLE I. Median values of source parameters of GW150914 as estimated with the two precessing waveform models, and
with an equal-weight average of posteriors (in the “Overall” column). The models are described in the text. Subscripts and
superscripts indicate the range of the symmetric 90% credible intervals. When useful, we quote 90% credible bounds.

precessing EOBNR precessing IMRPhenom Overall

Detector-frame total mass M/M� 71.6+4.3
�4.1 70.9+4.0

�3.9 71.3+4.3
�4.1

Detector-frame chirp mass M/M� 30.9+2.0
�1.9 30.6+1.8

�1.8 30.8+1.9
�1.8

Detector-frame primary mass m
1

/M� 38.9+5.1
�3.7 38.5+5.6

�3.6 38.7+5.3
�3.7

Detector-frame secondary mass m
2

/M� 32.7+3.6
�4.8 32.2+3.6

�4.8 32.5+3.7
�4.8

Detector-frame final mass M
f

/M� 68.3+3.8
�3.7 67.6+3.6

�3.5 68.0+3.8
�3.6

Source-frame total mass M source/M� 65.6+4.1
�3.8 65.0+4.0

�3.6 65.3+4.1
�3.7

Source-frame chirp mass Msource/M� 28.3+1.8
�1.7 28.1+1.7

�1.6 28.2+1.8
�1.7

Source-frame primary mass msource

1

/M� 35.6+4.8
�3.4 35.3+5.2

�3.4 35.4+5.0
�3.4

Source-frame secondary mass msource

2

/M� 30.0+3.3
�4.4 29.6+3.3

�4.3 29.8+3.3
�4.3

Source-frame final mass M source

f

/M� 62.5+3.7
�3.4 62.0+3.7

�3.3 62.2+3.7
�3.4

Mass ratio q 0.84+0.14
�0.20 0.84+0.14

�0.20 0.84+0.14
�0.20

E↵ective inspiral spin parameter �
e↵

�0.02+0.14
�0.16 �0.05+0.13

�0.15 �0.04+0.14
�0.16

E↵ective precession spin parameter �
p

0.28+0.38
�0.21 0.35+0.45

�0.27 0.31+0.44
�0.23

Dimensionless primary spin magnitude a
1

0.22+0.43
�0.20 0.32+0.53

�0.29 0.26+0.52
�0.24

Dimensionless secondary spin magnitude a
2

0.29+0.52
�0.27 0.34+0.54

�0.31 0.32+0.54
�0.29

Final spin a
f

0.68+0.05
�0.05 0.68+0.06

�0.06 0.68+0.05
�0.06

Luminosity distance D
L

/Mpc 440+160

�180

440+150

�180

440+160

�180

Source redshift z 0.094+0.032
�0.037 0.093+0.029

�0.036 0.093+0.030
�0.036

Upper bound on primary spin magnitude a
1

0.54 0.74 0.65

Upper bound on secondary spin magnitude a
2

0.70 0.78 0.75

Lower bound on mass ratio q 0.69 0.68 0.68

mentum. The spin opening angles (the tilts), defined by
cos(✓LS1,2) = (S1,2 · L̂N)/|S1,2|, are distributed broadly.
However, the KS test described at the end of Sec. III
does indicate some deviation between priors and poste-
riors, with p-values much smaller than 0.05 for cos(✓LS1)
and cos(✓LS2).

Posterior histograms: e↵ective spin parameters. In
Fig. 5, we show the posteriors of the e↵ective spin com-
binations �e↵ [19, 52–54] and �p [40] defined by

�e↵ =
c

G

✓
S1

m1
+

S2

m2

◆
· L̂N

M
, (5)

�p =
c

B1Gm2
1

max(B1S1?, B2S2?) , (6)

where Si? is the component of the spin perpendicular
to the orbital angular momentum LN, M is the total
observed mass, B1 = 2 + 3q/2 and B2 = 2 + 3/(2q), and
i = {1, 2}.

While �e↵ combines the projections of the BH spins
onto the orbital angular momentum, �p depends on their
in-plane components, and thus relates to precessional ef-
fects. Both models have credible intervals for �e↵ that

contain the value 0, and deviate from the prior signifi-
cantly. The data provides little information about pre-
cession, but show a slightly stronger preference for lower
values of �p than expressed by our priors; the deviation is
more pronounced for precessing EOBNR. The 90% credi-
ble intervals contain the value 0, and extend up to about
0.7 and 0.8 for precessing EOBNR and precessing IM-
RPhenom, respectively. Thus, precessing EOBNR pro-
vides a tighter upper bound.

Posterior histograms: other spin angles. To explore
other possible di↵erences between the two precessing
models, we now consider spin parameters that were not
reported in Ref. [2]. In particular, we compute posteri-
ors for ✓12, the opening angle between the spin vectors,
and �12, the opening angle between the in-plane projec-
tions of the spins. The prior on cos ✓12 is uniform in
[�1, 1], while the prior on �12 is uniform in [0, 2⇡]. We
show these posteriors in Fig. 6. The ✓12 posteriors de-
viate appreciably from the prior, and are rather similar.
By contrast, comparing the opening angle between spin
projections onto orbital plane, �12, we find that the pre-
cessing EOBNR posterior deviates significantly from the
prior (with KS p-value 2 [0.0077, 0.075]), while the pre-
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GW150914 and its implications

• The first direct detection of a binary 
black hole system

• The first direct detection of stellar-mass 
black holes with M as large as 30 M⊙

(stellar-mass black holes discovered so far 
are in X-ray binaries. BH masses ranging 
from ~3 to ~15 solar masses;  e.g. GRS 
1915+105, M = 14±4 Msun, arXiv:0111540) 

elaborated by the LIGO 
collaboration

B. P. Abbott et al. (LIGO Collaboration, Virgo
Collaboration), Phys. Rev. Lett. 116, 061102 (2016)

B. P. Abbott et al. (LIGO Collaboration, Virgo
Collaboration), “An improved analysis of GW150914 using a fully 
spin-precessing waveform model”, Phys. Rev. X 6, 041014 (2016)
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GW150914 and its implications:
did LIGO detect a merger of two 
primordial black holes?

• The “crazy idea” proposed by the Johns Hopkins team:   did LIGO detect 
the dark matter (in the form of primordial black holes)?

Simeon Bird, Ilias Cholis, Julian B. Muñoz, Yacine Ali-Haïmoud, 
Marc Kamionkowski, Ely D. Kovetz, Alvise Raccanelli, Adam G. 
Riess, Phys. Rev. Lett. 116, 201301 (2016)

Sebastien Clesse, Juan García-Bellido, Physics of the Dark 
Universe 10 (2016) 002

https://arxiv.org/find/astro-ph/1/au:+Bird_S/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Cholis_I/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Munoz_J/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Ali_Haimoud_Y/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Kamionkowski_M/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Kovetz_E/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Raccanelli_A/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Riess_A/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Clesse_S/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Garcia_Bellido_J/0/1/0/all/0/1
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Brief summary on primordial black holes as DM candidate
• Primordial black holes first proposed by Zel’dovich and Novikov [Y. B. Zel’dovich and I. D. 

Novikov, Soviet Astronomy 10, 602 (1967)]

• Hawking proposed that early-Universe fluctuations could lead to the formation of PBHs with 
masses down to the Planck mass [S. Hawking, Mon. Not. R. Astron. Soc. 152, 75 (1971)]; see 
also [Carr and Hawking, MNRAS 168 (1974)]

Astrophysical black holes: ~109 M⊙ down to  ~1 M⊙

density: 

compare to early-Universe density: 

Low-mass primordial black holes can form at early times (<< 1 s)

PBHs can form at early times when the Jeans length scale and the Schwarzschild length are 
comparable

P!mor"al Black Holes —Formation

Black-hole (BH) formation for              .

Astrophysical: From            down to     , but not lower.

Have a look at the density

To form smaller black holes we need higher density.

Compare to 

cosmological density

P!mor"al Black Holes —Formation

Black-hole (BH) formation for              .

Astrophysical: From            down to     , but not lower.

Have a look at the density

To form smaller black holes we need higher density.

Formation at early times; primordial black holes (PBHs).

Compare to 

cosmological density

Brief summary on primordial black holes as DM candidate
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in general, PBHs can span an enormous mass range 
—> those formed at the Planck time (10−43 s) would have the Planck mass (10−5 g), 
—> those formed at 1 s would be as large as 105 M⊙

if the mass is too low, the PBH have enough time to evaporate (Hawking-Bekenstein 
radiation)

• Chapline was among the first to suggest the PBHs as a DM candidate [G. F. Chapline, 
Nature (London) 253, 251 (1975)]

typical ranges for a PBH as DM candidate:

M ~ 1016 g (10-17 M⊙) — 1039 g (105 M⊙)

size ~ 10-13 cm — 1010 cm
number in our Galaxy ~ 1029 — 106

Brief summary on primordial black holes as DM candidate

P!mor"al Black Holes —Evaporation

Quantum Mechanics

General Relativity

Thermodynamics

Black-hole radiation
[Hawking 1974]
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GW150914 and its implications:
did LIGO detect a merger of two 
primordial black holes?

• The “crazy idea” proposed by the Johns Hopkins team: did LIGO detect the DM?
 (in the form of primordial black holes)

• As we will see, the hypothesis that DM is made of PBHs is currently not well 
constrained in the mass window explored by LIGO! 

Simeon Bird, Ilias Cholis, Julian B. Muñoz, Yacine Ali-Haïmoud, 
Marc Kamionkowski, Ely D. Kovetz, Alvise Raccanelli, Adam G. 
Riess, Phys. Rev. Lett. 116, 201301 (2016)

Sebastien Clesse, Juan García-Bellido, Physics of the Dark 
Universe 10 (2016) 002

M. Sasaki et al., Phys. Rev. Lett. 117, 061101 (2016)

Pisa 12/01/2017 

• Most of the argument in Bird et al. is based 
on estimates on rates:

  30 M⊙ BH merging rate estimated by the LIGO 
collaboration: 2 - 53 Gpc -3 yr -1

  What would be the merging rate of primordial 
black holes, if they are the bulk of the Dark 
Matter in the Universe?

https://arxiv.org/find/astro-ph/1/au:+Bird_S/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Cholis_I/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Munoz_J/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Ali_Haimoud_Y/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Kamionkowski_M/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Kovetz_E/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Raccanelli_A/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Riess_A/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Clesse_S/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Garcia_Bellido_J/0/1/0/all/0/1
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GW150914 and its implications:
did LIGO detect a merger of two 
primordial black holes?

• What would be the merging rate of primordial 
black holes, if they are the bulk of the Dark 
Matter in the Universe?

Simeon Bird, Ilias Cholis, Julian B. Muñoz, Yacine Ali-Haïmoud, 
Marc Kamionkowski, Ely D. Kovetz, Alvise Raccanelli, Adam G. 
Riess, Phys. Rev. Lett. 116, 201301 (2016)

Sebastien Clesse, Juan García-Bellido, Physics of the Dark 
Universe 10 (2016) 002

M. Sasaki et al., Phys. Rev. Lett. 117, 061101 (2016) 3

FIG. 1. The PBH merger rate per halo as a function of
halo mass. The solid line shows the trend assuming the
concentration-mass relation from Ref. [27], and the dashed
line that from Ref. [26]. To guide the eye, the dot-dashed line
shows a constant BH merger rate per unit halo mass.

to be detectable by LIGO. This requirement imposes a
minimum impact parameter of roughly the Schwarzschild
radius. The fraction of BHs direct mergers is ⇠ v2/7 and
reaches a maximum of ⇠ 3% for v

pbh

= 2000 km s�1.
Thus, direct mergers are negligible. We also require that
once the binary is formed, the time until it merges (which
can be obtained from Ref. [29]) is less than a Hubble time.
The characteristic time it takes for a binary BH to merge
varies as a function of halo velocity dispersion. It can be
hours forM

vir

' 1012 M� or kyrs forM
vir

' 106 M�, and
is thus instantaneous on cosmological timescales. Given
the small size of the binary, and rapid time to merger,
we can neglect disruption of the binary by a third PBH
once formed. BH binaries can also form through non-
dissipative three-body encounters. The rate of these bi-
nary captures is non-negligible in small halos [19, 30],
but they generically lead to the formation of wide bina-
ries that will not be able to harden and merge within a
Hubble time. This formation mechanism should not af-
fect our LIGO rates. The merger rate is therefore equal
to the rate of binary BH formation, Eq. (8).

Fig. 1 shows the contribution to the merger rate,
Eq. (8), for two concentration-mass relations. As can
be seen, both concentration-mass relations give similar
results. An increase in halo mass produces an increased
PBH merger rate. However, less massive halos have a
higher concentration (since they are more likely to have
virialized earlier), so that the merger rate per unit mass
increases significantly as the halo mass is decreased.

To compute the expected LIGO event rate, we con-
volve the merger rate R per halo with the mass func-
tion dn/dM . Since the redshifts (z . 0.3) detectable by
LIGO are relatively low we will neglect redshift evolution
in the halo mass function. The total merger rate per unit

FIG. 2. The total PBH merger rate as a function of halo
mass. Dashed and dotted lines show di↵erent prescriptions
for the concentration-mass relation and halo mass function.

volume is then,

V =

Z
(dn/dM)(M)R(M) dM. (10)

Given the exponential fallo↵ of dn/dM at high masses,
despite the increased merger rate per halo suggested in
Fig. 1, the precise value of the upper limit of the inte-
grand does not a↵ect the final result.
At the lower limit, discreteness in the DM particles

becomes important, and the NFW profile is no longer a
good description of the halo profile. Furthermore, the
smallest halos will evaporate due to periodic ejection of
objects by dynamical relaxation processes. The evapora-
tion timescale is [33]

t
evap

⇡ (14N/ lnN ) [R
vir

/(C v
dm

)] , (11)

where N is the number of individual BHs in the halo, and
we assumed that the PBH mass is 30M�. For a halo of
mass 400M�, the velocity dispersion is 0.15 km sec�1,
and the evaporation timescale is ⇠ 3 Gyr. In prac-
tice, during matter domination, halos which have already
formed will grow continuously through mergers or accre-
tion. Evaporation will thus be compensated by the ad-
dition of new material, and as halos grow new halos will
form from mergers of smaller objects. However, during
dark-energy domination at z . 0.3, 3 Gyr ago, this pro-
cess slows down. Thus, we will neglect the signal from
halos with an evaporation timescale less than 3 Gyr, cor-
responding toM < 400M�. This is in any case 13 PBHs,
and close to the point where the NFW profile is no longer
valid.
The halo mass function dn/dM is computed using both

semi-analytic fits to N-body simulations and with an-
alytic approximations. Computing the merger rate in
the small halos discussed above requires us to extrapo-

Did LIGO detect dark matter?

Simeon Bird,⇤ Ilias Cholis, Julian B. Muñoz, Yacine Ali-Häımoud, Marc
Kamionkowski, Ely D. Kovetz, Alvise Raccanelli, and Adam G. Riess1

1Department of Physics and Astronomy, Johns Hopkins University,
3400 N. Charles St., Baltimore, MD 21218, USA

We consider the possibility that the black-hole (BH) binary detected by LIGO may be a signature
of dark matter. Interestingly enough, there remains a window for masses 20M� . Mbh . 100M�
where primordial black holes (PBHs) may constitute the dark matter. If two BHs in a galactic halo
pass su�ciently close, they radiate enough energy in gravitational waves to become gravitationally
bound. The bound BHs will rapidly spiral inward due to emission of gravitational radiation and
ultimately merge. Uncertainties in the rate for such events arise from our imprecise knowledge of the
phase-space structure of galactic halos on the smallest scales. Still, reasonable estimates span a range
that overlaps the 2 � 53 Gpc�3 yr�1 rate estimated from GW150914, thus raising the possibility
that LIGO has detected PBH dark matter. PBH mergers are likely to be distributed spatially
more like dark matter than luminous matter and have no optical nor neutrino counterparts. They
may be distinguished from mergers of BHs from more traditional astrophysical sources through the
observed mass spectrum, their high ellipticities, or their stochastic gravitational wave background.
Next generation experiments will be invaluable in performing these tests.

The nature of the dark matter (DM) is one of the
most longstanding and puzzling questions in physics.
Cosmological measurements have now determined with
exquisite precision the abundance of DM [1, 2], and from
both observations and numerical simulations we know
quite a bit about its distribution in Galactic halos. Still,
the nature of the DM remains a mystery. Given the ef-
ficacy with which weakly-interacting massive particles—
for many years the favored particle-theory explanation—
have eluded detection, it may be warranted to consider
other possibilities for DM. Primordial black holes (PBHs)
are one such possibility [3–6].

Here we consider whether the two ⇠ 30M� black holes
detected by LIGO [7] could plausibly be PBHs. There is
a window for PBHs to be DM if the BH mass is in the
range 20M� . M . 100M� [8, 9]. Lower masses are
excluded by microlensing surveys [10–12]. Higher masses
would disrupt wide binaries [9, 13, 14]. It has been ar-
gued that PBHs in this mass range are excluded by CMB
constraints [15, 16]. However, these constraints require
modeling of several complex physical processes, includ-
ing the accretion of gas onto a moving BH, the conversion
of the accreted mass to a luminosity, the self-consistent
feedback of the BH radiation on the accretion process,
and the deposition of the radiated energy as heat in the
photon-baryon plasma. A significant (and di�cult to
quantify) uncertainty should therefore be associated with
this upper limit [17], and it seems worthwhile to exam-
ine whether PBHs in this mass range could have other
observational consequences.

In this Letter, we show that if DM consists of ⇠ 30 M�
BHs, then the rate for mergers of such PBHs falls within
the merger rate inferred from GW150914. In any galactic
halo, there is a chance two BHs will undergo a hard scat-
ter, lose energy to a soft gravitational wave (GW) burst
and become gravitationally bound. This BH binary will

merge via emission of GWs in less than a Hubble time.1

Below we first estimate roughly the rate of such mergers
and then present the results of more detailed calcula-
tions. We discuss uncertainties in the calculation and
some possible ways to distinguish PBHs from BH bina-
ries from more traditional astrophysical sources.
Consider two PBHs approaching each other on a hy-

perbolic orbit with some impact parameter and relative
velocity v

pbh

. As the PBHs near each other, they pro-
duce a time-varying quadrupole moment and thus GW
emission. The PBH pair becomes gravitationally bound
if the GW emission exceeds the initial kinetic energy. The
cross section for this process is [19, 20],

� = ⇡

✓
85⇡

3

◆
2/7

R2

s

⇣v
pbh

c

⌘�18/7

= 1.37⇥ 10�14 M2

30

v�18/7
pbh�200

pc2, (1)

where M
pbh

is the PBH mass, and M
30

the PBH mass
in units of 30M�, Rs = 2GM

pbh

/c2 is its Schwarzschild
radius, v

pbh

is the relative velocity of two PBHs, and
v
pbh�200

is this velocity in units of 200 km sec�1.
We begin with a rough but simple and illustrative es-

timate of the rate per unit volume of such mergers. Sup-
pose that all DM in the Universe resided in Milky-Way
like halos of mass M = M

12

1012 M� and uniform mass
density ⇢ = 0.002 ⇢

0.002 M� pc�3 with ⇢
0.002 ⇠ 1. As-

suming a uniform-density halo of volume V = M/⇢, the
rate of mergers per halo would be

N ' (1/2)V (⇢/M
pbh

)2�v

' 3.10⇥ 10�12 M
12

⇢
0.002 v

�11/7
pbh�200

yr�1 . (2)

1 In our analysis, PBH binaries are formed inside halos at z = 0.
Ref. [18] considered instead binaries which form at early times
and merge over a Hubble time.
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The relative velocity v
pbh�200

is specified by a character-
istic halo velocity. The mean cosmic DM mass density is
⇢
dm

' 3.6 ⇥ 1010 M� Mpc�3, and so the spatial density
of halos is n ' 0.036M�1

12

Mpc�3. The rate per unit
comoving volume in the Universe is thus

� ' 1.1⇥ 10�4 ⇢
0.002 v

�11/7
pbh�200

Gpc�3 yr�1. (3)

The normalized halo mass M
12

drops out, as it should.
The merger rate per unit volume also does not depend
on the PBH mass, as the capture cross section scales like
M2

pbh

.

This rate is small compared with the 2�53 Gpc�3 yr�1

estimated by LIGO for a population of ⇠ 30M��30M�
mergers [21], but it is a very conservative estimate. As
Eq. (3) indicates, the merger rate is higher in higher-
density regions and in regions of lower DM velocity dis-
persion. The DM in Milky-Way like halos is known from
simulations [22] and analytic models [23] to have sub-
structure, regions of higher density and lower velocity
dispersion. DM halos also have a broad mass spectrum,
extending to very low masses where the densities can be-
come far higher, and velocity dispersion far lower, than
in the Milky Way. To get a very rough estimate of the
conceivable increase in the PBH merger rate due to these
smaller-scale structures, we can replace ⇢ and v in Eq. (3)
by the values they would have had in the earliest gener-
ation of collapsed objects, where the DM densities were
largest and velocity dispersions smallest. If the primor-
dial power spectrum is nearly scale invariant, then gravi-
tationally bound halos of mass Mc ⇠ 500 M�, for exam-
ple, will form at redshift zc ' 28 � log

10

(Mc/500M�).
These objects will have virial velocities v ' 0.2 km sec�1

and densities ⇢ ' 0.24 M� pc�3 [24]. Using these values
in Eq. (3) increases the merger rate per unit volume to

� ' 700Gpc�3 yr�1. (4)

This would be the merger rate if all the DM resided in the
smallest haloes. Clearly, this is not true by the present
day; substructures are at least partially stripped as they
merge to form larger objects, and so Eq. (4) should be
viewed as a conservative upper limit.

Having demonstrated that rough estimates contain the
merger-rate range 2�53 Gpc�3 yr�1 suggested by LIGO,
we now turn to more careful estimates of the PBH merger
rate. As Eq. (3) suggests, the merger rate will depend on
a density-weighted average, over the entire cosmic DM

distribution, of ⇢
0.002v

�11/7
pbh�200

. To perform this average,
we will (a) assume that DM is distributed within galac-
tic halos with a Navarro-Frenk-White (NFW) profile [25]
with concentration parameters inferred from simulations;
and (b) try several halo mass functions taken from the
literature for the distribution of halos.

The PBH merger rate R within each halo can be com-

puted using

R = 4⇡

Z Rvir

0

r2
1

2

✓
⇢
nfw

(r)

M
pbh

◆
2

h�v
pbh

i dr (5)

where ⇢
nfw

(r) = ⇢s
⇥
(r/Rs)(1 + r/Rs)2

⇤�1

is the NFW
density profile with characteristic radius rs and char-
acteristic density ⇢s. R

vir

is the virial radius at which
the NFW profile reaches a value 200 times the comoving
mean cosmic density and is cuto↵. The angle brackets
denote an average over the PBH relative velocity dis-
tribution in the halo. The merger cross section � is
given by Eq. (1). We define the concentration param-
eter C = R

vir

/Rs. To determine the profile of each halo,
we require C as a function of halo mass M . We will
use the concentration-mass relations fit to DM N-body
simulations by both Ref. [26] and Ref. [27].
We now turn to the average of the cross section times

relative velocity. The one-dimensional velocity dispersion
of a halo is defined in terms of the escape velocity at
radius R

max

= 2.1626Rs, the radius of the maximum
circular velocity of the halo. i.e.,

v
dm

=

s
GM(r < r

max

)

r
max

=
v
virp
2

s
C

Cm

g(Cm)

g(C)
, (6)

where g(C) = ln(1+C)�C/(1+C), and Cm = 2.1626 =
R

max

/Rs. We approximate the relative velocity distri-
bution of PBHs within a halo as a Maxwell-Boltzmann
(MB) distribution with a cuto↵ at the virial velocity. i.e.,

P (v
pbh

) = F
0

"
exp

 
�
v2
pbh

v2
dm

!
� exp

✓
� v2

vir

v2
dm

◆#
, (7)

where F
0

is chosen so that 4⇡
R vvir
0

P (v)v2dv = 1. This
model provides a reasonable match to N-body simula-
tions, at least for the velocities substantially less than
than the virial velocity which dominate the merger rate
(e.g., Ref. [28]). Since the cross-section is independent
of radius, we can integrate the NFW profile to find the
merger rate in any halo:

R =

✓
85⇡
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2/7 9G2M2
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s
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1� 1

(1 + C)3

◆
D(v

dm

)

g(C)2
,

(8)

where

D(v
dm

) =

Z vvir

0

P (v, v
dm

)

✓
2v

c

◆
3/7

dv, (9)

comes from Eq. (7).
Eq. (1) gives the cross section for two PBHs to form a

binary. However, if the binary is to produce an observ-
able GW signal, these two PBHs must orbit and inspiral;
a direct collision, lacking an inspiral phase, is unlikely

3

FIG. 1. The PBH merger rate per halo as a function of
halo mass. The solid line shows the trend assuming the
concentration-mass relation from Ref. [27], and the dashed
line that from Ref. [26]. To guide the eye, the dot-dashed line
shows a constant BH merger rate per unit halo mass.

to be detectable by LIGO. This requirement imposes a
minimum impact parameter of roughly the Schwarzschild
radius. The fraction of BHs direct mergers is ⇠ v2/7 and
reaches a maximum of ⇠ 3% for v

pbh

= 2000 km s�1.
Thus, direct mergers are negligible. We also require that
once the binary is formed, the time until it merges (which
can be obtained from Ref. [29]) is less than a Hubble time.
The characteristic time it takes for a binary BH to merge
varies as a function of halo velocity dispersion. It can be
hours forM

vir

' 1012 M� or kyrs forM
vir

' 106 M�, and
is thus instantaneous on cosmological timescales. Given
the small size of the binary, and rapid time to merger,
we can neglect disruption of the binary by a third PBH
once formed. BH binaries can also form through non-
dissipative three-body encounters. The rate of these bi-
nary captures is non-negligible in small halos [19, 30],
but they generically lead to the formation of wide bina-
ries that will not be able to harden and merge within a
Hubble time. This formation mechanism should not af-
fect our LIGO rates. The merger rate is therefore equal
to the rate of binary BH formation, Eq. (8).

Fig. 1 shows the contribution to the merger rate,
Eq. (8), for two concentration-mass relations. As can
be seen, both concentration-mass relations give similar
results. An increase in halo mass produces an increased
PBH merger rate. However, less massive halos have a
higher concentration (since they are more likely to have
virialized earlier), so that the merger rate per unit mass
increases significantly as the halo mass is decreased.

To compute the expected LIGO event rate, we con-
volve the merger rate R per halo with the mass func-
tion dn/dM . Since the redshifts (z . 0.3) detectable by
LIGO are relatively low we will neglect redshift evolution
in the halo mass function. The total merger rate per unit

FIG. 2. The total PBH merger rate as a function of halo
mass. Dashed and dotted lines show di↵erent prescriptions
for the concentration-mass relation and halo mass function.

volume is then,

V =

Z
(dn/dM)(M)R(M) dM. (10)

Given the exponential fallo↵ of dn/dM at high masses,
despite the increased merger rate per halo suggested in
Fig. 1, the precise value of the upper limit of the inte-
grand does not a↵ect the final result.
At the lower limit, discreteness in the DM particles

becomes important, and the NFW profile is no longer a
good description of the halo profile. Furthermore, the
smallest halos will evaporate due to periodic ejection of
objects by dynamical relaxation processes. The evapora-
tion timescale is [33]

t
evap

⇡ (14N/ lnN ) [R
vir

/(C v
dm

)] , (11)

where N is the number of individual BHs in the halo, and
we assumed that the PBH mass is 30M�. For a halo of
mass 400M�, the velocity dispersion is 0.15 km sec�1,
and the evaporation timescale is ⇠ 3 Gyr. In prac-
tice, during matter domination, halos which have already
formed will grow continuously through mergers or accre-
tion. Evaporation will thus be compensated by the ad-
dition of new material, and as halos grow new halos will
form from mergers of smaller objects. However, during
dark-energy domination at z . 0.3, 3 Gyr ago, this pro-
cess slows down. Thus, we will neglect the signal from
halos with an evaporation timescale less than 3 Gyr, cor-
responding toM < 400M�. This is in any case 13 PBHs,
and close to the point where the NFW profile is no longer
valid.
The halo mass function dn/dM is computed using both

semi-analytic fits to N-body simulations and with an-
alytic approximations. Computing the merger rate in
the small halos discussed above requires us to extrapo-

4

late both the halo mass function and the concentration-
mass relation around six orders of magnitude in mass be-
yond the smallest halos present in the calibration simula-
tions. High-resolution simulations of 10�4M� cold dark
matter micro-halos [31, 32] suggest that our assumed
concentration-mass relations underestimate the internal
density of these halos, making our rates conservative.

The mass functions depend on the halo mass through
the perturbation amplitude �(R

vir

) at the virial radius
R

vir

of a given halo. Due to the scale invariance of the
window functions on small scales, �(R

vir

) varies only by a
factor of two between M

vir

= 109 M� and 103 M�. Thus
the extrapolation in the mass function is less severe than
it looks. We also note that the scale-invariant nature of
the initial conditions suggests that the shape of the halo
mass function should not evolve unduly until it reaches
the scale of the PBH mass, or evaporation cuto↵.

To quantify the uncertainty induced by the dn/dM ex-
trapolation, we obtained results with two di↵erent mass
functions: the classic analytic Press-Schechter calcula-
tion [34] and one calibrated to numerical simulations
from Tinker et al. [35]. The agreement between the
two small-scale behaviors suggests that extrapolating the
mass functions is not as blind as it might otherwise seem.
We also include a third mass function, due to Jenkins et.
al. [36], that includes an artificial small-scale mass cuto↵
at a halo mass M

vir

⇠ 106 M�. This cuto↵ is inserted
to roughly model the mass function arising if there is
no power on scales smaller than those currently probed
observationally. We include it to provide a very conser-
vative lower limit to the merger rate if, for some reason,
small-scale power were suppressed. We do not, however,
consider it likely that this mass function accurately rep-
resents the distribution of halo masses in our Universe.

Fig. 2 shows the merger rate per logarithmic interval
in halo mass. In all cases, halos with M

vir

. 109 M�
dominate the signal, due to the increase in concentra-
tion and decrease in velocity dispersion with smaller halo
masses. The Tinker mass function, which asymptotes to
a constant number density for small masses, produces the
most mergers. Press-Schechter has ⇠ 50% fewer events
in small halos, while the Jenkins mass function results
in merger rates nearly four orders of magnitude smaller
(and in rough agreement with Eq. (3)).

We integrate the curves in Fig. 2 to compute the total
merger rate V. All mass functions give a similar result,
⇠ (3 ± 1) ⇥ 10�4 Gpc�3 yr�1, from halos of masses &
109 M�, representing for the Tinker and Press-Schechter
mass function a small fraction of the events. When we
include all halos with M

vir

> 400M�, the number of
events increases dramatically, and depends strongly on
the lower cuto↵ mass Mc for the halo mass. Both the
Press-Schechter and Tinker mass functions are for small
halos linear in the integrated perturbation amplitude /
1/�(R

vir

) at the virial radius R
vir

of the collapsing halo.
In small halos, 1/�(R

vir

) is roughly constant. Thus for a

mass function MF(�), we have

(dn/dM) ⇠ (C log �/dM) [MF(�)/M
vir

] ⇠ M�2

vir

. (12)

The concentration is also a function of 1/�(R
vir

) and it
too becomes roughly constant for small masses. Assum-
ing a constant concentration, the merger rate per halo
scales as R ⇠ M10/21. Thus, Eq. (10) suggests that

V ⇠ M�11/21
c . This compares well to numerical di↵eren-

tiation of Fig. 2, which yields V ⇠ M�0.51
c .

The integrated merger rate is thus

V = 2 f(Mc/400M�)
�11/21 Gpc�3 yr�1, (13)

with f ' 1 for the Tinker mass function, and f ' 0.6
for the Press-Schechter mass function (the Jenkins mass
function results in an event rate V ' 0.02 Gpc�3 yr�1,
independent of Mc . 106M�).
A variety of astrophysical processes may alter the mass

function in some halos, especially within the dwarf galaxy
range, 109 � 1010M�. However, halos with M

vir

.
109 M� are too small to form stars against the ther-
mal pressure of the ionized intergalactic medium [37] and
are thus unlikely to be a↵ected by these astrophysical
processes. Inclusion of galactic substructure, which our
calculation neglects, should boost the results. However,
since the event rate is dominated by the smallest halos,
which should have little substructure, we expect this to
make negligible di↵erence to our final result.
There is also the issue of the NFW density profile as-

sumed. The results are fairly insensitive to the detailed
density profile as long as the slope of the density profile
varies no more rapidly than r�1 as r ! 0. For example,
suppose we replace the NFW profile with the Einasto
profile [38],

⇢(R) = ⇢
0

exp

✓
� 2

↵

✓
R

R
s

◆↵

� 1

�◆
(14)

with ↵ = 0.18, which has a core as r ! 0. The reduction
in the merger rate as r ! 0 is more than compensated
by an increased merger rate at larger radii leading to a
total merger rate that is raised by 50% relative to NFW,
to ⇠ 3 Gpc�3 yr�1.
Our assumption of an isotropic MB-like velocity dis-

tribution in the halo may also underestimate the correct
answer, as any other velocity distribution would have
lower entropy and thus larger averaged v�11/7. Finally,
the discreteness of PBH DM will provide some Poisson
enhancement of power on ⇠ 400M� scales. More small-
scale power would probably lead to an enhancement of
the event rate beyond Eq. (13).
The recent LIGO detection of two merging ⇠ 30M�

black holes suggests a 90% C.L. event rate [21] of 2 �
53 Gpc�3 yr�1 if all mergers have the masses and emit-
ted energy of GW150914. It is interesting that—although
there are theoretical uncertainties—our best estimates of
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GW150914 and its implications:
did LIGO detect a merger of two 
primordial black holes?

• What would be the merging rate of primordial 
black holes, if they are the bulk of the Dark 
Matter in the Universe?

Simeon Bird, Ilias Cholis, Julian B. Muñoz, Yacine Ali-Haïmoud, 
Marc Kamionkowski, Ely D. Kovetz, Alvise Raccanelli, Adam G. 
Riess, Phys. Rev. Lett. 116, 201301 (2016)

Sebastien Clesse, Juan García-Bellido, Physics of the Dark 
Universe 10 (2016) 002

M. Sasaki et al., Phys. Rev. Lett. 117, 061101 (2016) 3

FIG. 1. The PBH merger rate per halo as a function of
halo mass. The solid line shows the trend assuming the
concentration-mass relation from Ref. [27], and the dashed
line that from Ref. [26]. To guide the eye, the dot-dashed line
shows a constant BH merger rate per unit halo mass.

to be detectable by LIGO. This requirement imposes a
minimum impact parameter of roughly the Schwarzschild
radius. The fraction of BHs direct mergers is ⇠ v2/7 and
reaches a maximum of ⇠ 3% for v

pbh

= 2000 km s�1.
Thus, direct mergers are negligible. We also require that
once the binary is formed, the time until it merges (which
can be obtained from Ref. [29]) is less than a Hubble time.
The characteristic time it takes for a binary BH to merge
varies as a function of halo velocity dispersion. It can be
hours forM

vir

' 1012 M� or kyrs forM
vir

' 106 M�, and
is thus instantaneous on cosmological timescales. Given
the small size of the binary, and rapid time to merger,
we can neglect disruption of the binary by a third PBH
once formed. BH binaries can also form through non-
dissipative three-body encounters. The rate of these bi-
nary captures is non-negligible in small halos [19, 30],
but they generically lead to the formation of wide bina-
ries that will not be able to harden and merge within a
Hubble time. This formation mechanism should not af-
fect our LIGO rates. The merger rate is therefore equal
to the rate of binary BH formation, Eq. (8).

Fig. 1 shows the contribution to the merger rate,
Eq. (8), for two concentration-mass relations. As can
be seen, both concentration-mass relations give similar
results. An increase in halo mass produces an increased
PBH merger rate. However, less massive halos have a
higher concentration (since they are more likely to have
virialized earlier), so that the merger rate per unit mass
increases significantly as the halo mass is decreased.

To compute the expected LIGO event rate, we con-
volve the merger rate R per halo with the mass func-
tion dn/dM . Since the redshifts (z . 0.3) detectable by
LIGO are relatively low we will neglect redshift evolution
in the halo mass function. The total merger rate per unit

FIG. 2. The total PBH merger rate as a function of halo
mass. Dashed and dotted lines show di↵erent prescriptions
for the concentration-mass relation and halo mass function.

volume is then,

V =

Z
(dn/dM)(M)R(M) dM. (10)

Given the exponential fallo↵ of dn/dM at high masses,
despite the increased merger rate per halo suggested in
Fig. 1, the precise value of the upper limit of the inte-
grand does not a↵ect the final result.
At the lower limit, discreteness in the DM particles

becomes important, and the NFW profile is no longer a
good description of the halo profile. Furthermore, the
smallest halos will evaporate due to periodic ejection of
objects by dynamical relaxation processes. The evapora-
tion timescale is [33]

t
evap

⇡ (14N/ lnN ) [R
vir

/(C v
dm

)] , (11)

where N is the number of individual BHs in the halo, and
we assumed that the PBH mass is 30M�. For a halo of
mass 400M�, the velocity dispersion is 0.15 km sec�1,
and the evaporation timescale is ⇠ 3 Gyr. In prac-
tice, during matter domination, halos which have already
formed will grow continuously through mergers or accre-
tion. Evaporation will thus be compensated by the ad-
dition of new material, and as halos grow new halos will
form from mergers of smaller objects. However, during
dark-energy domination at z . 0.3, 3 Gyr ago, this pro-
cess slows down. Thus, we will neglect the signal from
halos with an evaporation timescale less than 3 Gyr, cor-
responding toM < 400M�. This is in any case 13 PBHs,
and close to the point where the NFW profile is no longer
valid.
The halo mass function dn/dM is computed using both

semi-analytic fits to N-body simulations and with an-
alytic approximations. Computing the merger rate in
the small halos discussed above requires us to extrapo-

Did LIGO detect dark matter?

Simeon Bird,⇤ Ilias Cholis, Julian B. Muñoz, Yacine Ali-Häımoud, Marc
Kamionkowski, Ely D. Kovetz, Alvise Raccanelli, and Adam G. Riess1

1Department of Physics and Astronomy, Johns Hopkins University,
3400 N. Charles St., Baltimore, MD 21218, USA

We consider the possibility that the black-hole (BH) binary detected by LIGO may be a signature
of dark matter. Interestingly enough, there remains a window for masses 20M� . Mbh . 100M�
where primordial black holes (PBHs) may constitute the dark matter. If two BHs in a galactic halo
pass su�ciently close, they radiate enough energy in gravitational waves to become gravitationally
bound. The bound BHs will rapidly spiral inward due to emission of gravitational radiation and
ultimately merge. Uncertainties in the rate for such events arise from our imprecise knowledge of the
phase-space structure of galactic halos on the smallest scales. Still, reasonable estimates span a range
that overlaps the 2 � 53 Gpc�3 yr�1 rate estimated from GW150914, thus raising the possibility
that LIGO has detected PBH dark matter. PBH mergers are likely to be distributed spatially
more like dark matter than luminous matter and have no optical nor neutrino counterparts. They
may be distinguished from mergers of BHs from more traditional astrophysical sources through the
observed mass spectrum, their high ellipticities, or their stochastic gravitational wave background.
Next generation experiments will be invaluable in performing these tests.

The nature of the dark matter (DM) is one of the
most longstanding and puzzling questions in physics.
Cosmological measurements have now determined with
exquisite precision the abundance of DM [1, 2], and from
both observations and numerical simulations we know
quite a bit about its distribution in Galactic halos. Still,
the nature of the DM remains a mystery. Given the ef-
ficacy with which weakly-interacting massive particles—
for many years the favored particle-theory explanation—
have eluded detection, it may be warranted to consider
other possibilities for DM. Primordial black holes (PBHs)
are one such possibility [3–6].

Here we consider whether the two ⇠ 30M� black holes
detected by LIGO [7] could plausibly be PBHs. There is
a window for PBHs to be DM if the BH mass is in the
range 20M� . M . 100M� [8, 9]. Lower masses are
excluded by microlensing surveys [10–12]. Higher masses
would disrupt wide binaries [9, 13, 14]. It has been ar-
gued that PBHs in this mass range are excluded by CMB
constraints [15, 16]. However, these constraints require
modeling of several complex physical processes, includ-
ing the accretion of gas onto a moving BH, the conversion
of the accreted mass to a luminosity, the self-consistent
feedback of the BH radiation on the accretion process,
and the deposition of the radiated energy as heat in the
photon-baryon plasma. A significant (and di�cult to
quantify) uncertainty should therefore be associated with
this upper limit [17], and it seems worthwhile to exam-
ine whether PBHs in this mass range could have other
observational consequences.

In this Letter, we show that if DM consists of ⇠ 30 M�
BHs, then the rate for mergers of such PBHs falls within
the merger rate inferred from GW150914. In any galactic
halo, there is a chance two BHs will undergo a hard scat-
ter, lose energy to a soft gravitational wave (GW) burst
and become gravitationally bound. This BH binary will

merge via emission of GWs in less than a Hubble time.1

Below we first estimate roughly the rate of such mergers
and then present the results of more detailed calcula-
tions. We discuss uncertainties in the calculation and
some possible ways to distinguish PBHs from BH bina-
ries from more traditional astrophysical sources.
Consider two PBHs approaching each other on a hy-

perbolic orbit with some impact parameter and relative
velocity v

pbh

. As the PBHs near each other, they pro-
duce a time-varying quadrupole moment and thus GW
emission. The PBH pair becomes gravitationally bound
if the GW emission exceeds the initial kinetic energy. The
cross section for this process is [19, 20],

� = ⇡

✓
85⇡

3

◆
2/7

R2

s

⇣v
pbh

c

⌘�18/7

= 1.37⇥ 10�14 M2

30

v�18/7
pbh�200

pc2, (1)

where M
pbh

is the PBH mass, and M
30

the PBH mass
in units of 30M�, Rs = 2GM

pbh

/c2 is its Schwarzschild
radius, v

pbh

is the relative velocity of two PBHs, and
v
pbh�200

is this velocity in units of 200 km sec�1.
We begin with a rough but simple and illustrative es-

timate of the rate per unit volume of such mergers. Sup-
pose that all DM in the Universe resided in Milky-Way
like halos of mass M = M

12

1012 M� and uniform mass
density ⇢ = 0.002 ⇢

0.002 M� pc�3 with ⇢
0.002 ⇠ 1. As-

suming a uniform-density halo of volume V = M/⇢, the
rate of mergers per halo would be

N ' (1/2)V (⇢/M
pbh

)2�v

' 3.10⇥ 10�12 M
12

⇢
0.002 v

�11/7
pbh�200

yr�1 . (2)

1 In our analysis, PBH binaries are formed inside halos at z = 0.
Ref. [18] considered instead binaries which form at early times
and merge over a Hubble time.
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The relative velocity v
pbh�200

is specified by a character-
istic halo velocity. The mean cosmic DM mass density is
⇢
dm

' 3.6 ⇥ 1010 M� Mpc�3, and so the spatial density
of halos is n ' 0.036M�1

12

Mpc�3. The rate per unit
comoving volume in the Universe is thus

� ' 1.1⇥ 10�4 ⇢
0.002 v

�11/7
pbh�200

Gpc�3 yr�1. (3)

The normalized halo mass M
12

drops out, as it should.
The merger rate per unit volume also does not depend
on the PBH mass, as the capture cross section scales like
M2

pbh

.

This rate is small compared with the 2�53 Gpc�3 yr�1

estimated by LIGO for a population of ⇠ 30M��30M�
mergers [21], but it is a very conservative estimate. As
Eq. (3) indicates, the merger rate is higher in higher-
density regions and in regions of lower DM velocity dis-
persion. The DM in Milky-Way like halos is known from
simulations [22] and analytic models [23] to have sub-
structure, regions of higher density and lower velocity
dispersion. DM halos also have a broad mass spectrum,
extending to very low masses where the densities can be-
come far higher, and velocity dispersion far lower, than
in the Milky Way. To get a very rough estimate of the
conceivable increase in the PBH merger rate due to these
smaller-scale structures, we can replace ⇢ and v in Eq. (3)
by the values they would have had in the earliest gener-
ation of collapsed objects, where the DM densities were
largest and velocity dispersions smallest. If the primor-
dial power spectrum is nearly scale invariant, then gravi-
tationally bound halos of mass Mc ⇠ 500 M�, for exam-
ple, will form at redshift zc ' 28 � log

10

(Mc/500M�).
These objects will have virial velocities v ' 0.2 km sec�1

and densities ⇢ ' 0.24 M� pc�3 [24]. Using these values
in Eq. (3) increases the merger rate per unit volume to

� ' 700Gpc�3 yr�1. (4)

This would be the merger rate if all the DM resided in the
smallest haloes. Clearly, this is not true by the present
day; substructures are at least partially stripped as they
merge to form larger objects, and so Eq. (4) should be
viewed as a conservative upper limit.

Having demonstrated that rough estimates contain the
merger-rate range 2�53 Gpc�3 yr�1 suggested by LIGO,
we now turn to more careful estimates of the PBH merger
rate. As Eq. (3) suggests, the merger rate will depend on
a density-weighted average, over the entire cosmic DM

distribution, of ⇢
0.002v

�11/7
pbh�200

. To perform this average,
we will (a) assume that DM is distributed within galac-
tic halos with a Navarro-Frenk-White (NFW) profile [25]
with concentration parameters inferred from simulations;
and (b) try several halo mass functions taken from the
literature for the distribution of halos.

The PBH merger rate R within each halo can be com-

puted using

R = 4⇡

Z Rvir

0

r2
1

2

✓
⇢
nfw

(r)

M
pbh

◆
2

h�v
pbh

i dr (5)

where ⇢
nfw

(r) = ⇢s
⇥
(r/Rs)(1 + r/Rs)2

⇤�1

is the NFW
density profile with characteristic radius rs and char-
acteristic density ⇢s. R

vir

is the virial radius at which
the NFW profile reaches a value 200 times the comoving
mean cosmic density and is cuto↵. The angle brackets
denote an average over the PBH relative velocity dis-
tribution in the halo. The merger cross section � is
given by Eq. (1). We define the concentration param-
eter C = R

vir

/Rs. To determine the profile of each halo,
we require C as a function of halo mass M . We will
use the concentration-mass relations fit to DM N-body
simulations by both Ref. [26] and Ref. [27].
We now turn to the average of the cross section times

relative velocity. The one-dimensional velocity dispersion
of a halo is defined in terms of the escape velocity at
radius R

max

= 2.1626Rs, the radius of the maximum
circular velocity of the halo. i.e.,

v
dm

=

s
GM(r < r

max

)

r
max

=
v
virp
2

s
C

Cm

g(Cm)

g(C)
, (6)

where g(C) = ln(1+C)�C/(1+C), and Cm = 2.1626 =
R

max

/Rs. We approximate the relative velocity distri-
bution of PBHs within a halo as a Maxwell-Boltzmann
(MB) distribution with a cuto↵ at the virial velocity. i.e.,

P (v
pbh

) = F
0

"
exp

 
�
v2
pbh

v2
dm

!
� exp

✓
� v2

vir

v2
dm

◆#
, (7)

where F
0

is chosen so that 4⇡
R vvir
0

P (v)v2dv = 1. This
model provides a reasonable match to N-body simula-
tions, at least for the velocities substantially less than
than the virial velocity which dominate the merger rate
(e.g., Ref. [28]). Since the cross-section is independent
of radius, we can integrate the NFW profile to find the
merger rate in any halo:

R =

✓
85⇡

12
p
2

◆
2/7 9G2M2

vir

cR3

s

✓
1� 1

(1 + C)3

◆
D(v

dm

)

g(C)2
,

(8)

where

D(v
dm

) =

Z vvir

0

P (v, v
dm

)

✓
2v

c

◆
3/7

dv, (9)

comes from Eq. (7).
Eq. (1) gives the cross section for two PBHs to form a

binary. However, if the binary is to produce an observ-
able GW signal, these two PBHs must orbit and inspiral;
a direct collision, lacking an inspiral phase, is unlikely

3

FIG. 1. The PBH merger rate per halo as a function of
halo mass. The solid line shows the trend assuming the
concentration-mass relation from Ref. [27], and the dashed
line that from Ref. [26]. To guide the eye, the dot-dashed line
shows a constant BH merger rate per unit halo mass.

to be detectable by LIGO. This requirement imposes a
minimum impact parameter of roughly the Schwarzschild
radius. The fraction of BHs direct mergers is ⇠ v2/7 and
reaches a maximum of ⇠ 3% for v

pbh

= 2000 km s�1.
Thus, direct mergers are negligible. We also require that
once the binary is formed, the time until it merges (which
can be obtained from Ref. [29]) is less than a Hubble time.
The characteristic time it takes for a binary BH to merge
varies as a function of halo velocity dispersion. It can be
hours forM

vir

' 1012 M� or kyrs forM
vir

' 106 M�, and
is thus instantaneous on cosmological timescales. Given
the small size of the binary, and rapid time to merger,
we can neglect disruption of the binary by a third PBH
once formed. BH binaries can also form through non-
dissipative three-body encounters. The rate of these bi-
nary captures is non-negligible in small halos [19, 30],
but they generically lead to the formation of wide bina-
ries that will not be able to harden and merge within a
Hubble time. This formation mechanism should not af-
fect our LIGO rates. The merger rate is therefore equal
to the rate of binary BH formation, Eq. (8).

Fig. 1 shows the contribution to the merger rate,
Eq. (8), for two concentration-mass relations. As can
be seen, both concentration-mass relations give similar
results. An increase in halo mass produces an increased
PBH merger rate. However, less massive halos have a
higher concentration (since they are more likely to have
virialized earlier), so that the merger rate per unit mass
increases significantly as the halo mass is decreased.

To compute the expected LIGO event rate, we con-
volve the merger rate R per halo with the mass func-
tion dn/dM . Since the redshifts (z . 0.3) detectable by
LIGO are relatively low we will neglect redshift evolution
in the halo mass function. The total merger rate per unit

FIG. 2. The total PBH merger rate as a function of halo
mass. Dashed and dotted lines show di↵erent prescriptions
for the concentration-mass relation and halo mass function.

volume is then,

V =

Z
(dn/dM)(M)R(M) dM. (10)

Given the exponential fallo↵ of dn/dM at high masses,
despite the increased merger rate per halo suggested in
Fig. 1, the precise value of the upper limit of the inte-
grand does not a↵ect the final result.
At the lower limit, discreteness in the DM particles

becomes important, and the NFW profile is no longer a
good description of the halo profile. Furthermore, the
smallest halos will evaporate due to periodic ejection of
objects by dynamical relaxation processes. The evapora-
tion timescale is [33]

t
evap

⇡ (14N/ lnN ) [R
vir

/(C v
dm

)] , (11)

where N is the number of individual BHs in the halo, and
we assumed that the PBH mass is 30M�. For a halo of
mass 400M�, the velocity dispersion is 0.15 km sec�1,
and the evaporation timescale is ⇠ 3 Gyr. In prac-
tice, during matter domination, halos which have already
formed will grow continuously through mergers or accre-
tion. Evaporation will thus be compensated by the ad-
dition of new material, and as halos grow new halos will
form from mergers of smaller objects. However, during
dark-energy domination at z . 0.3, 3 Gyr ago, this pro-
cess slows down. Thus, we will neglect the signal from
halos with an evaporation timescale less than 3 Gyr, cor-
responding toM < 400M�. This is in any case 13 PBHs,
and close to the point where the NFW profile is no longer
valid.
The halo mass function dn/dM is computed using both

semi-analytic fits to N-body simulations and with an-
alytic approximations. Computing the merger rate in
the small halos discussed above requires us to extrapo-

4

late both the halo mass function and the concentration-
mass relation around six orders of magnitude in mass be-
yond the smallest halos present in the calibration simula-
tions. High-resolution simulations of 10�4M� cold dark
matter micro-halos [31, 32] suggest that our assumed
concentration-mass relations underestimate the internal
density of these halos, making our rates conservative.

The mass functions depend on the halo mass through
the perturbation amplitude �(R

vir

) at the virial radius
R

vir

of a given halo. Due to the scale invariance of the
window functions on small scales, �(R

vir

) varies only by a
factor of two between M

vir

= 109 M� and 103 M�. Thus
the extrapolation in the mass function is less severe than
it looks. We also note that the scale-invariant nature of
the initial conditions suggests that the shape of the halo
mass function should not evolve unduly until it reaches
the scale of the PBH mass, or evaporation cuto↵.

To quantify the uncertainty induced by the dn/dM ex-
trapolation, we obtained results with two di↵erent mass
functions: the classic analytic Press-Schechter calcula-
tion [34] and one calibrated to numerical simulations
from Tinker et al. [35]. The agreement between the
two small-scale behaviors suggests that extrapolating the
mass functions is not as blind as it might otherwise seem.
We also include a third mass function, due to Jenkins et.
al. [36], that includes an artificial small-scale mass cuto↵
at a halo mass M

vir

⇠ 106 M�. This cuto↵ is inserted
to roughly model the mass function arising if there is
no power on scales smaller than those currently probed
observationally. We include it to provide a very conser-
vative lower limit to the merger rate if, for some reason,
small-scale power were suppressed. We do not, however,
consider it likely that this mass function accurately rep-
resents the distribution of halo masses in our Universe.

Fig. 2 shows the merger rate per logarithmic interval
in halo mass. In all cases, halos with M

vir

. 109 M�
dominate the signal, due to the increase in concentra-
tion and decrease in velocity dispersion with smaller halo
masses. The Tinker mass function, which asymptotes to
a constant number density for small masses, produces the
most mergers. Press-Schechter has ⇠ 50% fewer events
in small halos, while the Jenkins mass function results
in merger rates nearly four orders of magnitude smaller
(and in rough agreement with Eq. (3)).

We integrate the curves in Fig. 2 to compute the total
merger rate V. All mass functions give a similar result,
⇠ (3 ± 1) ⇥ 10�4 Gpc�3 yr�1, from halos of masses &
109 M�, representing for the Tinker and Press-Schechter
mass function a small fraction of the events. When we
include all halos with M

vir

> 400M�, the number of
events increases dramatically, and depends strongly on
the lower cuto↵ mass Mc for the halo mass. Both the
Press-Schechter and Tinker mass functions are for small
halos linear in the integrated perturbation amplitude /
1/�(R

vir

) at the virial radius R
vir

of the collapsing halo.
In small halos, 1/�(R

vir

) is roughly constant. Thus for a

mass function MF(�), we have

(dn/dM) ⇠ (C log �/dM) [MF(�)/M
vir

] ⇠ M�2

vir

. (12)

The concentration is also a function of 1/�(R
vir

) and it
too becomes roughly constant for small masses. Assum-
ing a constant concentration, the merger rate per halo
scales as R ⇠ M10/21. Thus, Eq. (10) suggests that

V ⇠ M�11/21
c . This compares well to numerical di↵eren-

tiation of Fig. 2, which yields V ⇠ M�0.51
c .

The integrated merger rate is thus

V = 2 f(Mc/400M�)
�11/21 Gpc�3 yr�1, (13)

with f ' 1 for the Tinker mass function, and f ' 0.6
for the Press-Schechter mass function (the Jenkins mass
function results in an event rate V ' 0.02 Gpc�3 yr�1,
independent of Mc . 106M�).
A variety of astrophysical processes may alter the mass

function in some halos, especially within the dwarf galaxy
range, 109 � 1010M�. However, halos with M

vir

.
109 M� are too small to form stars against the ther-
mal pressure of the ionized intergalactic medium [37] and
are thus unlikely to be a↵ected by these astrophysical
processes. Inclusion of galactic substructure, which our
calculation neglects, should boost the results. However,
since the event rate is dominated by the smallest halos,
which should have little substructure, we expect this to
make negligible di↵erence to our final result.
There is also the issue of the NFW density profile as-

sumed. The results are fairly insensitive to the detailed
density profile as long as the slope of the density profile
varies no more rapidly than r�1 as r ! 0. For example,
suppose we replace the NFW profile with the Einasto
profile [38],

⇢(R) = ⇢
0

exp

✓
� 2

↵

✓
R

R
s

◆↵

� 1

�◆
(14)

with ↵ = 0.18, which has a core as r ! 0. The reduction
in the merger rate as r ! 0 is more than compensated
by an increased merger rate at larger radii leading to a
total merger rate that is raised by 50% relative to NFW,
to ⇠ 3 Gpc�3 yr�1.
Our assumption of an isotropic MB-like velocity dis-

tribution in the halo may also underestimate the correct
answer, as any other velocity distribution would have
lower entropy and thus larger averaged v�11/7. Finally,
the discreteness of PBH DM will provide some Poisson
enhancement of power on ⇠ 400M� scales. More small-
scale power would probably lead to an enhancement of
the event rate beyond Eq. (13).
The recent LIGO detection of two merging ⇠ 30M�

black holes suggests a 90% C.L. event rate [21] of 2 �
53 Gpc�3 yr�1 if all mergers have the masses and emit-
ted energy of GW150914. It is interesting that—although
there are theoretical uncertainties—our best estimates of

Compatible with the rate inferred by the LIGO 
collaboration!

https://arxiv.org/find/astro-ph/1/au:+Bird_S/0/1/0/all/0/1
https://arxiv.org/find/astro-ph/1/au:+Cholis_I/0/1/0/all/0/1
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FIG. 13. Approximate CMB-anisotropy constraints on the fraction of dark matter made of PBHs derived in this work (thick
black curves). The no-feedback case assumes that the radiation from the PBH does not ionize the local gas, which eventually
gets collisionally ionized, leading to a lower temperature near the Schwarzschild radius. The strong-feedback case assumes that
the local gas is entirely ionized due to the PBH radiation; this leads to two e↵ects: on the one hand, a higher ionized fraction
increases Compton drag and cooling, reducing the accretion rate and luminosity, on the other hand, the absence of collisional
ionizations lead to an increase of the temperature; this latter e↵ect is dominant for M  104 M�, leading to an overall larger
luminosity hence stronger bound. For comparison, we also show the CMB bound previously derived by ROM (thin dashed
curve), as well as various dynamical constraints: micro-lensing constraints from the EROS [15] (purple curve) and MACHO
[14] (blue curve) collaborations, limits from Galactic wide binaries [17], and ultra-faint dwarf galaxies [51] (in all cases we show
the most conservative limits provided in the referenced papers).

generalizing Shapiro’s classic calculation for spherical ac-
cretion around a black hole [25]. We account for Comp-
ton drag and cooling as well as ionization cooling once
the background gas is neutral. At fixed accretion rate,
the e�ciency we derive is at least a factor of ten and up to
three orders of magnitude lower than what is assumed in
ROM for spherically-accreting PBHs. The second largest
di↵erence is in the accretion rate itself. ROM compute
the accretion rate for an isothermal equation of state, as-
suming that Compton cooling by CMB photons is always
very e�cient. In fact, for su�ciently low redshift and low
PBH masses Compton cooling is negligle and the gas is
adiabatically heated. In this case the higher gas temper-
ature, and hence pressure, imply an accretion rate that
is lower by a factor of ⇠ 10. Since the PBH luminosity is
quadratic in the accretion rate, this translates to a factor
of ⇠ 100 reduction in the e↵ect of PBHs on CMB observ-
ables. A third di↵erence is the relative velocity between
PBHs and baryons, which ROM significantly underesti-
mates around z ⇠ 103, leading to an over-estimate of the
accretion rate.

There are considerable theoretical uncertainties in the
calculation of the accretion rate and luminosity of PBHs,
as we have illustrated by considering two limiting cases
for the radiative feedback on the local ionization frac-
tion, leading to largely di↵erent results. Let us recall the
most critical uncertainties here. First, we have only con-
sidered spherical accretion. Extrapolating the measured

primordial power spectrum to the very small scale corre-
sponding to the Bondi radius, ROM estimated the angu-
lar momentum of the accreted gas; they argued that the
accretion is indeed spherical for PBHs less massive than
⇠ 103 � 104 M�. However, there is no direct measure-
ments of the ultra-small-scale power spectrum, and all
bets are open for a Universe containing PBHs. If small-
scale fluctuations are larger (for instance due to non-
linear clustering of PBHs), an accretion disk could form,
with a significantly enhanced luminosity with respect to
spherical accretion. On the other hand, non-spherical
accretion could conceivably also lead to complex three-
dimensional flows near the black hole giving rise to a
turbulent pressure that lowers the accretion rate and ra-
diative output. Secondly, we have accounted for the mo-
tion of PBHs with an approximate and very uncertain
rescaling of the accretion rate. Given that dark-matter-
baryon relative velocities are typically supersonic, we ex-
pect shocks and a much more complex accretion flow in
general. Thirdly, we have assumed a steady-state flow,
but have not established whether such a flow is stable,
even for a static black hole. Last but not least, if PBHs
only make a fraction of the dark matter, an assumption
must be made about the rest of it, the simplest one be-
ing that it is made of weakly interacting massive particles
(WIMPs). If so, these WIMPs ought to be accreted by
PBHs, whose mass may grow significantly after matter-
radiation equality [52], and as a consequence increase the

Ali-Haimoud and 
Kamionkowski,   

1612.05644

• Lensing constraints

blue line: MACHO project [Alcock et al. 
2000]: search for micro-lensing events 
towards the Large Magellanic Cloud. 
13-17 short-duration events reported 
no long-duration (> 150 days) events
-> constraints up to 30 Msun

purple line: EROS project [Tisserand et al. 
2007]; similar strategy, based on a 7-year 
monitoring of ~106 bright stars in the LMC 
and SMC

• Dynamical constraints

green line: disruption of wide binaries [1406.5169]
red line: ultra-faint dwarfs [Brandt 1605.03665], constraint 
based on a recently discovered star cluster near the center 
of the ultra-faint dwarf galaxy Eridanus II. MACHO dark 
matter would lead it to higher velocity dispersions until it 
dissolves into its host galaxy 

Figure 4 (continued)
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Fig. 4.— RGB-color images of Eri II. A satellite trail is apparent in both panels. Upper left panel. 10′ × 10′ field centered on Eri II; a
red dashed ellipse indicates rh. Upper right panel. 2′ × 2′ zoom-in on Eri II’s cluster, which is partially resolved into stars. Lower panel.
Dereddened CMD for Eri II within rh; in red we overlay stars from the cluster within twice its computed rh.

erage of the stellar positions within circles of decreas-
ing radius. Since the cluster is only partially resolved,
its CMD is poorly populated, but still consistent with
Eri II’s CMD. To test this, we randomly draw 1000 sub-
CMDs with the same number of sources as in the clus-
ter from Eri II’s CMD: the results resemble the cluster’s
CMD, and ∼ 15% of the realizations also lack a BHB.
We compute the cluster’s properties via integrated pho-
tometry, assuming a circular radius (the cluster is visu-
ally round). The surface brightness profile for the clus-
ter is derived after masking bright stars and background
galaxies, and is then fit with a Sersic profile (best-fit val-
ues are reported in Tab. 1). The absolute magnitude is
derived by integrating the best-fit Sersic profile and is
MV = −3.5 ± 0.6 at the distance of Eri II, which con-
tributes to ∼4% of its host’s luminosity. We discuss the
properties of the cluster in the next section.

4. DISCUSSION AND CONCLUSIONS

TABLE 1
Properties of Eri II and its cluster.

Parameter Eri II Cluster

RA (h:m:s) 03:44:20.1±10.5” 03:44:22.2±1”
Dec (d:m:s) −43:32:01.7±5.3” −43:31:59.2±2”
(m−M)0 (mag) 22.8 ± 0.1 –
D (kpc) 366 ± 17 –
ϵ 0.48± 0.04 –
PA (N to E; o) 72.6 ± 3.3 –
rh (arcmin) 2.31± 0.12 0.11 ± 0.01
rh (pc) 277 ± 14 13± 1
n (Sersic index) 1a 0.19 ± 0.05
µV,0 (mag/arcsec2) 27.2 ± 0.3 25.7± 0.2
MV (mag) −7.1± 0.3 −3.5± 0.6
<(g − r)0> (mag) 0.5± 0.3 0.4± 0.2
MHI/LV (M⊙/L⊙) < 0.036 –

a An exponential profile was assumed for Eri II.
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FIG. 13. Approximate CMB-anisotropy constraints on the fraction of dark matter made of PBHs derived in this work (thick
black curves). The no-feedback case assumes that the radiation from the PBH does not ionize the local gas, which eventually
gets collisionally ionized, leading to a lower temperature near the Schwarzschild radius. The strong-feedback case assumes that
the local gas is entirely ionized due to the PBH radiation; this leads to two e↵ects: on the one hand, a higher ionized fraction
increases Compton drag and cooling, reducing the accretion rate and luminosity, on the other hand, the absence of collisional
ionizations lead to an increase of the temperature; this latter e↵ect is dominant for M  104 M�, leading to an overall larger
luminosity hence stronger bound. For comparison, we also show the CMB bound previously derived by ROM (thin dashed
curve), as well as various dynamical constraints: micro-lensing constraints from the EROS [15] (purple curve) and MACHO
[14] (blue curve) collaborations, limits from Galactic wide binaries [17], and ultra-faint dwarf galaxies [51] (in all cases we show
the most conservative limits provided in the referenced papers).

generalizing Shapiro’s classic calculation for spherical ac-
cretion around a black hole [25]. We account for Comp-
ton drag and cooling as well as ionization cooling once
the background gas is neutral. At fixed accretion rate,
the e�ciency we derive is at least a factor of ten and up to
three orders of magnitude lower than what is assumed in
ROM for spherically-accreting PBHs. The second largest
di↵erence is in the accretion rate itself. ROM compute
the accretion rate for an isothermal equation of state, as-
suming that Compton cooling by CMB photons is always
very e�cient. In fact, for su�ciently low redshift and low
PBH masses Compton cooling is negligle and the gas is
adiabatically heated. In this case the higher gas temper-
ature, and hence pressure, imply an accretion rate that
is lower by a factor of ⇠ 10. Since the PBH luminosity is
quadratic in the accretion rate, this translates to a factor
of ⇠ 100 reduction in the e↵ect of PBHs on CMB observ-
ables. A third di↵erence is the relative velocity between
PBHs and baryons, which ROM significantly underesti-
mates around z ⇠ 103, leading to an over-estimate of the
accretion rate.

There are considerable theoretical uncertainties in the
calculation of the accretion rate and luminosity of PBHs,
as we have illustrated by considering two limiting cases
for the radiative feedback on the local ionization frac-
tion, leading to largely di↵erent results. Let us recall the
most critical uncertainties here. First, we have only con-
sidered spherical accretion. Extrapolating the measured

primordial power spectrum to the very small scale corre-
sponding to the Bondi radius, ROM estimated the angu-
lar momentum of the accreted gas; they argued that the
accretion is indeed spherical for PBHs less massive than
⇠ 103 � 104 M�. However, there is no direct measure-
ments of the ultra-small-scale power spectrum, and all
bets are open for a Universe containing PBHs. If small-
scale fluctuations are larger (for instance due to non-
linear clustering of PBHs), an accretion disk could form,
with a significantly enhanced luminosity with respect to
spherical accretion. On the other hand, non-spherical
accretion could conceivably also lead to complex three-
dimensional flows near the black hole giving rise to a
turbulent pressure that lowers the accretion rate and ra-
diative output. Secondly, we have accounted for the mo-
tion of PBHs with an approximate and very uncertain
rescaling of the accretion rate. Given that dark-matter-
baryon relative velocities are typically supersonic, we ex-
pect shocks and a much more complex accretion flow in
general. Thirdly, we have assumed a steady-state flow,
but have not established whether such a flow is stable,
even for a static black hole. Last but not least, if PBHs
only make a fraction of the dark matter, an assumption
must be made about the rest of it, the simplest one be-
ing that it is made of weakly interacting massive particles
(WIMPs). If so, these WIMPs ought to be accreted by
PBHs, whose mass may grow significantly after matter-
radiation equality [52], and as a consequence increase the

Ali-Haimoud and 
Kamionkowski,   

1612.05644

• Early universe constraints:

PBHs, if present in the early Universe, would 
accrete, radiate, heat  up and partially 
reionizing the Universe (strong-feedback case 
assumes that the local gas is entirely ionized 
due to the PBH radiation). 

Such an increase in the free-electron 
abundance would change the CMB 
temperature and polarization power spectra. 

Planck measurements do not allow for large 
deviations from the standard recombination 
history —> tight bounds for large and 
luminous PBHs

6

FIG. 2: The likelihood of �⌧e in the instantaneous and asymmetric reionzation models.
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FIG. 3: The evolution of ionization fraction xe(z) for di↵erent reionization models. The black solid curve corresponds to the
instantaneous reionization model without PBHs, and the red dotted and blue dashed curves illustrate the 95% limits for the
instantaneous and asymmetric reionization models with PBHs, respectively.
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Our idea: why not using current astronomical observations in the radio 
and X-ray band?

see D. Gaggero, G. Bertone, F. Calore, R. Connors, M. Lovell, S. Markoff, E. Storm, “Searching for 
Primordial Black Holes in the radio and X-ray sky”, arXiv:1612.00457
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Figure 3. Trial maps of the GC region in the 3–10 (top) and 10–40 keV (bottom) bands using source cells of 20% PSF enclosures,
overplotted with the Chandra counterparts of the NuSTAR detections (green: group 1 and yellow: group 2, §3.4). The colors are scaled
with the logarithmic values (X) of trial numbers (10X), and the maximum is set at X=32 to make faint sources stand out more clearly.
A few large blobs of high significance include the Sgr A di↵use complex, GRS 1741.9–2853 (§5.2), 1E 1743.1–2843 (§5.1) and the Arches
cluster (§9.2). The large streaks in the 3–10 keV band are (GR) backgrounds from bright sources near the region.

Source search routines such as wavdetect (Freeman et
al. 2002) and wvdecomp27 have been very successful in
finding point sources from X-ray images taken by Chan-
dra, XMM-Newton and other X-ray telescopes. These
techniques rely on the correlation between the wavelet
kernels and the local count distribution of X-ray images.
As researchers lower the detection thresholds of these
techniques in hopes of finding fainter sources, it becomes
essential to independently validate faint sources detected
near the thresholds (e.g. M09; Hong 2012). An indepen-
dent validation also alleviates a somewhat unavoidable
subjectivity inherent in threshold setting (Townsley et
al. 2011). In short, negative values used in wavelet anal-
yses, although enabling e�cient source detection, intro-
duce in essence a “subtraction” procedure, which can be
inadequate in characterizing the detection significance of
X-ray sources from non-negative counts following Pois-

27 By A. Vikhlinin; http://hea-www.harvard.edu/RD/zhtools/.

son statistics.
The relative size of the NuSTAR FoV to the point

spread function (PSF) is much smaller than those of
Chandra or XMM-Newton. The ratio of the FoV (⇠130)
to the Half-Power Diameter (HPD, 5800) and FWHM
(1800) of the PSF in NuSTAR is only about 13 and 40,
respectively, whereas in Chandra the ratio exceeds 1000
(FoV⇠17.50 and HPD <100 at the aimpoint) for near on-
axis sources. Each NuSTAR observation often misses a
large portion of the PSF of many sources. A point source
in the mosaicked data often comprises a number of neigh-
boring observations with partial PSF coverage, varying
exposures and di↵erent vignetting e↵ects. This, com-
bined with relatively large NuSTAR backgrounds with
complex patterns, further limits the utility of the conven-
tional techniques for source search in the mosaicked NuS-
TAR data. Except for several self-evident bright sources,
all other sources detected by the conventional techniques

of most of the VLA antennas (24), and then averaged to produce a
consistent set of ‘‘best’’ values.2

2.2. 5 GHz

As we assembled our catalog, we also conducted 5 GHz ob-
servations to assess whether various sources were viable pulsar
candidates and, if so, whether they might be bright enough to be
observable at higher frequencies for a periodicity search.

We have assembled a list of 23 candidate GC radio pulsars.
These were selected on the basis of their angular diameters and
radio spectra. The majority have angular diameters less than 500

at 1.4 GHz. Although the nominal angular diameter of a com-
pact GC source is 0B8 at 1.4 GHz, more distant sources will have
larger diameters. A diameter of 500 corresponds to a source about
0.5–1 kpc more distant than Sgr A!, assuming that the scattering
material covers the GC uniformly (without ‘‘gaps’’ or ‘‘holes’’
through it). We also included a small number of sources whose
angular sizes are larger than our nominal threshold, but which
have steep spectra and suggestive morphologies, e.g., shell-like
or cometary.

3. SOURCE CATALOG

Table 2 presents the 1.4 GHz source catalog, and Figure 2
shows the location of the sources detected. Table 3 tabulates the
sources observed in our 5 GHz observations. The format of
Table 3 is similar to that of Table 2 except that we tabulate a
spectral index between 1.4 and 5 GHz (S! / !") and do not tab-
ulate the offset from the phase center. The latter quantity is un-
important as the sources were placed at or near the phase center.

Because our fields overlap, we can use sources identified in
multiple fields to assess the internal consistency of the flux den-
sities and angular diameters in the survey. A total of 69 sources
were observed inmultiple fields. Figures 3 and 4 compare the flux
densities and angular diameters, respectively, determined for these
sources.

Both the flux densities and the angular diameters are consis-
tent with these quantities being reasonably well determined re-
gardless of distance from the phase center of a field. We have
examined all of the outliers in both plots, where we have defined
an ‘‘outlier’’ as a source for which the flux density or angular

diameter varies by more than a factor of 2 from one field to
another. The outliers result from sources at large distances from
the phase center of one field (k300), extended sources, or a com-
bination of both. As we remarked above, our observations were
optimized for searching for compact sources. Extended sources
are unlikely to be imaged well given our u-v coverage.
Specifically for the angular diameter, Figure 4 shows the mul-

tiply observed sources with measured angular diameters less than
2000. There are a small number of sourceswhose angular diameters
are measured to be larger than this value. However, given our
limited u-v coverage, we do not believe that the spatial dynamic
range is better than about a factor of 10, or that the largest angular
size measurable is more than about a factor of 10 larger than our
angular resolution. If we further exclude outliers, the correlation
becomes quite strong (correlation coefficient ¼ 0:92).
For the sources whose flux densities or angular diameters are

in good agreement, close examination of Figures 3 and 4 shows
a slight bias, in the sense that when a source is farther from the

TABLE 2—Continued

Name

(2LC)

(1)

R.A.

(J2000.0)

(2)

Decl.

(J2000.0)

(3)

I

(mJy beam#1)

(4)

S

(mJy)

(5)

#
(arcsec)

(6)

Offset

(arcmin)

(7)

359.781+0.523 ........... 17 43 03.38 #28 50 56.6 5.5 25.4 6.1 12.7

359.830#0.523 .......... 17 47 15.62 #29 21 13.1 1.9 1.0 1.5 5.9

359.872+0.178 ........... 17 44 37.06 #28 57 09.4 68.0 176.2 1.8 14.1

359.874+0.164 ........... 17 44 40.63 #28 57 28.1 6.5 597.6 26.0 20.5

359.930#0.875 .......... 17 48 52.95 #29 26 57.6 6.3 22.5 2.5 22.6

359.955#0.550 .......... 17 47 39.81 #29 15 36.3 3.9 27.1 7.3 3.4

359.970#0.456 .......... 17 47 19.85 #29 11 54.4 3.5 9.6 4.0 3.8

359.982#0.076 .......... 17 45 52.25 #28 59 28.0 15.2 160.2 6.6 2.9

359.985+0.027 ........... 17 45 28.66 #28 56 04.7 22.7 437.6 11.0 22.9

359.986+0.027 ........... 17 45 28.70 #28 56 02.5 24.5 207.5 6.0 25.7

359.988#0.394 .......... 17 47 07.82 #29 09 06.0 1.4 1.0 1.7 7.3

Notes.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds.
Col. (4): I is the peak intensity of source in mJy beam#1. Col. (5): S is the flux density of source in mJy. Col. (6): # is the angular
diameter of source in arcseconds. Col. (7): Offset is the angular offset of source from phase center of field in arcminutes.

Fig. 2.—Locations of the sources detected at 1.4 GHz. The size of the symbol
is proportional to the angular diameter of the source. The gray scale is from the
0.33 GHz image by LaRosa et al. (2000).

2 The AIPS task PBCOR has additional explanation and a listing of the
coefficients used.
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Hong et al. 2016

• If ~30M⊙ PBHs are the DM, there should be 
~1011 objects of this kind in the Milky Way, 
and ~108 in the Galactic bulge. (as a 
comparison, we expect ~108 astrophysical stellar-
mass black holes in our Galaxy, see e.g. Fender 
et al. 1301.1341 “The closest black holes”)

• The question is: given the large amount of gas in 
the inner Galaxy, how easy is it to hide such a 
large population of black holes? Given 
conservative estimates of the accretion rate and 
radiative efficiency, is this population of PBHs 
compatible with current radio and X-ray 
observations?
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• The relevant pieces of information we need are:

—> what is a conservative estimate of the accretion rate 
of an isolated BH in the Galaxy, 
given its velocity and the local density 
of the interstellar medium?
—> what is a conservative estimate of the radio and X-ray emission?

Very complicated phenomenology, high uncertainties. We had to parametrize the problem 
and adopt simplified, conservative assumptions.

1) we parametrize the accretion rate as a fraction of the Bondi-Hoyle rate:

we choose a conservative value λ  = 0.01, inspired by isolated neutron star population 
estimates and studies of active galactic nuclei accretion. Larger values would imply a large 
population of bright X-ray sources corresponding to nearby isolated neutron stars. 
Caveat: it can be even smaller, see final discussion!

R. Perna, et al., ApJ 598, 545 (2003), astro-ph/0308081   
S. Pellegrini, ApJ 624, 155 (2005), astro-ph/050203,  “Nuclear Accretion in Galaxies of the Local Universe: 
Clues from Chandra Observations”
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observed to date (in Eddingtion units), and thus a well-
studied source from the point of view of weak accretion
physics [23–25]. We compute the accretion rate and the
radiative e�ciency in the low-e�ciency limit, following
the formalism presented in [26].
We model the radiative e�ciency ⌘, defined by the

relation for the bolometric luminosity LB = ⌘Ṁc2, as
⌘ = 0.1Ṁ/Ṁ crit for Ṁ < Ṁcrit (if we were to assume
instead e�cient accretion above the critical rate, Ṁ >
Ṁcrit, then we would have a constant ⌘ = 0.1). As already
discussed, all our sources fall below this critical accretion
rate, such that they are all ine�cient accretors: this
means the luminosity scales non-linearly with accretion
rate, L / Ṁ2.
We parameterize the accretion rate as Ṁ = �ṀBondi,

with � ⇠ 0.01 based on isolated neutron star popula-
tion estimates and studies of active galactic nuclei accre-
tion [15, 16, 25]. The accretion rate Ṁ is therefore given
by

Ṁ = 4⇡�(GMBH)2⇢
�
v2BH + c2s

��3/2
(1)

where G is the gravitational constant, vBH is the veloc-
ity of the BH, and cs is the sound speed of the accreted
gas, which is below 1 km/s in cold, dense environments.
This prescription is the same as that adopted by [26]; how-
ever, we consider MBH = 30 M�, and rescale the value of
Ṁ crit used in that work across the full 10–100 M� mass
range.

We convert bolometric luminosity to X-ray luminosity
via the approximate factor LX ' 0.3LB following [26].

Motivated by the results presented in [27] and by the
discussion in [26], we assume the presence of a jet – thus
requiring a system with a surplus of angular momentum –
emitting radio waves in the GHz domain with an optically
thick, almost flat spectrum, whilst the X-ray emission is
non-thermally dominated, originating from optically thin
regions closer to the BH. In order to convert the X-ray
luminosity into a GHz radio flux, we adopt the universal
empirical relation discussed e.g. in [28], also known as the
fundamental plane (FP), which applies for a remarkably
large class of compact objects of di↵erent masses, from X-
ray binary systems to active galactic nuclei. We take the
X-ray luminosity in the 2–10 keV band (thus also allowing
comparison with Chandra catalogs) in accordance with
the FP, assuming a hard power-law X-ray spectrum with
photon index ↵, and a typical range for hard state X-ray
binaries of 1.6–2.0 (see [29]). We extrapolate this power-
law spectrum into the 10–40 keV band in order to also
make comparisons with NuSTAR catalogs. We then use
the FP relation to calculate the 5 GHz radio flux from the
2–10 keV X-ray flux and assume a flat radio spectrum,
such that F5GHz = F1.4GHz, allowing direct comparison
with the 1.4 GHz source catalog from a VLA survey of
the GC region.

Primordial black hole population: In order to de-
rive a bound from X-ray and radio data, we set up a
Montecarlo simulation for each PBH mass, assuming a
delta mass function.
We populate the Galaxy with PBHs following the

Navarro-Frenk-White (NFW) distribution [30] (other
more conservative choices are discussed below). We imple-
ment the accurate 3D distribution of molecular, atomic,
ionized gas in the inner bulge presented in [14]; that dis-
tribution includes a detailed model of the 3D structure of
the Central Molecular Zone (CMZ), a 300 pc wide region
characterized by large molecular gas density and centered
on the GC, i.e. in the region where the largest density of
PBHs is expected.
For each PBH, the velocity is drawn randomly from

a Maxwell-Boltzmann distribution. The characteristic
velocity of the distribution is position-dependent. The
velocity distribution at a given radius is a crucial ingredi-
ent, because the accretion rate scales as v�3, eq. (1). In
order to derive such a distribution, we consider the recent
state-of-the-art model for the mass distribution in the
Milky Way described in [31], where 6 axis-symmetric
components are taken into account (bulge, DM halo,
thin and thick stellar discs, and HI and molecular gas
discs). We then assume that the velocity distribution
at a distance R from the GC is a Maxwell-Boltzmann
with vmean = vcirc(R) =

p
(GM(< R)/R). Under the

assumption of isotropic orbits1, an exact computation of
the phase-space density could be performed by means of
the Eddington formalism [32], as done e.g. in [33]. We
checked that our simple approach is equivalent in the
low-velocity tail, up to v ' 40 km/s2. Since our results
depend only on PBHs with velocities . 10 km/s (see
below), we can safely neglect the high-velocity tail and
adopt the simple formalism described above.
Given the mass, position and velocity of each PBH

(and the gas density), we compute accretion rate, X-ray,
and radio emission adopting the prescriptions discussed
in the previous section.
Radio BH candidates: The 1.4 GHz source catalog

from a VLA survey of the GC region [34] contains 170
sources in a 1� ⇥ 1� region centered on the GC. The
minimum detectable flux for this catalog is ⇠ 1 mJy. In
order to compare our predictions to the observations, we
carry out a data analysis on the VLA catalog and check
if there can be any BH candidate among the detected
sources. If any of these sources are accreting BHs, their
X-ray and radio emissions should be co-located. We
therefore compare the radio catalog with the X-ray point

1
We verified that, in the high-resolution Aquarius N-body simula-

tions, the anisotropy parameter � = 1� �t/�r is consistent with

0 in the whole range of radii we are interested in, therefore the

assumption of isotropic orbits is solid.

2
M. Fornasa, private communication.

Accretion on isolated BHs
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• The relevant pieces of information we need are:

—> what is a conservative estimate of the accretion rate 
of an isolated BH in the Galaxy, 
given its velocity and the local density 
of the interstellar medium?

—> what is a conservative estimate of the radio and X-ray emission?

Very complicated phenomenology, high uncertainties. We had to parametrize the problem and 
adopt simplified assumptions.

2) We parametrize the radiative efficiency: given the low accretion rate, we conservatively 
assume radiative inefficiency, and a non-linear scaling of this kind

Physical picture: advection-dominated accretion in which the gas cooling timescales greatly exceed 
the dynamical timescales; mass loss from the disc or internal convective flows.

see Narayan and Yi 1994, “Advection-Dominated Accretion: A Self-Similar Solution”
and also Blanford and Begelman 1998: “On the Fate of Gas Accreting at a Low Rate onto a Black Hole”
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observed to date (in Eddingtion units), and thus a well-
studied source from the point of view of weak accretion
physics [23–25]. We compute the accretion rate and the
radiative e�ciency in the low-e�ciency limit, following
the formalism presented in [26].
We model the radiative e�ciency ⌘, defined by the

relation for the bolometric luminosity LB = ⌘Ṁc2, as
⌘ = 0.1Ṁ/Ṁ crit for Ṁ < Ṁcrit (if we were to assume
instead e�cient accretion above the critical rate, Ṁ >
Ṁcrit, then we would have a constant ⌘ = 0.1). As already
discussed, all our sources fall below this critical accretion
rate, such that they are all ine�cient accretors: this
means the luminosity scales non-linearly with accretion
rate, L / Ṁ2.
We parameterize the accretion rate as Ṁ = �ṀBondi,

with � ⇠ 0.01 based on isolated neutron star popula-
tion estimates and studies of active galactic nuclei accre-
tion [15, 16, 25]. The accretion rate Ṁ is therefore given
by

Ṁ = 4⇡�(GMBH)2⇢
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where G is the gravitational constant, vBH is the veloc-
ity of the BH, and cs is the sound speed of the accreted
gas, which is below 1 km/s in cold, dense environments.
This prescription is the same as that adopted by [26]; how-
ever, we consider MBH = 30 M�, and rescale the value of
Ṁ crit used in that work across the full 10–100 M� mass
range.

We convert bolometric luminosity to X-ray luminosity
via the approximate factor LX ' 0.3LB following [26].

Motivated by the results presented in [27] and by the
discussion in [26], we assume the presence of a jet – thus
requiring a system with a surplus of angular momentum –
emitting radio waves in the GHz domain with an optically
thick, almost flat spectrum, whilst the X-ray emission is
non-thermally dominated, originating from optically thin
regions closer to the BH. In order to convert the X-ray
luminosity into a GHz radio flux, we adopt the universal
empirical relation discussed e.g. in [28], also known as the
fundamental plane (FP), which applies for a remarkably
large class of compact objects of di↵erent masses, from X-
ray binary systems to active galactic nuclei. We take the
X-ray luminosity in the 2–10 keV band (thus also allowing
comparison with Chandra catalogs) in accordance with
the FP, assuming a hard power-law X-ray spectrum with
photon index ↵, and a typical range for hard state X-ray
binaries of 1.6–2.0 (see [29]). We extrapolate this power-
law spectrum into the 10–40 keV band in order to also
make comparisons with NuSTAR catalogs. We then use
the FP relation to calculate the 5 GHz radio flux from the
2–10 keV X-ray flux and assume a flat radio spectrum,
such that F5GHz = F1.4GHz, allowing direct comparison
with the 1.4 GHz source catalog from a VLA survey of
the GC region.

Primordial black hole population: In order to de-
rive a bound from X-ray and radio data, we set up a
Montecarlo simulation for each PBH mass, assuming a
delta mass function.
We populate the Galaxy with PBHs following the

Navarro-Frenk-White (NFW) distribution [30] (other
more conservative choices are discussed below). We imple-
ment the accurate 3D distribution of molecular, atomic,
ionized gas in the inner bulge presented in [14]; that dis-
tribution includes a detailed model of the 3D structure of
the Central Molecular Zone (CMZ), a 300 pc wide region
characterized by large molecular gas density and centered
on the GC, i.e. in the region where the largest density of
PBHs is expected.
For each PBH, the velocity is drawn randomly from

a Maxwell-Boltzmann distribution. The characteristic
velocity of the distribution is position-dependent. The
velocity distribution at a given radius is a crucial ingredi-
ent, because the accretion rate scales as v�3, eq. (1). In
order to derive such a distribution, we consider the recent
state-of-the-art model for the mass distribution in the
Milky Way described in [31], where 6 axis-symmetric
components are taken into account (bulge, DM halo,
thin and thick stellar discs, and HI and molecular gas
discs). We then assume that the velocity distribution
at a distance R from the GC is a Maxwell-Boltzmann
with vmean = vcirc(R) =

p
(GM(< R)/R). Under the

assumption of isotropic orbits1, an exact computation of
the phase-space density could be performed by means of
the Eddington formalism [32], as done e.g. in [33]. We
checked that our simple approach is equivalent in the
low-velocity tail, up to v ' 40 km/s2. Since our results
depend only on PBHs with velocities . 10 km/s (see
below), we can safely neglect the high-velocity tail and
adopt the simple formalism described above.
Given the mass, position and velocity of each PBH

(and the gas density), we compute accretion rate, X-ray,
and radio emission adopting the prescriptions discussed
in the previous section.
Radio BH candidates: The 1.4 GHz source catalog

from a VLA survey of the GC region [34] contains 170
sources in a 1� ⇥ 1� region centered on the GC. The
minimum detectable flux for this catalog is ⇠ 1 mJy. In
order to compare our predictions to the observations, we
carry out a data analysis on the VLA catalog and check
if there can be any BH candidate among the detected
sources. If any of these sources are accreting BHs, their
X-ray and radio emissions should be co-located. We
therefore compare the radio catalog with the X-ray point

1
We verified that, in the high-resolution Aquarius N-body simula-

tions, the anisotropy parameter � = 1� �t/�r is consistent with

0 in the whole range of radii we are interested in, therefore the

assumption of isotropic orbits is solid.
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M. Fornasa, private communication.
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Ṁ = 4⇡�(GMBH)2⇢
�
v2BH + c2s

��3/2
(1)
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gas, which is below 1 km/s in cold, dense environments.
This prescription is the same as that adopted by [26]; how-
ever, we consider MBH = 30 M�, and rescale the value of
Ṁ crit used in that work across the full 10–100 M� mass
range.
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via the approximate factor LX ' 0.3LB following [26].

Motivated by the results presented in [27] and by the
discussion in [26], we assume the presence of a jet – thus
requiring a system with a surplus of angular momentum –
emitting radio waves in the GHz domain with an optically
thick, almost flat spectrum, whilst the X-ray emission is
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regions closer to the BH. In order to convert the X-ray
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photon index ↵, and a typical range for hard state X-ray
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2–10 keV X-ray flux and assume a flat radio spectrum,
such that F5GHz = F1.4GHz, allowing direct comparison
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the GC region.
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rive a bound from X-ray and radio data, we set up a
Montecarlo simulation for each PBH mass, assuming a
delta mass function.
We populate the Galaxy with PBHs following the

Navarro-Frenk-White (NFW) distribution [30] (other
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ment the accurate 3D distribution of molecular, atomic,
ionized gas in the inner bulge presented in [14]; that dis-
tribution includes a detailed model of the 3D structure of
the Central Molecular Zone (CMZ), a 300 pc wide region
characterized by large molecular gas density and centered
on the GC, i.e. in the region where the largest density of
PBHs is expected.
For each PBH, the velocity is drawn randomly from

a Maxwell-Boltzmann distribution. The characteristic
velocity of the distribution is position-dependent. The
velocity distribution at a given radius is a crucial ingredi-
ent, because the accretion rate scales as v�3, eq. (1). In
order to derive such a distribution, we consider the recent
state-of-the-art model for the mass distribution in the
Milky Way described in [31], where 6 axis-symmetric
components are taken into account (bulge, DM halo,
thin and thick stellar discs, and HI and molecular gas
discs). We then assume that the velocity distribution
at a distance R from the GC is a Maxwell-Boltzmann
with vmean = vcirc(R) =
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(GM(< R)/R). Under the

assumption of isotropic orbits1, an exact computation of
the phase-space density could be performed by means of
the Eddington formalism [32], as done e.g. in [33]. We
checked that our simple approach is equivalent in the
low-velocity tail, up to v ' 40 km/s2. Since our results
depend only on PBHs with velocities . 10 km/s (see
below), we can safely neglect the high-velocity tail and
adopt the simple formalism described above.
Given the mass, position and velocity of each PBH

(and the gas density), we compute accretion rate, X-ray,
and radio emission adopting the prescriptions discussed
in the previous section.
Radio BH candidates: The 1.4 GHz source catalog

from a VLA survey of the GC region [34] contains 170
sources in a 1� ⇥ 1� region centered on the GC. The
minimum detectable flux for this catalog is ⇠ 1 mJy. In
order to compare our predictions to the observations, we
carry out a data analysis on the VLA catalog and check
if there can be any BH candidate among the detected
sources. If any of these sources are accreting BHs, their
X-ray and radio emissions should be co-located. We
therefore compare the radio catalog with the X-ray point
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0 in the whole range of radii we are interested in, therefore the
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Accretion on isolated BHs
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Our MC simulation

Spatial distribution of PBHs: We consider as a benchmark 
the NFW distribution. 
We also consider other variations, based on numerical 
simulations with baryons (see F. Calore et al., arXiv:1509.02164)

Navarro et al. 
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Our MC simulation
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Figure 7. DM density profiles (left panels) and the radial change of the local logarithmic slopes
(right panels) of the selected MW-like galaxies in the EAGLE IR (top), EAGLE HR (middle) and
APOSTLE IR (bottom) runs. The thick grey line represents the prediction for an NFW profile with
rs = 20 kpc and local DM density ⇢� = 0.4 GeV/cm3 (as commonly assumed in DM indirect detection
studies). In all panels the e↵ective resolution of the simulation is shown by the dashed black line, while
the black arrows on the left panels indicate the convergence radii of 3.6 kpc (EAGLE IR) and 1.8 kpc
(EAGLE HR and APOSTLE IR) as discussed in the text.

feature baryon physics, and so the innermost radius at which the profiles may be considered
converged is ill-defined. A discussion of these issues can be found in refs. [41, 54, 65].

In figure 7 we show both the resolution limit and the Power radius for the three resolution
runs. Between those two radial scales the results of the simulation have to be treated with
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F. Calore et al., arXiv:
1509.02164, based on 

EAGLE simulations

We set up a MC simulation in which we 
populate the Galaxy with PBHs, and compute 
the predicted X-ray and radio luminosity; then 
we produce simulated maps of predicted 
bright X-ray and radio sources
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Our MC simulation

Velocity distribution: we consider, for each radius R, a 
Maxwell-Boltzmann distribution centered on v = 

We use a spherical average of a mass model of the Milky 
Way M(R) from McMillian 1608.00971 (2016), including DM 
halo and baryonic structures (bulge, thin and thick stellar disk, 
gas distribution).

Navarro et al. 
2004
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observed to date (in Eddingtion units), and thus a well-
studied source from the point of view of weak accretion
physics [23–25]. We compute the accretion rate and the
radiative e�ciency in the low-e�ciency limit, following
the formalism presented in [26].
We model the radiative e�ciency ⌘, defined by the
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where G is the gravitational constant, vBH is the veloc-
ity of the BH, and cs is the sound speed of the accreted
gas, which is below 1 km/s in cold, dense environments.
This prescription is the same as that adopted by [26]; how-
ever, we consider MBH = 30 M�, and rescale the value of
Ṁ crit used in that work across the full 10–100 M� mass
range.

We convert bolometric luminosity to X-ray luminosity
via the approximate factor LX ' 0.3LB following [26].

Motivated by the results presented in [27] and by the
discussion in [26], we assume the presence of a jet – thus
requiring a system with a surplus of angular momentum –
emitting radio waves in the GHz domain with an optically
thick, almost flat spectrum, whilst the X-ray emission is
non-thermally dominated, originating from optically thin
regions closer to the BH. In order to convert the X-ray
luminosity into a GHz radio flux, we adopt the universal
empirical relation discussed e.g. in [28], also known as the
fundamental plane (FP), which applies for a remarkably
large class of compact objects of di↵erent masses, from X-
ray binary systems to active galactic nuclei. We take the
X-ray luminosity in the 2–10 keV band (thus also allowing
comparison with Chandra catalogs) in accordance with
the FP, assuming a hard power-law X-ray spectrum with
photon index ↵, and a typical range for hard state X-ray
binaries of 1.6–2.0 (see [29]). We extrapolate this power-
law spectrum into the 10–40 keV band in order to also
make comparisons with NuSTAR catalogs. We then use
the FP relation to calculate the 5 GHz radio flux from the
2–10 keV X-ray flux and assume a flat radio spectrum,
such that F5GHz = F1.4GHz, allowing direct comparison
with the 1.4 GHz source catalog from a VLA survey of
the GC region.

Primordial black hole population: In order to de-
rive a bound from X-ray and radio data, we set up a
Montecarlo simulation for each PBH mass, assuming a
delta mass function.
We populate the Galaxy with PBHs following the

Navarro-Frenk-White (NFW) distribution [30] (other
more conservative choices are discussed below). We imple-
ment the accurate 3D distribution of molecular, atomic,
ionized gas in the inner bulge presented in [14]; that dis-
tribution includes a detailed model of the 3D structure of
the Central Molecular Zone (CMZ), a 300 pc wide region
characterized by large molecular gas density and centered
on the GC, i.e. in the region where the largest density of
PBHs is expected.
For each PBH, the velocity is drawn randomly from

a Maxwell-Boltzmann distribution. The characteristic
velocity of the distribution is position-dependent. The
velocity distribution at a given radius is a crucial ingredi-
ent, because the accretion rate scales as v�3, eq. (1). In
order to derive such a distribution, we consider the recent
state-of-the-art model for the mass distribution in the
Milky Way described in [31], where 6 axis-symmetric
components are taken into account (bulge, DM halo,
thin and thick stellar discs, and HI and molecular gas
discs). We then assume that the velocity distribution
at a distance R from the GC is a Maxwell-Boltzmann
with vmean = vcirc(R) =

p
(GM(< R)/R). Under the

assumption of isotropic orbits1, an exact computation of
the phase-space density could be performed by means of
the Eddington formalism [32], as done e.g. in [33]. We
checked that our simple approach is equivalent in the
low-velocity tail, up to v ' 40 km/s2. Since our results
depend only on PBHs with velocities . 10 km/s (see
below), we can safely neglect the high-velocity tail and
adopt the simple formalism described above.
Given the mass, position and velocity of each PBH

(and the gas density), we compute accretion rate, X-ray,
and radio emission adopting the prescriptions discussed
in the previous section.
Radio BH candidates: The 1.4 GHz source catalog

from a VLA survey of the GC region [34] contains 170
sources in a 1� ⇥ 1� region centered on the GC. The
minimum detectable flux for this catalog is ⇠ 1 mJy. In
order to compare our predictions to the observations, we
carry out a data analysis on the VLA catalog and check
if there can be any BH candidate among the detected
sources. If any of these sources are accreting BHs, their
X-ray and radio emissions should be co-located. We
therefore compare the radio catalog with the X-ray point

1
We verified that, in the high-resolution Aquarius N-body simula-

tions, the anisotropy parameter � = 1� �t/�r is consistent with

0 in the whole range of radii we are interested in, therefore the

assumption of isotropic orbits is solid.

2
M. Fornasa, private communication.

Our simplified treatment, in the low-v tail, is compatible with the more accurate Eddington formalism, 
which holds under the assumption of spherical symmetry and isotropy

Our MC simulation

iegated sets of complementary observables implemented in the analysis (this, together with
the effectiveness of Bayesian inference applied to our mass model for the Galaxy, is reflected
in the tiny error we found).

In case one assumes that the DM distribution is also isotropic, there is a one-to-one
correspondence between the spherically symmetric density profile and the underlying distri-
bution function, with the latter that can be computed from the former through Eddington’s
formula [28]. Although this requires some heavy numerical integrals, it is nowadays possible
to perform this inversion on very large samples of trial cases. Relying on the same mass
models introduced in Paper I and an analogous Bayesian approach with a Markov Chain
Monte Carlo scan of the underlying parameter space, we study here the family of isotropic
distribution functions one can associate to the spherical DM density profiles. Following this
approach, we can address here for the first time the theoretical uncertainty on the direct
detection signal within a framework in which the value of the local halo density, the shape
of the distribution function and its truncation at the escape velocity, and the circular ve-
locity of the Sun are taken self-consistently and in agreement with the available dynamical
constraints. Such method is way more powerful than deriving an overall theoretical error
assuming that the local halo density, the velocity dispersion, the escape velocity and the Sun
circular velocity have given uncertainties to be propagated as uncorrelated errors, as actually
done in most analyses in the literature.

Results presented in this paper are valid in the limit of spherical symmetry1 and isotropy,
indeed rather strong assumptions, and should be regarded as a first step towards a study
allowing for, at least, axisymmetric configurations (the case with axisymmetric models can
be in principle treated in a specular way, but it is computationally much more demanding;
such case is subject of ongoing work). On the other hand, the inner regions of a galaxy, such
as at own position within the Milky Way DM halo, are those for which the simulations find
weaker evidence for departure from spherical symmetry, and, favored also by the presence of
large amount of baryonic matter, those with the largest chance for gravitational relaxation
of the collisionless DM system, and hence where the distribution function is expected to be
close to isotropic.

The paper is organized as follows: In Section 2 we introduce the Galactic model and
the procedure adopted to compute the local distribution function. In Section 3 we review
the computation of direct detection rates, emphasizing the connection to the distribution
function, and detail the method implemented to compute the exclusion limit in one sample
case, the one from the recent data release from the Xenon Collaboration. Section 4 illustrates
the statistical method implemented, while Section 5 contains our results. Section 6 concludes.

2 Galactic model and DM phase-space distribution function

Assuming that the distribution of DM particles in the Galaxy is spherically symmetric and
isotropic, and in the limit of spherical symmetry for the underlying gravitational potential
for the Galaxy Φ(r), Eddington’s formula [28] gives an one-to-one correspondence between
the DM halo density profile ρh(r) and its phase-space distribution function Fh:

Fh(E) =
1√
8π2

[
∫ E

0

d2ρh
dΨ2

dΨ√
E −Ψ

+
1√
E

(

dρh
dΨ

)

Ψ=0

]

, (2.1)

1For the DM profile and for the gravitational potential, which has been “symmetrized” according to the
prescription presented in section 2.
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We set up a MC simulation in which we 
populate the Galaxy with PBHs, and compute 
the predicted X-ray and radio luminosity; then 
we produce simulated maps of predicted 
bright X-ray and radio sources
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Our MC simulation

Gas distribution: we consider the state-of-the-art models by K. 
Ferrière (Ferrière 2001, Ferrière 2007)
very  accurate models of the 3D gas distribution in the inner 
bulge, based on CO observations
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16 K. Ferrière et al.: Spatial distribution of interstellar gas in the Galactic bulge

Fig. 4. Projection of the CMZ (bright area) and the holed
GB disk (fainter area) onto the plane of the sky: (a) molec-
ular gas (see Equations 18 and 23); (b) atomic gas (see
Equations 19 and 24). The apparent sizes are a little larger
than the sizes at half-maximum density, because of the log-
arithmic scale used in the projection. In contrast to the
CMZ, which is truly displaced to the left, the GB disk is
symmetric with respect to the GC, and the only reason
why it appears more extended on the left side is because
its positive-longitude portion lies closer to us.

with Xd = 1.2 kpc, Ld = 438 pc, Hd = 42 pc and H ′
d =

120 pc. On the plane of the sky, the GB disk extends out to
r⊥ = 1.14 kpc (radius at half-maximum density) on each
side of the GC (see Figure 4). Projected onto the Galactic
plane, it has the shape of a 2.94 kpc × 1.02 kpc (FWHM
size) ellipse inclined clockwise by 47.◦6 to the line of sight
(see Figure 5). This inclination angle is greater than that
typically found for the Galactic stellar bar (θbar ≃ 15◦−35◦;
see section 3), but it is in good agreement with the value
θbar = 44◦±10◦ recently obtained by Benjamin et al. (2005)
from the GLIMPSE Point Source Catalog.

4.3. The ionized component

The best available model for the spatial distribution of in-
terstellar free electrons in the GB is the NE2001 model of
Cordes & Lazio (2002) presented in section 2.4. According
to this model, the total mass of interstellar ionized hydro-
gen in the region r ≤ 3 kpc is (7.3×107 M⊙)/(1+0.2 fHIM),

Fig. 5. Projection of the CMZ (bright area) and the holed
GB disk (fainter area) onto the Galactic plane. Displayed
here is the H2 map (from Equations 18 and 23). The Hi

map (from Equations 19 and 24) looks identical, except for
this hardly noticeable difference that the GB-disk–to–CMZ
luminosity ratio is slightly greater. For the same reason as
in Figure 4, the apparent sizes are a little larger than the
sizes at half-maximum density.

where fHIM is the fraction of ionized gas belonging to the
hot medium (see Table 6). The mass of hot H+ in the same
region can be estimated from Almy et al.’s (2000) model
(neglecting the contribution from very hot H+) at 1.2 ×
107 M⊙ (see Table 6). It then follows that fHIM = 17% (or,
equivalently, fWIM = 83%) and that the total mass of H+

inside 3 kpc is 7.1×107 M⊙, divided between 5.9×107 M⊙

in the WIM and 1.2 × 107 M⊙ in the HIM. Furthermore,
from Equation 11 with fHIM = 17%, we gather that the
H+ space-averaged density is given by ⟨nH+⟩ = 0.97 ⟨ne⟩.
The partial contributions from the warm and hot ionized
media are globally given by ⟨nH+⟩

WIM
= fWIM ⟨nH+⟩ and

⟨nH+⟩
HIM

= fHIM ⟨nH+⟩, respectively. For the WIM, which
contributes a large 83% of the total H+ mass, we may rea-
sonably assume that the above global relation remains ap-
proximately valid locally. Owing to the large uncertainties
in the exact spatial dependence of the density distributions,
we feel that taking ⟨nH+⟩

WIM
= fWIM ⟨nH+⟩ at all r is

safer than subtracting ⟨nH+⟩
HIM

(which can be estimated
independently; see next paragraph) from ⟨nH+⟩. In that
case, the H+ space-averaged density of the WIM is simply
⟨nH+⟩

WIM
= 0.80 ⟨ne⟩ or, in view of Equations 7 – 10,

⟨nH+⟩
WIM

= (8.0 cm−3)

×
{

exp

[

−
x2 + (y − y3)2

L2
3

]

exp

[

−
(z − z3)2

H2
3

]

+ 0.009 exp

[

−
(

r − L2

L2/2

)2
]

sech2

(

z

H2

)

+ 0.005

[

cos

(

π
r

2 L1

)

u(L1 − r)

]

sech2

(

z

H1

)}

,

Zoomed-in analytical 
3D model of the 

distribution of 
interstellar gas in the 
inner Galactic bulge, 

from K. Ferrière 2007

CO emission map

We set up a MC simulation in which we 
populate the Galaxy with PBHs, and compute 
the predicted X-ray and radio luminosity; then 
we produce simulated maps of predicted 
bright X-ray and radio sources
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Comparison with the X-ray and radio data

X-rays:

We assume that 30% of the bolometric luminosity lies in the 2-10 keV band (Fender 
2013)
We extrapolate to the 10-40 keV band assuming a hard power-law (index 1.6)

We compare against 
the NuStar catalog (Hong et al. 2016)
data in the 10-40 keV band

threshold: 8 * 1032 erg/s
ROI:  -0.9° < l < 0.3°; -0.1° < b < 0.4°

Radio:

Here the prediction is even more complicated

We rely on the empirical fundamental plane relation between soft X-ray and radio 
luminosity [see e.g. Plotkin et al. 2013]

We convert X-ray fluxes into radio fluxes (1 GHz) and compare to the number of 
predicted point sources to the VLA catalog (threshold ~1 mJy; we consider the ROI: 
-0.5° < l < 0.5°; |b| < 0.4°)
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Figure 3. Trial maps of the GC region in the 3–10 (top) and 10–40 keV (bottom) bands using source cells of 20% PSF enclosures,
overplotted with the Chandra counterparts of the NuSTAR detections (green: group 1 and yellow: group 2, §3.4). The colors are scaled
with the logarithmic values (X) of trial numbers (10X), and the maximum is set at X=32 to make faint sources stand out more clearly.
A few large blobs of high significance include the Sgr A di↵use complex, GRS 1741.9–2853 (§5.2), 1E 1743.1–2843 (§5.1) and the Arches
cluster (§9.2). The large streaks in the 3–10 keV band are (GR) backgrounds from bright sources near the region.

Source search routines such as wavdetect (Freeman et
al. 2002) and wvdecomp27 have been very successful in
finding point sources from X-ray images taken by Chan-
dra, XMM-Newton and other X-ray telescopes. These
techniques rely on the correlation between the wavelet
kernels and the local count distribution of X-ray images.
As researchers lower the detection thresholds of these
techniques in hopes of finding fainter sources, it becomes
essential to independently validate faint sources detected
near the thresholds (e.g. M09; Hong 2012). An indepen-
dent validation also alleviates a somewhat unavoidable
subjectivity inherent in threshold setting (Townsley et
al. 2011). In short, negative values used in wavelet anal-
yses, although enabling e�cient source detection, intro-
duce in essence a “subtraction” procedure, which can be
inadequate in characterizing the detection significance of
X-ray sources from non-negative counts following Pois-

27 By A. Vikhlinin; http://hea-www.harvard.edu/RD/zhtools/.

son statistics.
The relative size of the NuSTAR FoV to the point

spread function (PSF) is much smaller than those of
Chandra or XMM-Newton. The ratio of the FoV (⇠130)
to the Half-Power Diameter (HPD, 5800) and FWHM
(1800) of the PSF in NuSTAR is only about 13 and 40,
respectively, whereas in Chandra the ratio exceeds 1000
(FoV⇠17.50 and HPD <100 at the aimpoint) for near on-
axis sources. Each NuSTAR observation often misses a
large portion of the PSF of many sources. A point source
in the mosaicked data often comprises a number of neigh-
boring observations with partial PSF coverage, varying
exposures and di↵erent vignetting e↵ects. This, com-
bined with relatively large NuSTAR backgrounds with
complex patterns, further limits the utility of the conven-
tional techniques for source search in the mosaicked NuS-
TAR data. Except for several self-evident bright sources,
all other sources detected by the conventional techniques

Distinguishing black hole X-ray processes 281

model SEDs, then that is a preferable method for estimating ‘X-
ray luminosities’ from very massive accreting black holes with
jet-dominated SEDs. Note that the ‘KFC-like’ coefficients for the
KFC+SDSS-LBL sample are not as shallow as the ‘real X-ray’
coefficients for the KFC+SDSS-HBL sample because apparently
not all IBL/LBLs are very strongly affected by synchrotron cooling
at 5000 Å rest frame.

From Fig. 7, we can expand further on why FR I ‘X-ray luminosi-
ties’ cannot simply be extrapolated from the optical. For unbeamed
AGN with the most massive SMBHs (i.e. FR Is), the jet will appear
to become optically thin at much lower frequencies (by almost an
order of magnitude if BL Lac objects have Doppler parameters δ ∼
7; also see fig. 6 of Balmaverde, Capetti & Grandi 2006 for a sketch
of how FR I and BL Lac SEDs differ because of Doppler beaming).
From Fig. 7, we estimate a debeamed BL Lac object would have a
steeper αν at 5000 Å so that αν > 0.8 always (and most with αν >

1.0). Thus, optical nuclear luminosities of FR Is should strongly
be affected by synchrotron cooling. SED-modelling of unbeamed
jet-dominated AGN with very massive central black holes is thus
necessary to place them on to the FP.

The KFC+SDSS-HBL sample minimizes concern of syn-
chrotron cooling systematically biasing the FP regression. We thus
consider the following regression to be the most robust:

log LX = (1.45 ± 0.04) log LR − (0.88 ± 0.06) log MBH

− 6.07 ± 1.10. (5)

To our knowledge because of our sample selection and adopted
regression technique, equation (5) is the most accurate FP regression
to date for sub-Eddington accreting black holes with flat/inverted
radio spectra.

For illustrative purposes, and comparison to previous FP stud-
ies, we show a projection of our final FP in Fig. 8. Shown is the
best fit for the KFC+SDSS-HBL sample, with ‘SED-based’ X-ray
luminosities, both observed (top panel) and corrected for Doppler
beaming (bottom panel; see Section 4.4.1). For reference, we also
show the location of FR I galaxies on the FP (with ‘X-ray luminosi-
ties’ extrapolated from the optical), although they are not included
in the fit. As expected, FR I galaxies tend to undershoot the FP. We
note that regressing LX and LR just for the SDSS BL Lac objects
does not follow the same slope as the FP. This result is due to the
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Figure 8. Our best-fitting FP for low-accretion rate black holes (the KFC+SDSS-HBL sample; 82 objects) using the Bayesian regression algorithm and
SED-based X-ray luminosities. The top panel shows the regression for beamed BL Lac objects, and the BL Lac objects are debeamed in the bottom panel.
FR I galaxies are shown for reference, but they are not included in the regression. This figure appears in colour in the online version of this article.
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X-rays:

We predict 170±13 bright X-ray 
sources, given the assumptions we 
discussed

number of observed sources in the 
ROI: 70 (40% of those are cataclysmic 
variables)

Radio:

We predict 21±5 bright radio 
sources in the ROI

total number of radio sources in the ROI: 
170
number of candidate black holes in the 
ROI: 0, assuming that BHs obey the 
Fundamental Plane relation

Results and discussion
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FIG. 13. Approximate CMB-anisotropy constraints on the fraction of dark matter made of PBHs derived in this work (thick
black curves). The no-feedback case assumes that the radiation from the PBH does not ionize the local gas, which eventually
gets collisionally ionized, leading to a lower temperature near the Schwarzschild radius. The strong-feedback case assumes that
the local gas is entirely ionized due to the PBH radiation; this leads to two e↵ects: on the one hand, a higher ionized fraction
increases Compton drag and cooling, reducing the accretion rate and luminosity, on the other hand, the absence of collisional
ionizations lead to an increase of the temperature; this latter e↵ect is dominant for M  104 M�, leading to an overall larger
luminosity hence stronger bound. For comparison, we also show the CMB bound previously derived by ROM (thin dashed
curve), as well as various dynamical constraints: micro-lensing constraints from the EROS [15] (purple curve) and MACHO
[14] (blue curve) collaborations, limits from Galactic wide binaries [17], and ultra-faint dwarf galaxies [51] (in all cases we show
the most conservative limits provided in the referenced papers).

generalizing Shapiro’s classic calculation for spherical ac-
cretion around a black hole [25]. We account for Comp-
ton drag and cooling as well as ionization cooling once
the background gas is neutral. At fixed accretion rate,
the e�ciency we derive is at least a factor of ten and up to
three orders of magnitude lower than what is assumed in
ROM for spherically-accreting PBHs. The second largest
di↵erence is in the accretion rate itself. ROM compute
the accretion rate for an isothermal equation of state, as-
suming that Compton cooling by CMB photons is always
very e�cient. In fact, for su�ciently low redshift and low
PBH masses Compton cooling is negligle and the gas is
adiabatically heated. In this case the higher gas temper-
ature, and hence pressure, imply an accretion rate that
is lower by a factor of ⇠ 10. Since the PBH luminosity is
quadratic in the accretion rate, this translates to a factor
of ⇠ 100 reduction in the e↵ect of PBHs on CMB observ-
ables. A third di↵erence is the relative velocity between
PBHs and baryons, which ROM significantly underesti-
mates around z ⇠ 103, leading to an over-estimate of the
accretion rate.

There are considerable theoretical uncertainties in the
calculation of the accretion rate and luminosity of PBHs,
as we have illustrated by considering two limiting cases
for the radiative feedback on the local ionization frac-
tion, leading to largely di↵erent results. Let us recall the
most critical uncertainties here. First, we have only con-
sidered spherical accretion. Extrapolating the measured

primordial power spectrum to the very small scale corre-
sponding to the Bondi radius, ROM estimated the angu-
lar momentum of the accreted gas; they argued that the
accretion is indeed spherical for PBHs less massive than
⇠ 103 � 104 M�. However, there is no direct measure-
ments of the ultra-small-scale power spectrum, and all
bets are open for a Universe containing PBHs. If small-
scale fluctuations are larger (for instance due to non-
linear clustering of PBHs), an accretion disk could form,
with a significantly enhanced luminosity with respect to
spherical accretion. On the other hand, non-spherical
accretion could conceivably also lead to complex three-
dimensional flows near the black hole giving rise to a
turbulent pressure that lowers the accretion rate and ra-
diative output. Secondly, we have accounted for the mo-
tion of PBHs with an approximate and very uncertain
rescaling of the accretion rate. Given that dark-matter-
baryon relative velocities are typically supersonic, we ex-
pect shocks and a much more complex accretion flow in
general. Thirdly, we have assumed a steady-state flow,
but have not established whether such a flow is stable,
even for a static black hole. Last but not least, if PBHs
only make a fraction of the dark matter, an assumption
must be made about the rest of it, the simplest one be-
ing that it is made of weakly interacting massive particles
(WIMPs). If so, these WIMPs ought to be accreted by
PBHs, whose mass may grow significantly after matter-
radiation equality [52], and as a consequence increase the

Our constraints compared to other constraints (from lensing, CMB, stellar 
dynamics)
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Results and discussion
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Where does the constraining power comes from?

Only the low-velocity (< 10 km/s) black holes crossing the high-density regions matter! 
A very tiny fraction of the BHs are bright (above NuStar or VLA threshold) sources.
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Conclusions of Part 1

1) The idea that PBHs are the DM (quite popular, e.g., in the 1980s) has recently been 
discussed again in the DM community, after the LIGO discovery of a massive BBH system 

2) Several constraints exist on this scenario, from lensing, dynamical arguments, early-
universe  studies. The 10-50 Msun window is very weakly constrained though.

3) We asked ourselves: If the PBHs are the DM, how easily can they be hidden?

4) We set up a MC simulation to predict the number of bright X-ray and radio sources we 
should see in a tiny ROI around the GC, if PBHs are the bulk of the DM.

5) We considered a very conservative scenario (much more conservative than many 
papers on CMB constraints)

6) Despite all the caveats and uncertainties, we got a significant constraint in this 
mass window!

7) The idea that PBHs are the DM is unlikely in our opinion
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Searching for signatures of WIMP dark matter annihilation in gamma-ray 
maps

Fermi-LAT collaboration

The diffuse gamma rays are a precious tool in the astroparticle community since they are able to track 
the CR distribution in different positions of the Galaxy

Main processes: pion decay, Inverse Compton scattering, bremsstrahlung

300 MeV up to >300 GeV —> Fermi-LAT has been providing the most accurate maps ever 
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Searching for signatures of WIMP dark matter annihilation in gamma-ray 
maps

Fermi-LAT collaboration

Interesting features relevant for DM searches

• gamma-ray line? no detection yet

• significant gamma-ray emission from dwarf spheroidal Galaxies?
no detection yet

• gamma-ray excesses from inner Galaxy? There’s a tentative claim to be discussed



Does a NFW template improve the fit of the Fermi-LAT data?

yes, according to a long series of papers
D. Dixon et al. 1998 [arXiv:9803237]; V. Vitale et al. 2009 [arXiv:0912.3828];
L Goodenough and D. Hooper, 2009; D. Hooper and L. Goodenough, 2010
D. Hooper and T. Linden, 2011; K. N. Abazajian and M. Kaplinghat, 2012
D. Hooper and T. R. Slatyer, 2013; C. Gordon and O. Macias, 2013
T. Daylan, D. P. Finkbeiner, D. Hooper, T. Linden; S. Portillo, N. L. Rodd and T. 
R. Slatyer, 2014 [arXiv:1402.6703]; F. Calore, I. Cholis, C. Weniger, 2014
[arXiv:1409.0042]; F. Calore et al. 2015 [arXiv;1411.4647]

?
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Does a NFW template improve the fit of the Fermi-LAT data?

Part 2: The γ-ray inner Galaxy excess
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The Template-fitting Analysis
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RESULT:  
you are 
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something!

The Template-fitting Analysis

If you try to model the gamma-ray emission taking into account the diffuse emission from π0 
decay, the Inverse Compton emission, and all the other known gamma-ray sources, you end 
up missing something in the inner Galaxy



The spectrum of the signal is compatible with 
40 GeV DM annihilating in conventional 
channels, with the reference thermal cross 
section!

A “compelling case of dark matter 
detection”, a new class of sources, or 
maybe a mis-modeling of the background?
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Figure 3: Top: We show the ��2 contours, corresponding to 1,2 and 3�, obtained for the
hypotheses �� ! XX for X = {h, W±, Z, t, b}. Vertical dashed lines indicate the threshold
for each of these final states. The best fit point in each case is indicated. Bottom: We show
the spectra of photons obtained for the corresponding best fit values in the upper plot. The
central values and the error bars are extracted from [13]. Note that the errors are correlated,
and the plotted spectra indeed fit the data reasonably well, as indicated by the �2 at the
best fit.

which fits in the envelope between the 4 presented spectra, or one could fit each spectrum
separately to get a feel for the systematic uncertainty. Here, we take the latter approach.

Out of the 4 spectra Fermi (a,b,c,d) present, one (a) has a shape very di↵erent from that
of heavy DM annihilating to electroweak final states. Furthermore, fitting to (a) gives results
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The background models 
assume no sources in 
the center… is that 
reasonable?

Bartels et al 2016

Calore et al 2015

Agrawal et al 2015
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Astrophysical interpretations

The background models assume no 
sources in the center… is that reasonable?

Probably it’s not realistic: A very 
efficient star formation is going on

According to [Figer et al. 2004
ApJ 581 2002] 1% of the total SFR takes 
place in the inner 2-300 pc

(2 order of magnitude more than the 
average); see also [Longmore et al. 
1208.4256]

IR TRACING WARM DUST AND STELLAR ACTIVITY

X-RAY LIGHT FROM HIGH ENERGY 
PHENOMENA LIKE E.G. EMITTING GAS 

HEATED BY SNR SHOCK WAVES

Star formation rate about 1% of the total 
rate in the Galaxy  (2 orders of magnitude 
larger than the average Galactic one)

Large reservoir of molecular gas

Astron. Astrophys. 467(2007)61
Ferrier, Gillard, Jean

Figer et al., Astrophys. J. 581(2002)58

The GC region is a complex 
and energetic environment

90 cm OBSERVATION OF THE CMZ

A Proof Of Concept

Radio (90 cm): electrons spiraling 
in a higly magnetized environment 
are shining. Nonthermal filaments, 
SNRs… [LaRosa et al. ApJ 119 
2000]16 K. Ferrière et al.: Spatial distribution of interstellar gas in the Galactic bulge

Fig. 4. Projection of the CMZ (bright area) and the holed
GB disk (fainter area) onto the plane of the sky: (a) molec-
ular gas (see Equations 18 and 23); (b) atomic gas (see
Equations 19 and 24). The apparent sizes are a little larger
than the sizes at half-maximum density, because of the log-
arithmic scale used in the projection. In contrast to the
CMZ, which is truly displaced to the left, the GB disk is
symmetric with respect to the GC, and the only reason
why it appears more extended on the left side is because
its positive-longitude portion lies closer to us.

with Xd = 1.2 kpc, Ld = 438 pc, Hd = 42 pc and H ′
d =

120 pc. On the plane of the sky, the GB disk extends out to
r⊥ = 1.14 kpc (radius at half-maximum density) on each
side of the GC (see Figure 4). Projected onto the Galactic
plane, it has the shape of a 2.94 kpc × 1.02 kpc (FWHM
size) ellipse inclined clockwise by 47.◦6 to the line of sight
(see Figure 5). This inclination angle is greater than that
typically found for the Galactic stellar bar (θbar ≃ 15◦−35◦;
see section 3), but it is in good agreement with the value
θbar = 44◦±10◦ recently obtained by Benjamin et al. (2005)
from the GLIMPSE Point Source Catalog.

4.3. The ionized component

The best available model for the spatial distribution of in-
terstellar free electrons in the GB is the NE2001 model of
Cordes & Lazio (2002) presented in section 2.4. According
to this model, the total mass of interstellar ionized hydro-
gen in the region r ≤ 3 kpc is (7.3×107 M⊙)/(1+0.2 fHIM),

Fig. 5. Projection of the CMZ (bright area) and the holed
GB disk (fainter area) onto the Galactic plane. Displayed
here is the H2 map (from Equations 18 and 23). The Hi

map (from Equations 19 and 24) looks identical, except for
this hardly noticeable difference that the GB-disk–to–CMZ
luminosity ratio is slightly greater. For the same reason as
in Figure 4, the apparent sizes are a little larger than the
sizes at half-maximum density.

where fHIM is the fraction of ionized gas belonging to the
hot medium (see Table 6). The mass of hot H+ in the same
region can be estimated from Almy et al.’s (2000) model
(neglecting the contribution from very hot H+) at 1.2 ×
107 M⊙ (see Table 6). It then follows that fHIM = 17% (or,
equivalently, fWIM = 83%) and that the total mass of H+

inside 3 kpc is 7.1×107 M⊙, divided between 5.9×107 M⊙

in the WIM and 1.2 × 107 M⊙ in the HIM. Furthermore,
from Equation 11 with fHIM = 17%, we gather that the
H+ space-averaged density is given by ⟨nH+⟩ = 0.97 ⟨ne⟩.
The partial contributions from the warm and hot ionized
media are globally given by ⟨nH+⟩

WIM
= fWIM ⟨nH+⟩ and

⟨nH+⟩
HIM

= fHIM ⟨nH+⟩, respectively. For the WIM, which
contributes a large 83% of the total H+ mass, we may rea-
sonably assume that the above global relation remains ap-
proximately valid locally. Owing to the large uncertainties
in the exact spatial dependence of the density distributions,
we feel that taking ⟨nH+⟩

WIM
= fWIM ⟨nH+⟩ at all r is

safer than subtracting ⟨nH+⟩
HIM

(which can be estimated
independently; see next paragraph) from ⟨nH+⟩. In that
case, the H+ space-averaged density of the WIM is simply
⟨nH+⟩

WIM
= 0.80 ⟨ne⟩ or, in view of Equations 7 – 10,

⟨nH+⟩
WIM

= (8.0 cm−3)
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IR TRACING WARM DUST AND STELLAR ACTIVITY

X-RAY LIGHT FROM HIGH ENERGY 
PHENOMENA LIKE E.G. EMITTING GAS 

HEATED BY SNR SHOCK WAVES

Star formation rate about 1% of the total 
rate in the Galaxy  (2 orders of magnitude 
larger than the average Galactic one)

Large reservoir of molecular gas

Astron. Astrophys. 467(2007)61
Ferrier, Gillard, Jean

Figer et al., Astrophys. J. 581(2002)58

The GC region is a complex 
and energetic environment

90 cm OBSERVATION OF THE CMZ

A Proof Of Concept

Infrared: dust is shining

A large reservoir of 
molecular gas: the  
Central Molecular Zone 
[K. Ferriere et al., A&A 2007]
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A modified source term in the center, 
compatible with the astronomical 
observations, reabsorbs the excess!

[D. Gaggero et al. 2015]
[E. Carson and S. Profumo 2016]
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We re-examined the GC claim in terms of 
this simple correction to the source term

In our analysis the new steady-state source
 term mainly affects the IC template
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We performed our template fitting analysis 
along the lines of Calore et al.’14 .
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FIG. 2. ��2 as a function of fH2 for several regions of the global
�-ray analysis.

sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].

FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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that a fraction fH2 of cosmic rays are injected with a spa-
tial distribution tracing the density of collapsed H2 molecu-
lar clouds, with the remaining fraction (1 � fH2), reflecting
“older” cosmic rays, distributed according to the traditional
axisymmetric distribution of SNR. This model is theoretically
well-motivated, because high-mass OB stars, the predecessors
to Type II supernovae, evolve on time scales 2-4 times shorter
than the 15-20 Myr lifetime of giant molecular clouds [19].
This implies that a significant fraction of Galactic cosmic rays
should be produced within observed star-forming regions. We
employ high-resolution (⇠100 pc) three-dimensional H2 den-
sity maps that utilize gas flow simulations to resolve non-
circular velocities in the inner Galaxy [20]2, and a simple
model for the star formation rate ⇢̇⇤ / ⇢1.5

gas [21]. We addition-
ally assume a critical gas density ⇢c = 0.1 cm�3 under which
star formation, and thus cosmic-ray acceleration, is shut off.
The cosmic-ray injection intensity tracing the H2 gas density
is calculated as:

QCR(~r) /
(

0 ⇢H2 < ⇢c;

⇢1.5
H2 ⇢H2 � ⇢c.

(1)

Of course, the gas density distribution measured at the
present time does not reflect the distribution of cosmic-ray
sources at past epochs, which is why we assume a (1 � fH2)
fraction of “older” cosmic rays to be distributed according
to the axisymmetric SNR prescription. Diffusion and the
rotation of the inner Galaxy largely wash out the structure
of cosmic-rays on timescales shorter than the typical resi-
dence time of Galactic cosmic-ray nuclei (⌧res ⇡ 107 � 108

Myr [22]), physically motivating values of fH2
>⇠ 0.1. We

also studied the effect of changing the Schmidt power-law in-
dex ns and the critical density ⇢c from the default values em-
ployed here. We find that, barring extreme scenarios, the im-
pact of these parameters is subdominant compared to fH2 [8]
and does not strongly affect the results we summarize below.

In the top panel of Figure 1, we compare the commonly-
employed choices for the azimuthally-averaged surface den-
sity of cosmic-ray sources with a model where a fraction
fH2 = 0.25 of cosmic-ray sources are embedded in H2 re-
gions according to the prescription outlined above. As we dis-
cuss below, fH2 = 0.2�0.25 corresponds to the best global fit
to the Fermi-LAT diffuse �-ray sky. The bottom panels show a
face-on view of the source density for the SNR model (corre-
sponding to fH2 = 0) and for the fH2 = 0.25 model. Figure 1
dramatically highlights the unphysical scarcity of cosmic-ray
sources in the innermost kiloparsec of the Galaxy. While
we note that the present rate of star formation in the CMZ
is observed to be suppressed compared with that predicted
via the Kennicutt-Schmidt law [23], significant multiwave-
length evidence points to episodic starburst on the O(Myr)

2 In this Letter, we use the new gas models only for generating secondary
species and distributing cosmic-ray sources. Their use for �-ray generation
does not significantly impact the conclusions here and is explored in detail
in a forthcoming publication [9].

FIG. 1. Top: The azimuthally averaged surface density of cosmic-
ray source distributions utilizing our new 3D model shown in thick
blue, compared to the traditional axisymmetric models based on
SNR, pulsars, and OB stars. Bottom: Face-on view of the cosmic-
ray source surface density for the traditional SNR distribution (left)
and for the best-fit star formation model, fH2 = .25, (right). The
solar position is indicated with the ‘+’ symbol.

timescales relevant here [24], with a significant event ocurring
⇠6 Myr ago, near the lifetime of massive OB stars. Through-
out this paper, we assume a constant injection until the present
day, although time-dependent effects may play a significant
role [25–27]. In addition to the CMZ, a gas-rich bar is present
along the Galactic center line-of-sight (see Figure 1), which
enhances cosmic-ray sources toward the Galactic center, a fea-
ture otherwise lost using a cylindrically-symmetric treatment.

As will be discussed in detail in forthcoming publications
[8, 9], the addition of a cosmic-ray injection source distribu-
tion tracing H2 gas has a net effect on the steady-state GC
cosmic-ray density (after propagation) of nearly one order
of magnitude. This enhancement is especially dramatic for
cosmic-ray electrons, where the density remains larger than a
factor of two out to nearly 5 kpc from the GC. Notably, the
local cosmic-ray density is essentially unaffected.

While our model is physically well motivated, it is
paramount to assess whether a non-zero value for fH2 yields
a better or worse fit to the diffuse �-ray sky overall. We per-
form a ‘Global’ binned likelihood analysis in three regions of
the Galaxy: inner (|l| < 80�, |b| < 8�), outer (|l| > 80�, |b| <
8�), and local (|b| > 8�). Our adopted statistical framework,
point source masking, photon binning (⇡ .23� pixels in 24
energy bins), and extra templates (isotropic [28] + Fermi Bub-
bles [29]) are identical to those used in Ref. [30]. As fH2 is
increased, cosmic rays are redistributed through the Galaxy,
and we allow for radial variations in the CO ! H2 conver-
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FIG. 2. ��2 as a function of fH2 for several regions of the global
�-ray analysis.

sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].

FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].

FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].

FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].
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creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
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bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
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In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�
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new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
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work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2
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nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
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FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].

FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values

3

FIG. 2. ��2 as a function of fH2 for several regions of the global
�-ray analysis.

sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
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its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].
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creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
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bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
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paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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three regions, showing an optimal fraction fH2 ' 0.25 over-
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new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
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work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
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source distribution represents a genuine quantitative improve-
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parameters, gas distributions, or source distributions over the
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gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus
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claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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that a fraction fH2 of cosmic rays are injected with a spa-
tial distribution tracing the density of collapsed H2 molecu-
lar clouds, with the remaining fraction (1 � fH2), reflecting
“older” cosmic rays, distributed according to the traditional
axisymmetric distribution of SNR. This model is theoretically
well-motivated, because high-mass OB stars, the predecessors
to Type II supernovae, evolve on time scales 2-4 times shorter
than the 15-20 Myr lifetime of giant molecular clouds [19].
This implies that a significant fraction of Galactic cosmic rays
should be produced within observed star-forming regions. We
employ high-resolution (⇠100 pc) three-dimensional H2 den-
sity maps that utilize gas flow simulations to resolve non-
circular velocities in the inner Galaxy [20]2, and a simple
model for the star formation rate ⇢̇⇤ / ⇢1.5

gas [21]. We addition-
ally assume a critical gas density ⇢c = 0.1 cm�3 under which
star formation, and thus cosmic-ray acceleration, is shut off.
The cosmic-ray injection intensity tracing the H2 gas density
is calculated as:

QCR(~r) /
(

0 ⇢H2 < ⇢c;

⇢1.5
H2 ⇢H2 � ⇢c.

(1)

Of course, the gas density distribution measured at the
present time does not reflect the distribution of cosmic-ray
sources at past epochs, which is why we assume a (1 � fH2)
fraction of “older” cosmic rays to be distributed according
to the axisymmetric SNR prescription. Diffusion and the
rotation of the inner Galaxy largely wash out the structure
of cosmic-rays on timescales shorter than the typical resi-
dence time of Galactic cosmic-ray nuclei (⌧res ⇡ 107 � 108

Myr [22]), physically motivating values of fH2
>⇠ 0.1. We

also studied the effect of changing the Schmidt power-law in-
dex ns and the critical density ⇢c from the default values em-
ployed here. We find that, barring extreme scenarios, the im-
pact of these parameters is subdominant compared to fH2 [8]
and does not strongly affect the results we summarize below.

In the top panel of Figure 1, we compare the commonly-
employed choices for the azimuthally-averaged surface den-
sity of cosmic-ray sources with a model where a fraction
fH2 = 0.25 of cosmic-ray sources are embedded in H2 re-
gions according to the prescription outlined above. As we dis-
cuss below, fH2 = 0.2�0.25 corresponds to the best global fit
to the Fermi-LAT diffuse �-ray sky. The bottom panels show a
face-on view of the source density for the SNR model (corre-
sponding to fH2 = 0) and for the fH2 = 0.25 model. Figure 1
dramatically highlights the unphysical scarcity of cosmic-ray
sources in the innermost kiloparsec of the Galaxy. While
we note that the present rate of star formation in the CMZ
is observed to be suppressed compared with that predicted
via the Kennicutt-Schmidt law [23], significant multiwave-
length evidence points to episodic starburst on the O(Myr)

2 In this Letter, we use the new gas models only for generating secondary
species and distributing cosmic-ray sources. Their use for �-ray generation
does not significantly impact the conclusions here and is explored in detail
in a forthcoming publication [9].

FIG. 1. Top: The azimuthally averaged surface density of cosmic-
ray source distributions utilizing our new 3D model shown in thick
blue, compared to the traditional axisymmetric models based on
SNR, pulsars, and OB stars. Bottom: Face-on view of the cosmic-
ray source surface density for the traditional SNR distribution (left)
and for the best-fit star formation model, fH2 = .25, (right). The
solar position is indicated with the ‘+’ symbol.

timescales relevant here [24], with a significant event ocurring
⇠6 Myr ago, near the lifetime of massive OB stars. Through-
out this paper, we assume a constant injection until the present
day, although time-dependent effects may play a significant
role [25–27]. In addition to the CMZ, a gas-rich bar is present
along the Galactic center line-of-sight (see Figure 1), which
enhances cosmic-ray sources toward the Galactic center, a fea-
ture otherwise lost using a cylindrically-symmetric treatment.

As will be discussed in detail in forthcoming publications
[8, 9], the addition of a cosmic-ray injection source distribu-
tion tracing H2 gas has a net effect on the steady-state GC
cosmic-ray density (after propagation) of nearly one order
of magnitude. This enhancement is especially dramatic for
cosmic-ray electrons, where the density remains larger than a
factor of two out to nearly 5 kpc from the GC. Notably, the
local cosmic-ray density is essentially unaffected.

While our model is physically well motivated, it is
paramount to assess whether a non-zero value for fH2 yields
a better or worse fit to the diffuse �-ray sky overall. We per-
form a ‘Global’ binned likelihood analysis in three regions of
the Galaxy: inner (|l| < 80�, |b| < 8�), outer (|l| > 80�, |b| <
8�), and local (|b| > 8�). Our adopted statistical framework,
point source masking, photon binning (⇡ .23� pixels in 24
energy bins), and extra templates (isotropic [28] + Fermi Bub-
bles [29]) are identical to those used in Ref. [30]. As fH2 is
increased, cosmic rays are redistributed through the Galaxy,
and we allow for radial variations in the CO ! H2 conver-
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sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].
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FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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that a fraction fH2 of cosmic rays are injected with a spa-
tial distribution tracing the density of collapsed H2 molecu-
lar clouds, with the remaining fraction (1 � fH2), reflecting
“older” cosmic rays, distributed according to the traditional
axisymmetric distribution of SNR. This model is theoretically
well-motivated, because high-mass OB stars, the predecessors
to Type II supernovae, evolve on time scales 2-4 times shorter
than the 15-20 Myr lifetime of giant molecular clouds [19].
This implies that a significant fraction of Galactic cosmic rays
should be produced within observed star-forming regions. We
employ high-resolution (⇠100 pc) three-dimensional H2 den-
sity maps that utilize gas flow simulations to resolve non-
circular velocities in the inner Galaxy [20]2, and a simple
model for the star formation rate ⇢̇⇤ / ⇢1.5

gas [21]. We addition-
ally assume a critical gas density ⇢c = 0.1 cm�3 under which
star formation, and thus cosmic-ray acceleration, is shut off.
The cosmic-ray injection intensity tracing the H2 gas density
is calculated as:

QCR(~r) /
(

0 ⇢H2 < ⇢c;

⇢1.5
H2 ⇢H2 � ⇢c.

(1)

Of course, the gas density distribution measured at the
present time does not reflect the distribution of cosmic-ray
sources at past epochs, which is why we assume a (1 � fH2)
fraction of “older” cosmic rays to be distributed according
to the axisymmetric SNR prescription. Diffusion and the
rotation of the inner Galaxy largely wash out the structure
of cosmic-rays on timescales shorter than the typical resi-
dence time of Galactic cosmic-ray nuclei (⌧res ⇡ 107 � 108

Myr [22]), physically motivating values of fH2
>⇠ 0.1. We

also studied the effect of changing the Schmidt power-law in-
dex ns and the critical density ⇢c from the default values em-
ployed here. We find that, barring extreme scenarios, the im-
pact of these parameters is subdominant compared to fH2 [8]
and does not strongly affect the results we summarize below.

In the top panel of Figure 1, we compare the commonly-
employed choices for the azimuthally-averaged surface den-
sity of cosmic-ray sources with a model where a fraction
fH2 = 0.25 of cosmic-ray sources are embedded in H2 re-
gions according to the prescription outlined above. As we dis-
cuss below, fH2 = 0.2�0.25 corresponds to the best global fit
to the Fermi-LAT diffuse �-ray sky. The bottom panels show a
face-on view of the source density for the SNR model (corre-
sponding to fH2 = 0) and for the fH2 = 0.25 model. Figure 1
dramatically highlights the unphysical scarcity of cosmic-ray
sources in the innermost kiloparsec of the Galaxy. While
we note that the present rate of star formation in the CMZ
is observed to be suppressed compared with that predicted
via the Kennicutt-Schmidt law [23], significant multiwave-
length evidence points to episodic starburst on the O(Myr)

2 In this Letter, we use the new gas models only for generating secondary
species and distributing cosmic-ray sources. Their use for �-ray generation
does not significantly impact the conclusions here and is explored in detail
in a forthcoming publication [9].
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FIG. 1. Top: The azimuthally averaged surface density of cosmic-
ray source distributions utilizing our new 3D model shown in thick
blue, compared to the traditional axisymmetric models based on
SNR, pulsars, and OB stars. Bottom: Face-on view of the cosmic-
ray source surface density for the traditional SNR distribution (left)
and for the best-fit star formation model, fH2 = .25, (right). The
solar position is indicated with the ‘+’ symbol.

timescales relevant here [24], with a significant event ocurring
⇠6 Myr ago, near the lifetime of massive OB stars. Through-
out this paper, we assume a constant injection until the present
day, although time-dependent effects may play a significant
role [25–27]. In addition to the CMZ, a gas-rich bar is present
along the Galactic center line-of-sight (see Figure 1), which
enhances cosmic-ray sources toward the Galactic center, a fea-
ture otherwise lost using a cylindrically-symmetric treatment.

As will be discussed in detail in forthcoming publications
[8, 9], the addition of a cosmic-ray injection source distribu-
tion tracing H2 gas has a net effect on the steady-state GC
cosmic-ray density (after propagation) of nearly one order
of magnitude. This enhancement is especially dramatic for
cosmic-ray electrons, where the density remains larger than a
factor of two out to nearly 5 kpc from the GC. Notably, the
local cosmic-ray density is essentially unaffected.

While our model is physically well motivated, it is
paramount to assess whether a non-zero value for fH2 yields
a better or worse fit to the diffuse �-ray sky overall. We per-
form a ‘Global’ binned likelihood analysis in three regions of
the Galaxy: inner (|l| < 80�, |b| < 8�), outer (|l| > 80�, |b| <
8�), and local (|b| > 8�). Our adopted statistical framework,
point source masking, photon binning (⇡ .23� pixels in 24
energy bins), and extra templates (isotropic [28] + Fermi Bub-
bles [29]) are identical to those used in Ref. [30]. As fH2 is
increased, cosmic rays are redistributed through the Galaxy,
and we allow for radial variations in the CO ! H2 conver-
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FIG. 2. ��2 as a function of fH2 for several regions of the global
�-ray analysis.

sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].

FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
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paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values
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Conclusions of Part 2

1) The gamma-ray maps are interesting for WIMP DM searches

2) A tentative claim of a GeV excess from the inner Galaxy exists

3) Many astrophysical explanations exist

4) The claim triggered an interesting debate —> It became clear that most CR propagation models 
are not adequate to describe the inner Galaxy!
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