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Outline
✤ a very short introduction to Nuclear Astrophysics

✤ from experimental data to astrophysical rates

✤ few selected examples

3He(α,γ)7Be

 7Be(p,γ)8B 

     14N(p,γ)15O

✤ near future developments
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H burning
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as a function of temperature, density, and composition
allows one to implement this condition in the SSM.

! Energy is transported by radiation and convection.
The solar envelope, about 2.6% of the Sun by mass, is
convective. Radiative transport dominates in the inte-
rior, r & 0:72R", and thus in the core region where
thermonuclear reactions take place. The opacity is sen-
sitive to composition.

! The Sun generates energy through hydrogen burning,
Eq. (2). Figure 1 shows the competition between the pp
chain and CNO cycles as a function of temperature:
The relatively cool temperatures of the solar core favor
the pp chain, which in the SSM produces #99% of the
Sun’s energy. The reactions contributing to the pp chain

and CNO bicycle are shown in Fig. 2. The SSM requires
input rates for each of the contributing reactions, which
are customarily provided as S factors, defined below.
Typically cross sections are measured at somewhat
higher energies, where rates are larger, then extrapolated
to the solar energies of interest. Corrections also must be
made for the differences in the screening environments
of terrestrial targets and the solar plasma.

! The model is constrained to produce today’s solar
radius, mass, and luminosity. The primordial Sun’s
metal abundances are generally determined from a
combination of photospheric and meteoritic abundan-
ces, while the initial 4He=H ratio is adjusted to repro-
duce, after 4.6 Gyr of evolution, the modern Sun’s
luminosity.

The SSM predicts that as the Sun evolves, the core
He abundance increases, the opacity and core temperature
rise, and the luminosity increases (by a total of #44% over
4.6 Gyr). The details of this evolution depend on a variety of
model input parameters and their uncertainties: the photon
luminosity L", the mean radiative opacity, the solar age, the
diffusion coefficients describing the gravitational settling of
He and metals, the abundances of the key metals, and the
rates of the nuclear reactions.

If the various nuclear rates are precisely known, the com-
petition between burning paths can be used as a sensitive
diagnostic of the central temperature of the Sun. Neutrinos
probe this competition, as the relative rates of the ppI, ppII,
and ppIII cycles comprising the pp chain can be determined
from the fluxes of the pp=pep, 7Be, and 8B neutrinos. This
is one of the reasons that laboratory astrophysics efforts to
provide precise nuclear cross section data have been so
closely connected with solar neutrino detection.

Helioseismology provides a second way to probe the solar
interior, and thus the physics of the radiative zone that the
SSM was designed to describe. The sound speed profile cðrÞ
has been determined rather precisely over the outer 90% of

FIG. 1. The stellar energy production as a function of temperature
for the pp chain and CN cycle, showing the dominance of the
former at solar temperatures. Solar metallicity has been assumed.
The dot denotes conditions in the solar core: The Sun is powered
dominantly by the pp chain.

FIG. 2 (color online). The left frame shows the three principal cycles comprising the pp chain (ppI, ppII, and ppIII), with branching
percentages indicated, each of which is ‘‘tagged’’ by a distinctive neutrino. Also shown is the minor branch 3Heþ p ! 4Heþ eþ þ !e,
which burns only#10'7 of 3He, but produces the most energetic neutrinos. The right frame shows the CNO bicycle. The CN cycle, marked I,
produces about 1% of solar energy and significant fluxes of solar neutrinos.

Adelberger et al.: Solar fusion cross . . .. II. The pp chain . . . 201

Rev. Mod. Phys., Vol. 83, No. 1, January–March 2011

Adelberger et al. Rev.Mod.Phys.83(2011)



Nuclear reactions in stars
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Nuclear reactions in stars
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A B

A(B,C)D

                       ⇓
extremely low cross sections
                       ⇓
measurements at higher energies
                       ⇓
need of models to extrapolate to relevant energies

3He(α,γ)7Be σ~3×10-5pb

Np ~1000pµA ~ 6×1015/s
Nt ~118/cm2

N(7Be) = σNpNt ~ 1.5×10-7/s ~ 6/year

T6~15 °K      ⇒     E ~ kBT ~ keV
Ec ~ ZAZB/r0 ~ MeV



S-factor & Reaction rate
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S-factor & Reaction rate
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How to determine reaction rates
measurements of cross section at selected energies 

(with proper error determination) 

⇕ 

fit model to data to obtain cross section (and uncertainty) at (any) 
relevant energy 

⇕ 

calculate rate (and its uncertainty) 

⇓ 

evaluate consequences, check against observations
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Laboratory measurements

7

A

BB

B B
BB
B

B

B B

B
B

B



Laboratory measurements

7

BB

B B
BB
B

B

B B

B
B

B
D

C



Laboratory measurements

7

BB

B B
BB
B

B

B B

B
B

B
D

C

detector

€ 

NC =σ(E)N targetNprojectilesε



Laboratory measurements

7

BB

B B
BB
B

B

B B

B
B

B
D

C

detector

€ 

NC =σ(E)N targetNprojectilesε

cosmic rays

€ 

NDet = NC + NBkg



Laboratory measurements

7

BB

B B
BB
B

B

B B

B
B

B
D

C

detector

€ 

NC =σ(E)N targetNprojectilesε

cosmic rays

€ 

NDet = NC + NBkg

E

F

beam induced background



Laboratory measurements

7

BB

B B
BB
B

B

B B

B
B

B
D

C

detector

€ 

NC =σ(E)N targetNprojectilesε

cosmic rays

€ 

NDet = NC + NBkg

E

F

beam induced background

Minimize background: underground measurements



Laboratory measurements

7

BB

B B
BB
B

B

B B

B
B

B
D

C

detector

€ 

NC =σ(E)N targetNprojectilesε

cosmic rays

€ 

NDet = NC + NBkg

E

F

beam induced background

Minimize background: underground measurements
Maximise signal: recoil separators, indirect methods, …



Two ways towards improved experiments

Nuclear Astrophysics is a very active and productive field. Several 
groups around the world devote their efforts to cross section 
measurements, continuously developing interesting new techniques to 
overcome experimental difficulties.  
However over the years two strategies have proven to be very effective

✤ Background reduction by moving to cosmic ray free underground 
environments  
     LUNA@LNGS-Italy  
     CASPAR@SURF-USA 
     JUNA@CJPL-China

✤ Inverse kinematics techniques with recoil separators  
     DRAGON@TRIUMF-Canada 
     St. GEORGE@NotreDame-USA 
     ERNA@CIRCE-Italy
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Underground labs

✤ BBN and H-burning in the Sun and solar neutrinos: p(d,γ)3He, 
d(α,γ)6Li, 3He(3He,2p)4He, 3He(α,γ)7Be and 14N(p,γ)15O

✤ AGB nucleosynthesis – light nuclei abundances: 15N(p,γ)16O, 
17O(p,γ)18F, 17O(p,α)14N, 18O(p,γ)19F, 18O(p,α)15N, 22Ne(p,γ)23Na, 
23Na(p,γ)24Mg, 24Mg(p,γ)25Al, 25Mg(p,γ)26Al, 26Mg(p,γ)27Al
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Courtesy of LUNA Collaboration

LUNA at Laboratori Nazionali del Gran Sasso



Underground labs
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CASPAR at
Sanford Underground Research Facility

JUNA at
China Jinping Underground Laboratory



Recoil separators
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Recoil separators for Nuclear Astrophysics
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DRAGON

Caltech

ARES

KUTL

DRS

ERNA@CIRCE

Saint 
George

ERNA@Bochum

Old facilities
Active facilities
Future facilities

SECAR



Other valuable tools

✤ Reaction rates are nuclear physics. Nuclear structure and reaction 
theory is necessary for providing guidance and setting limits. 

✤ Indirect techniques are essential tools to probe low energy nuclear 
structure and reaction features 

✤ Single particle or alpha transfer can be used used as surrogates, 
THM/ANC methods, alpha scattering, lifetime measurements, 
Coulomb dissociation studies, all provide a scale for low energy 
extrapolation.  However direct measurements close to the stellar 
energy range are needed for high precision predictions 
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How to determine reaction rates
measurements of cross section at selected energies 

(with proper error determination) 

⇕ 

fit model to data to obtain cross section (and uncertainty) at (any) 
relevant energy 

⇕ 

calculate rate (and its uncertainty) 

⇓ 

evaluate consequences, check against observations
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Extrapolation & role of the models
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Model fit to the data
✤ Use as much of experimental information as possible

✤ Choose the model that best describes simultaneously all of the 
datasets

✤ Treat data in statistical robust way (no arbitrary inflation of errors, if 
possible)

✤ Take into account (probably combined) systematic errors

✤ Determine best estimate of Sij(0)
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Potential models (global scaling parameter): Tombrello & Parker, Descouvemont (R-matrix 
based), Mohr
Microscopic models (no global scaling parameter): Neff, Csótó & Langanke, Kajino et al., 
Nollett, etc...
Usually claimed to be valid up to Ecm~2.0MeV

A paradigmatic case: 3He(α,γ)7Be
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Potential models (global scaling parameter): Tombrello & Parker, Descouvemont (R-matrix 
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based), Mohr
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Potential models (global scaling parameter): Tombrello & Parker, Descouvemont (R-matrix 
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Potential models (global scaling parameter): Tombrello & Parker, Descouvemont (R-matrix 
based), Mohr
Microscopic models (no global scaling parameter): Neff, Csótó & Langanke, Kajino et al., 
Nollett, etc...
Usually claimed to be valid up to Ecm~2.0MeV

A paradigmatic case: 3He(α,γ)7Be
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R-matrix fit to the data
R-matrix is a phenomenological model that can possibly fit 
simultaneously all data available, through all reaction channels possible 
for the same compound nucleus
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FIG. 8. (Color online) R-matrix fit of 3He(α, α)3He data from
[20]. The energies and angles are in the center-of-mass frame.
The error bars on the figure correspond to the inflated statistical
uncertainties.

nuclear interaction between the channel nuclei.3 Just as with
the background pole energies, the fit was insensitive to the
value of the channel radius as long as rc ! 4.0 fm. More
specifically, the S(0) value varied by approximately 0.5% for
channel radii 4.0 < rc < 5.0 fm.

Figure 8 shows the result for the elastic scattering data
of Barnard et al. [20], as was obtained by the simultaneous
R-matrix fit. The data set of [19] is also described reasonably
well. The statistical uncertainties were inflated by a constant
factor so as to obtain a reduced χ2 of 1 for each of the two
scattering data sets.

The result for the capture channel, as obtained from the
simultaneous R-matrix analysis, is shown with the black thick
continuous lines in Figs. 9 and 10. Figure 9 shows the result
of the total capture S factor, whereas Fig. 10 shows the
individual contributions to the total capture from the ground
and first excited states of 7Be. Experimental data are also
plotted for comparison. Note that the data sets on the figures
are normalized by the fitting algorithm as discussed at the
beginning of the section. The resulting zero-energy S factor
from the fit is S(0) = 0.554 keV b. The calculation reproduces
the data very well. The Washington prompt data especially
fall well within the present calculation, despite their small
statistical uncertainties. The agreement is also clear in Fig. 10.
In addition, it is interesting that this calculation reproduces the
seemingly low S factor of the LUNA measurements and the
high-energy data. The resulting normalization factors for each
data set are listed in Table II, along with the corresponding
systematic uncertainties for comparison. As expected, the
normalization factors did not deviate from unity much more
than the systematic uncertainty allows, with the exception

3Assuming uniform nuclear density distribution and taking into
account the measured rms charged radii of 3He (rrms = 1.96 fm
[27]) and 4He (rrms = 1.67 fm [28]), the minimum distance can be
calculated as rc =

√
5/3(1.96 + 1.67) ∼ 4.7 fm.
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FIG. 9. (Color online) Comparison of present R-matrix fit (black
continuous line) to the experimental data. The data sets have been
normalized according to Table II. The error bars on the figure
correspond to statistical uncertainties only, unlike those shown in
Fig. 7. The calculation by Neff [15] is also shown, arbitrarily
normalized to make the comparison easier. The shape of the calculated
S factor is in very good agreement with the experimental shape.

of the Weizmann data set which required a 6% correction
compared to the reported 3.7% systematic uncertainty.

The reduced χ2 of the capture data was χ2/ν = 1.4. The
uncertainty in the final S(0) value arises from the choice of
channel radius rc and the position of the background poles
(1.0%), and from how well the data with their respective total
uncertainties constrain the fit (3.5%). The latter uncertainty
estimate was calculated with the MINOS method of MINUIT2
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FIG. 7: (Color online) Uncertainties on the 3He(↵, �)7Be S factor as determined by the Monte Carlo analysis. Fig. 7 a) shows
the uncertainty of the S factor. The black solid line represents the best fit while the dashed red lines represent the 16% and 84%
uncertainty quantiles. The fractional uncertainty is shown in Fig. 7 b). The dashed red line represents the combined systematic
and statistical uncertainties. The black solid line represents the statistical uncertainties alone. The black dotted-dashed line
represents the deviation of the fit (fit without Ref. [14] data / fit with all data) if the data of Ref. [14] are excluded (see text).
The black dot-dot-dashed line represents the deviation (fit without Refs. [15] data / fit with all data) of the fit without the
LUNA data of Ref. [15].

impact on the fit. While the statistical uncertainties of
Ref. [46] are not available on EXFOR, they were obtained
through private communication [54]. For both of these
measurements, the error bars are often <1% but fluctua-
tions in the values of nearby data points are much larger
than the statistical errors. This indicates the presence of
other sources of uncertainty which have not been consid-
ered. Fits to these data sets, with the statistical uncer-
tainties only, resulted in large deviations in the �2 (i.e.
�2/N >> 1) and the extrapolation of S(0) (>5%). This
was the result of significant changes in the ANCs (3.0 -
5.5 fm�1/2) and the background pole ↵ widths. This was
most significant for fits to the lowest energy scattering
data of Ref. [46]. Since the scattering data were now a
variable in the fitting, the change in �2 of the capture
data alone was used as a basis for the comparison with
the ��2 value.

Tests were then made by inflating the point-to-point

uncertainties of the data sets so that the �2/N of each
scatting data set was equal to 1. This, by construction,
satisfies the ��2 condition but still produces variations in
the fit reflective of the di↵erent scattering data sets. The
range of di↵erent S factors obtained is shown in Fig. 9.
The increased uncertainty at astrophysical energies due
to the ambiguities in the low energy scattering data is
evident. This range of S factors is treated as an addi-
tional systematic uncertainty. It results in an additional
uncertainty in S(0) of 0.542+0.019

�0.011

(phase shifts) keV b.

VI. REACTION RATE UNCERTAINTY

The reaction rate uncertainty is calculated by numer-
ical integration of the cross sections. The uncertainty
from the Monte Carlo analysis is then summed in quadra-
ture with the model uncertainty and the phase shift un-
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FIG. 5: (Color online) Example excitation curves representative of the fit to the 3He(↵, ↵)3He data of Ref. [34] performed
simultaneously with the capture data. The data have been digitized from Fig. 2 of that work by the authors.

sample size of 5000 iterations has been chosen as
a compromise between computation time and ac-
curacy. For each of the MC iterations, an extrap-
olation of the cross section can be made using the
best fit parameters from that iteration. This cross
section is then numerically integrated to calculate
the reaction rate at a given temperature.

The results of each of the MC iterations, for each quan-
tity of interest, can then be represented by a histogram.
The quantity of interest may be one of the fit parameters,
the cross section at a particular energy, or the reaction
rate at a particular temperature. The distribution of the
histogram is then the PDF of the quantity of interest.
The lower and upper uncertainties are then defined by
the 16 and 84% quantiles of the histogram. The central
value is defined as the 50% quantile. The PDF of the
cross section at an example energy of E

cm

= 12.9 keV is
shown in Fig. 6.

As discussed in Sec. II, the data of Ref. [16] show a
discrepancy with respect to the R-matrix fit, e.g. a large
�2 (see Table I). There is no obvious reason for this and
subsequently the data of Ref. [16] were retained for the
best fit. Nevertheless, to test the e↵ect of these data
on the uncertainty, the MC analysis was repeated with
the data of Ref. [16] excluded. The result was almost
negligible with a maximum increase in the uncertainty of
0.2% and a maximum di↵erence in the central value of
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FIG. 6: (Color online) Probability density function of
the 3He(↵, �)7Be cross section at an example energy of
E

cm

= 12.9 keV. The solid red line represents the 50% quan-
tile, the red dashed lines represent the 16 and 84% quantiles.
The black solid line is a Gaussian fit which matches the shape
of the PDF.

0.1%.
The results of the Monte Carlo uncertainty analysis

for the total capture cross section are shown in Fig. 7
a). The uncertainty over the range of the experimental

S34(0) = 0.56±0.02(exp)±0.02(theor) keV b
Adelberger et al. Rev.Mod.Phys.83(2011)
SFII

deBoer et al. Phys.Rev.C 90 (2014) 035804) 
S34(0) = 0.542±0.011(MC fit)±0.006(model)+0.009-0.011(phase shifts) keV b 
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sample size of 5000 iterations has been chosen as
a compromise between computation time and ac-
curacy. For each of the MC iterations, an extrap-
olation of the cross section can be made using the
best fit parameters from that iteration. This cross
section is then numerically integrated to calculate
the reaction rate at a given temperature.

The results of each of the MC iterations, for each quan-
tity of interest, can then be represented by a histogram.
The quantity of interest may be one of the fit parameters,
the cross section at a particular energy, or the reaction
rate at a particular temperature. The distribution of the
histogram is then the PDF of the quantity of interest.
The lower and upper uncertainties are then defined by
the 16 and 84% quantiles of the histogram. The central
value is defined as the 50% quantile. The PDF of the
cross section at an example energy of E

cm

= 12.9 keV is
shown in Fig. 6.

As discussed in Sec. II, the data of Ref. [16] show a
discrepancy with respect to the R-matrix fit, e.g. a large
�2 (see Table I). There is no obvious reason for this and
subsequently the data of Ref. [16] were retained for the
best fit. Nevertheless, to test the e↵ect of these data
on the uncertainty, the MC analysis was repeated with
the data of Ref. [16] excluded. The result was almost
negligible with a maximum increase in the uncertainty of
0.2% and a maximum di↵erence in the central value of
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FIG. 6: (Color online) Probability density function of
the 3He(↵, �)7Be cross section at an example energy of
E

cm

= 12.9 keV. The solid red line represents the 50% quan-
tile, the red dashed lines represent the 16 and 84% quantiles.
The black solid line is a Gaussian fit which matches the shape
of the PDF.

0.1%.
The results of the Monte Carlo uncertainty analysis

for the total capture cross section are shown in Fig. 7
a). The uncertainty over the range of the experimental

4

TABLE I: Data sets considered in the the present analysis. The quoted systematic uncertainty is also given. The normalization
is the result of the R-matrix fit using a �2 measure of the goodness of fit.

Data Set N E
cm

(MeV) Transition Syst. Unc. Norm. �2/N
Barnard et al. (Elastic) [34] 593 1.4-3.2 G.S. 5% 1.017 0.77

Singh et al. (2004) (Activation) [14] 4 0.42-0.95 Total 3.7% 1.055 0.54
Costantini et al. (2008) (Activation) [15] 6 0.09-0.17 Total 3.2% 1.008 0.88
Costantini et al. (2008) (Prompt) [15] 3,3 0.09-0.17 G.S., 1st E.S. 3.8% 0.991 0.27,0.34
Brown et al. (2007) (Activation) [16] 8 0.33-1.23 Total 3.0% 0.973 2.48
Brown et al. (2007) (Prompt) [16] 8,8 0.33-1.23 G.S., 1st E.S. 3.5% 0.972 2.17,2.61

Di Leva et al. (2009) (Activation) [17] 48 0.70-3.13 Total 5.0% 0.972 0.79
Carmona-Gallardo et al. (2012) (Activation) [18] 3 1.05-2.80 Total 3.0% 0.965 0.52

Kontos et al. (2013) (Prompt) [13] 17 0.30-1.45 Total 8.0% 0.965 0.65
Bordeanu et al. (2013) (Activation) [21] 5 1.5-2.5 Total 6.0% 1.004 0.90
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FIG. 4: (Color online) Di↵erent R-matrix components used
for the fit to the 3He(↵, �)7Be cross section. The data points
are all recent data from Refs. [13, 15–18, 21]. The red solid
line represents the best fit to the data which is similar to
that previously given in Ref. [13]. The blue dashed line is the
contribution from the s-wave E1 external capture and back-
ground pole (J⇡ = 1/2+). The dot-dashed green line rep-
resents the pure external capture contribution. The maroon
dash-dash-dotted line represents purely the 1/2+ background
pole contribution. The plot illustrates the importance of the
interference term between the background pole and the exter-
nal capture. While the background pole contribution is itself
small, the interference term is proportional to 2

p
�BGP�EC.

All contributions are the sum of the ground state and first
excited state decays.

uation has been observed in the 12C(↵,↵)12C data (e.g.
Ref. [39]) where the 16O compound nucleus likewise has
many observed single particle states.

The R-matrix fit uses the �2 method as a measure
of the goodness of the fit. The contributions to the to-
tal �2 come from both the di↵erence of the individual
data points from the R-matrix calculation and an addi-
tional term for the normalization factor of each data set
[40]. The additional term in the total �2 calculation for
the normalizations is critical in this uncertainty analy-
sis where the systematic uncertainties dominate. There
are also common uncertainties that are present between

prompt and activation techniques for the same experi-
ment. These common uncertainties are included using
the method described by Ref. [41] as given in Eq. (5) of
that work.

Table I summarizes the data which are considered
and the normalizations resulting from the R-matrix fit.
The analysis combines the results from several di↵erent
3He(↵, �)7Be measurements. The results are very simi-
lar to those given in Ref. [13] but have slight di↵erences
because of some changes in the data and the inclusion of
common uncertainties in the data of Refs. [15, 16]. Table
II gives the level parameters used for the R-matrix fit
including the internal and external reduced widths of the
� ray decays.

There are two changes to the capture data compared
to those given in Ref. [13]. The first is the exclusion of
the prompt �-ray and activation data of Ref. [17]. This
has been done because some common uncertainties ex-
ist between the prompt, activation, and recoil data sets
which could not be separated using the current uncer-
tainty analysis method. The choice has been made to re-
tain only the recoil data since they contain the majority
of the experimental measurements. The second change is
a modification to the over all normalization of the data
of Ref. [14]. For the branching ratio of the decay of 7Be
to the E

x

= 478 keV state in 7Li, Ref. [14] used a value
of 10.44%. The remaining data sets considered in this
analysis use an updated value of 10.52% [36]. This up-
dated branching has been applied to the data of Ref. [14]
resulting in an increase in the overall normalization of
the data of 0.77%.

The dependence of the fit on the low energy LUNA
[19, 20] data have also been tested. While the LUNA
data reach much lower in energy than any other measure-
ments, the upper energy limit of the Gran Sasso 400 kV
accelerator also prevents overlap with other higher energy
measurements. Performing the fit without the LUNA
data shows a maximum deviation in the S factor from
the fit with all data included of <1%. This shows that
the low energy energy-dependence is driven by the higher
energy data and the constraints of the R-matrix model.

Of the normalization factors given in Ref. [13], only

S34(0) = 0.56±0.02(exp)±0.02(theor) keV b
Adelberger et al. Rev.Mod.Phys.83(2011)
SFII

deBoer et al. Phys.Rev.C 90 (2014) 035804) 
S34(0) = 0.542±0.011(MC fit)±0.006(model)+0.009-0.011(phase shifts) keV b 



Something went wrong...
We were not able to deliver the message:

“The central value is ~3% lower than the previous A11 recommended 
value. […] The underlying reasons for these differences are not 
discussed in deBoer et al. (2014).  
[…]  
We point out, however, that a reduction in S34(0) such as that claimed 
by deBoer et al. (2014) would have an impact in the comparison 
between solar neutrino data and SSMs built with the GS98 or 
AGSS09met compositions for the Φ(8B) and Φ(7Be) fluxes.”

Vinyoles et al. ApJ 835 (2017)
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Solar Fusion II - Adelberger et al. Rev. Mod. Phys. 83(2011)

Gamow peak

Sun - T9 = 0.015, E0 = 18 keV

in Solar Fusion I. Total errors, including systematic errors, are
shown on each data point, to facilitate a meaningful com-
parison of different data sets. All data sets exhibit a similar
S17ðEÞ energy dependence, indicating that they differ mainly
in absolute normalization.

Following the discussion in Sec. IX.B, we determine our
best estimate of S17ð0Þ by extrapolating the data using the
scaled theory of Descouvemont (2004) (Minnesota calcula-
tion). We performed two sets of fits, one to data below the
resonance, with E # 475 keV, where we felt the resonance
contribution could be neglected. In this region, all the indi-
vidual S17ð0Þ error bars overlap, except for the Bochum
result, which lies low.

We also made a fit to data with E # 1250 keV, where the
1þ resonance tail contributions had to be subtracted. We did
this using the resonance parameters of Junghans et al. (2003)
(Ep ¼ 720 keV, !p ¼ 35:7 keV, and !! ¼ 25:3 meV), add-
ing in quadrature to data errors an error of 20% of the
resonance subtraction. In order to minimize the error induced
by variations in energy averaging between experiments, we
excluded data close to the resonance, from 490 to 805 keV,

where the S factor is strongly varying and the induced error is
larger than 1.0 eV b. Above the resonance, the data have
smaller errors. Only the Filippone et al. (1983) and
Weizmann group error bars overlap the UW–Seattle/
TRIUMF error bars.

Figure 9 shows the best-fit Descouvemont (2004)
(Minnesota interaction) curve from the E # 475 keV fit [to-
gether with the 1þ resonance shape determined by Junghans
et al. (2003), shown here for display purposes]. Our fit results
are shown in Table VII. The errors quoted include the in-
flation factors, calculated as described in the Appendix. The
main effect of including the inflation factors is to increase the
error on the combined result by the factor 1.7 for E #
475 keV, and by 2.0 for E # 1250 keV. Both the S17ð0Þ
central values and uncertainties from the combined fits for
these two energy ranges agree well, the latter because the
added statistical precision in the E # 1250 keV fit is mostly
offset by the larger inflation factor.

We also did fits in which the low-energy cutoff was varied
from 375 to 475 keV and the high-energy exclusion region
was varied from 425–530 to 805–850 keV. The central value
of S17ð0Þ changed by at most 0.1 eV b. On this basis we
assigned an additional systematic error of &0:1 eV b to the
results for each fit region.

To estimate the theoretical uncertainty arising from our
choice of the nuclear model, we also performed fits using the
shapes from other plausible models: Descouvemont (2004)
plus and minus the theoretical uncertainty shown in Fig. 8 of
that paper; Descouvemont and Baye (1994); the CD-Bonn
2000 calculation shown in Fig. 15 of Navrátil et al. (2006b);
and four potential-model calculations fixed alternately to
reproduce the 7Liþ n scattering lengths, the best-fit 7Beþ
p scattering lengths, and their upper and lower limits (Davids
and Typel, 2003). The combined-fit results for all these
curves, including Descouvemont (2004), are shown in
Table VIII.

We estimate the theoretical uncertainty on S17ð0Þ from the
spread of results in Table VIII: &1:4 eV b for the E #
475 keV fits, and þ1:5

'0:6 eV b from the E # 1250 keV fits

(the smaller error estimate in the latter case reflects the
exclusion of the poorer potential-model fits). We note that
the estimated uncertainties are substantially larger than those
given by Junghans et al. (2003) and by Descouvemont
(2004).

FIG. 9 (color online). S17ðEÞ vs center-of-mass energy E, for E #
1250 keV. Data points are shown with total errors, including
systematic errors. Dashed line: scaled Descouvemont (2004) curve
with S17ð0Þ ¼ 20:8 eV b; solid line: including a fitted 1þ resonance
shape.

TABLE VII. Experimental S17ð0Þ values and (inflated) uncertainties in eV b, and "2=dof deter-
mined by fitting the Descouvemont (2004) Minnesota calculation to data with E # 475 keV and with
E # 1250 keV, omitting data near the resonance in the latter case.

Fit range E # 475 keV E # 1250 keV
Experiment S17ð0Þ # "2=dof S17ð0Þ # "2=dof

Baby 20.2 1.4a 0:5=2 20.6 0.5a 5:2=7
Filippone 19.4 2.4 4:7=6 18.0 2.2 15:8=10
Hammache 19.3 1.1 4:8=6 18.2 1.0 12:5=12
Hass 18.9 1.0 0=0
Junghans BE3 21.6 0.5 7:4=12 21.5 0.5 12:3=17
Strieder 17.2 1.7 3:5=2 17.1 1.5 5:1=6

Mean 20.8 0.7 9:1=4 20.3 0.7 18:1=5

aWe include an additional 5% target damage error on the lowest three points, consistent with the
total error given in the text by Baby et al. (2003a) [M. Hass, 2009 (private communication)].
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in Solar Fusion I. Total errors, including systematic errors, are
shown on each data point, to facilitate a meaningful com-
parison of different data sets. All data sets exhibit a similar
S17ðEÞ energy dependence, indicating that they differ mainly
in absolute normalization.

Following the discussion in Sec. IX.B, we determine our
best estimate of S17ð0Þ by extrapolating the data using the
scaled theory of Descouvemont (2004) (Minnesota calcula-
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resonance, with E # 475 keV, where we felt the resonance
contribution could be neglected. In this region, all the indi-
vidual S17ð0Þ error bars overlap, except for the Bochum
result, which lies low.

We also made a fit to data with E # 1250 keV, where the
1þ resonance tail contributions had to be subtracted. We did
this using the resonance parameters of Junghans et al. (2003)
(Ep ¼ 720 keV, !p ¼ 35:7 keV, and !! ¼ 25:3 meV), add-
ing in quadrature to data errors an error of 20% of the
resonance subtraction. In order to minimize the error induced
by variations in energy averaging between experiments, we
excluded data close to the resonance, from 490 to 805 keV,

where the S factor is strongly varying and the induced error is
larger than 1.0 eV b. Above the resonance, the data have
smaller errors. Only the Filippone et al. (1983) and
Weizmann group error bars overlap the UW–Seattle/
TRIUMF error bars.

Figure 9 shows the best-fit Descouvemont (2004)
(Minnesota interaction) curve from the E # 475 keV fit [to-
gether with the 1þ resonance shape determined by Junghans
et al. (2003), shown here for display purposes]. Our fit results
are shown in Table VII. The errors quoted include the in-
flation factors, calculated as described in the Appendix. The
main effect of including the inflation factors is to increase the
error on the combined result by the factor 1.7 for E #
475 keV, and by 2.0 for E # 1250 keV. Both the S17ð0Þ
central values and uncertainties from the combined fits for
these two energy ranges agree well, the latter because the
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offset by the larger inflation factor.

We also did fits in which the low-energy cutoff was varied
from 375 to 475 keV and the high-energy exclusion region
was varied from 425–530 to 805–850 keV. The central value
of S17ð0Þ changed by at most 0.1 eV b. On this basis we
assigned an additional systematic error of &0:1 eV b to the
results for each fit region.

To estimate the theoretical uncertainty arising from our
choice of the nuclear model, we also performed fits using the
shapes from other plausible models: Descouvemont (2004)
plus and minus the theoretical uncertainty shown in Fig. 8 of
that paper; Descouvemont and Baye (1994); the CD-Bonn
2000 calculation shown in Fig. 15 of Navrátil et al. (2006b);
and four potential-model calculations fixed alternately to
reproduce the 7Liþ n scattering lengths, the best-fit 7Beþ
p scattering lengths, and their upper and lower limits (Davids
and Typel, 2003). The combined-fit results for all these
curves, including Descouvemont (2004), are shown in
Table VIII.

We estimate the theoretical uncertainty on S17ð0Þ from the
spread of results in Table VIII: &1:4 eV b for the E #
475 keV fits, and þ1:5

'0:6 eV b from the E # 1250 keV fits

(the smaller error estimate in the latter case reflects the
exclusion of the poorer potential-model fits). We note that
the estimated uncertainties are substantially larger than those
given by Junghans et al. (2003) and by Descouvemont
(2004).

FIG. 9 (color online). S17ðEÞ vs center-of-mass energy E, for E #
1250 keV. Data points are shown with total errors, including
systematic errors. Dashed line: scaled Descouvemont (2004) curve
with S17ð0Þ ¼ 20:8 eV b; solid line: including a fitted 1þ resonance
shape.

TABLE VII. Experimental S17ð0Þ values and (inflated) uncertainties in eV b, and "2=dof deter-
mined by fitting the Descouvemont (2004) Minnesota calculation to data with E # 475 keV and with
E # 1250 keV, omitting data near the resonance in the latter case.

Fit range E # 475 keV E # 1250 keV
Experiment S17ð0Þ # "2=dof S17ð0Þ # "2=dof

Baby 20.2 1.4a 0:5=2 20.6 0.5a 5:2=7
Filippone 19.4 2.4 4:7=6 18.0 2.2 15:8=10
Hammache 19.3 1.1 4:8=6 18.2 1.0 12:5=12
Hass 18.9 1.0 0=0
Junghans BE3 21.6 0.5 7:4=12 21.5 0.5 12:3=17
Strieder 17.2 1.7 3:5=2 17.1 1.5 5:1=6

Mean 20.8 0.7 9:1=4 20.3 0.7 18:1=5

aWe include an additional 5% target damage error on the lowest three points, consistent with the
total error given in the text by Baby et al. (2003a) [M. Hass, 2009 (private communication)].
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Direct	  Measurements Indirect	  Measurements

Strieder	  et	  al.	  NuPhA	  
696(2001)	  –	  Bochum

S(0)	  =	  18.4	  ±	  1.6	  eVb Azhari	  et	  al.	  PRL	  82	  
(1999)	  -‐	  ANC

S(0)	  =	  17.8	  ±	  2.8	  eVb

Hammache	  et	  al.	  PRL	  
86(2001)	  –	  Orsay	  

S(0)	  =	  18.8	  ±	  1.7	  eVb Tabacaru	  et	  al.	  PRC	  
73(2006)	  -‐	  ANC	  

S(0)	  =	  18.0	  ±	  1.8	  eVb

Jumgans	  et	  al.	  PRC	  
68(2003)	  –	  SeaTle	  	  

S(0)	  =	  21.4	  ±	  0.6	  ±	  0.6	  
eVb

Schumann	  et	  al.	  PRC	  
73(2006)	  -‐	  CD

S(0)	  =	  20.6	  ±	  0.8	  ±	  1.2	  eVb

Baby	  et	  al.	  PRC	  67	  
(2003)	  –	  Weizmann	  

S(0)	  =	  21.2	  ±	  0.6	  eVb	  

S34(0) = 20.8±(0.7)exp±(1.4)model eVb
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Q. Li et al. Phys.Rev. C 93 (2016)055806

Courtesy of G. Imbriani



Exciting perspectives
Four scenario, among others, that in my opinion can bring significant 
advances in Nuclear Astrophysics in the years to come

✤ The LUNA_MV accelerator at LNGS

✤ New experimental techniques with lasers

✤ Next generation RIB facilities

✤ Neutron induced reactions

24



LUNA_MV
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LUNA-‐MV	  	  2019	  
3.5	  MV

High intensity beams:
1H up to 1mA
4He up to 500µA
12C up to 150µA

A new 3.5MV accelerator to be hosted in hall B of LNGS

Courtesy of LUNA Collaboration



Inertial confinement fusion
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Zylstra et al., "Using Inertial Fusion Implosions to Measure the T + He-3 Fusion Cross Section 
at Nucleosynthesis-Relevant Energies." Phys. Rev. Lett., v. 117, 035002 (2016)

where Ecm is the center-of-mass energy for the fusion
reaction and EG is the Gamow energy, which is a constant.
The S factor is only weakly dependent on Ecm. The center-
of-mass energy (Ecm ¼ 81" 6 keV) for the reaction is
determined from the Doppler spread of D3He protons. In a
thermal plasma, the center-of-mass energies of occurring
reactions are determined by the product of the cross section
and the reactant distribution (Maxwellian). The average
center-of-mass energy is often referred to as the Gamow
peak energy. From the line width of the D3He-proton
spectrum, a thermal Maxwellian ion temperature (Ti)
was determined from the proton Doppler spread [20]
(see Supplemental Material [15], Table 2). Radiation-
hydrodynamic simulations show that the T3He and D3He
reactions have burn-averaged temperatures well within
1 keV due to the similar reactivity energy dependence,
suggesting a similar Ti for the T3He reaction. To account
for the reliance on simulation, we increase the uncertainty
by "1 keV for the T3He reaction. The measurements from
individual shots are used when calculating an S factor for
that shot.
To determine the S factor from the γ yield in this

experiment, a better-known T3He reaction branch is used
as a reference: Tð3He;DÞ4He. The absolute yield of the
9.5 MeV deuterons was measured on each shot with six
independent detectors using two different techniques: direct
CR-39 track detection [18] and dipole magnetic spectros-
copy [18,21]. The data are shown in the Supplemental
Material [15], Table 2. The deuteron yield measurement has
a ∼1% statistical and ∼3% systematic uncertainty.
The S factor is then calculated for each shot as

Sγ ¼ SD × Yγ=Yd. The deuteron branch S factor
(Sd ¼ 568 keV-b) was taken from ENDF [22] with a
5% uncertainty [23]. To reduce statistical uncertainties a
weighted mean of the shots is taken, statistically weighted
using the number of Compton electrons generated by
T3He-γs. We find that the total S factor for the Tð3He; γÞ6Li
branch is

Sγ ¼ 0.35" 0.05stat " 0.14sys keV-b: ð3Þ

Uncertainty due to the Ti uncertainty is propagated when
calculating Sγ . The values for each shot are shown in the
Supplemental Material [15], Table 1. The astrophysical S
factor (Sγ;a) for production of 6Li is smaller by a factor of
0.58×, giving

Sγ;a ¼ 0.20" 0.03stat " 0.07sys keV-b: ð4Þ

Gradients in plasma conditions, which occur in these
implosions, do not affect this measurement. Since the ratio
is taken to another branch of the Tþ 3He reaction, density
gradients cannot affect the data as both reactions have
the same reactants. Temperature gradients can cause the
measurement to sample a range of center-of-mass energies.

A signature of this is additional kurtosis in monoenergetic
fusion spectra [24]; analysis of the D3He proton data shows
kurtosis 0.1–0.3 corresponding to δT=T ≲ 0.1, comparable
to the Ti uncertainty.
The astrophysical S factor determined in this work is

shown in Fig. 4 with a total uncertainty (quadrature sum of
statistical and systematic), and contrasted to higher-energy
data obtained in previous experimental work by Blatt [9].
The energy range relevant to standard BBN is 45–150 keV
[25]; this work is the first measurement in the applicable
energy range. Values used in BBN reaction theories [3,7,8]
are also shown for comparison. Finally, an R-matrix
calculation fit to the higher-energy accelerator data from
Blatt, is shown in the magenta curve. Our data shows good
agreement with the R-matrix calculation, which was fit to
90° differential cross section data. The difference in the
astrophysical S factor between our R-matrix calculation
and the Blatt results at 500–1000 keV is due to a
discrepancy in the angular distribution, as the Blatt data
were measured at 90° but our data are over 4π.
Astrophysical calculations need the 4π value. The S factor’s
rise at low energy is due to resonance in 6Li (see
Supplemental Material [15], Fig. 1) that was not included
in previously reported 6Li energy levels [26].
Among the BBN models, the S factor used by Boyd [3]

is a significant overestimate of the reaction rate at
Ecm ≤ 1 MeV; Madsen’s value [7], based on the 1 MeV
Blatt data, is also an overestimate at low energy. Finally, a
direct polynomial extrapolation of the Blatt data by
Fukugita [8] is found to underestimate the S factor at
low energy, since it does not account for the low-energy
resonance.

FIG. 4. Astrophysical S factor for the reaction Tð3He; γÞ6Li
measured in this work, compared to previous data [9] and
constant values used in BBN theory [3,7]. The total uncertainty
for this measurement (statistical and systematic) is shown. The
energy range of interest to BBN, 45–150 keV, is shown by the
shaded region.
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Next generation RIB facilities
Nuclear processes occurring in extreme environments can be studied 
with radioactive beams.

New facilities, with a focus on Nuclear Astrophysics, are currently being 
built e.g. FAIR at GSI, FRIB at Michigan State University, USA or under 
commissioning e.g. SPES at INFN’s Laboratori Nazionali di Legnaro
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Neutron induced reactions
The n_TOF facility at CERN was recently upgraded with a second 
experimental area

The challenging 7Be(n,α)4He relevant for BBN was measured  
Barbagallo et al. Phys. Rev. Lett 117 (2016) 152701
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EAR-1:		
Horizontal	flight	

path	of	184.2	m	

Both	beam	lines	have:	
•  1st	collimator	for	halo	cleaning	and	first	beam	shaping	

•  Filter	sta<on	
•  Magnet	to	minimize	the	charged	par<cle	background	

•  2nd	collimator	for	beam	shaping	

EAR-2:	
Ver<cal	flight	

path	of	18.2	m	

Interna<onal	Nuclear	Physics	Conference	–	Adelaide,		September	11-16,	2016	

G.	Tagliente	–	INFN	Bari	

The n_TOF Facility: Beam lines 

Courtesy of n_TOF Collaboration
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Thank you for your attention

15th International Symposium on Nuclei in the Cosmos, 
June 24-29, 2018 

Laboratori Nazionali del Gran Sasso 
http://nic2018.lngs.infn.it

http://nic2018.lngs.infn.it

