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4 Advances in Astronomy
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Figure 1: A color-magnitude (CM) filter used to suppress the noise from foreground stars while preserving the signal from dwarf galaxy stars
at a specific distance. (a) and (c) CM filters for an old and metal-poor stellar population at a distance modulus of 16.5 and 20.0, respectively.
The solid lines show Girardi isochrones for 8 and 14 Gyr populations with [Fe/H] = −1.5 and−2.3. (b) and (d) These CM filters overplotted
on stars from a 1 deg2 field to illustrate the character of the foreground contamination as a function of dwarf distance. Data are from SDSS
DR7.
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Figure 2: (a) Map of all stars in the field around the Ursa Major I dwarf satellite, MV = −5.5, d = 100 kpc. (b) Map of stars passing the CM
filter projected to m −M = 20.0 shown in Figure 1(c). (c) Spatially smoothed number density map of the stars in (b). The Ursa Major I
dwarf galaxy has a µV ,0 of only 27.5 mag arcsec2 [63]. Data are from SDSS DR7.

(iii) Identify Statistically Significant Overdensities. A
search of 10 000 deg2 of SDSS data, optimized for dwarfs
at 16 different distances, and a single choice of stellar
population and scale size require evaluating the statistical
significance of 600 million data pixels that do not necessarily
follow a Gaussian distribution of signal. Setting the detection
threshold to select candidate dwarf galaxies was done by
simulating numerous realizations of the search, assuming a
random distribution of point sources and permitting only
one completely spurious detection. The threshold is set to be
a function of point source number density after CM filtering.

(iv) Follow-up Candidates. Regions detected above the
detection threshold are considered candidates for MW
dwarf galaxies. Although the threshold is set to prevent
the detection of any stochastic fluctuations of a randomly
distributed set of point sources [61], the detections are only
“candidates” because resolved dwarf galaxies are not the only

possible overdensities of point sources expected in the sky.
For example, fluctuations in the abundant tidal debris in
the Milky Way’s halo or (un)bound star clusters could be
detected. It is essential to obtain follow-up photometry to
find the color-magnitude sequence of stars expected for a
dwarf galaxy and also follow-up spectroscopy to measure the
dark mass content (dark matter is required to be classified as
a galaxy) based on the observed line-of-sight velocities.

This search algorithm is very efficient. In the WWJ
search, the eleven strongest detections of sources unclassified
prior to SDSS were 11 of the 14 (probable) ultra-faint
Milky Way dwarfs. All of these but Boötes II were known
prior to the WWJ search. See references in Section 3 for
details of the follow-up observations that confirmed these
objects to be dwarf galaxies. Follow-up observations of
as-yet unclassified SDSS dwarf galaxy candidates are on-
going by several groups, including a group at the IoA at

4 Advances in Astronomy
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Figure 1: A color-magnitude (CM) filter used to suppress the noise from foreground stars while preserving the signal from dwarf galaxy stars
at a specific distance. (a) and (c) CM filters for an old and metal-poor stellar population at a distance modulus of 16.5 and 20.0, respectively.
The solid lines show Girardi isochrones for 8 and 14 Gyr populations with [Fe/H] = −1.5 and−2.3. (b) and (d) These CM filters overplotted
on stars from a 1 deg2 field to illustrate the character of the foreground contamination as a function of dwarf distance. Data are from SDSS
DR7.
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Figure 2: (a) Map of all stars in the field around the Ursa Major I dwarf satellite, MV = −5.5, d = 100 kpc. (b) Map of stars passing the CM
filter projected to m −M = 20.0 shown in Figure 1(c). (c) Spatially smoothed number density map of the stars in (b). The Ursa Major I
dwarf galaxy has a µV ,0 of only 27.5 mag arcsec2 [63]. Data are from SDSS DR7.

(iii) Identify Statistically Significant Overdensities. A
search of 10 000 deg2 of SDSS data, optimized for dwarfs
at 16 different distances, and a single choice of stellar
population and scale size require evaluating the statistical
significance of 600 million data pixels that do not necessarily
follow a Gaussian distribution of signal. Setting the detection
threshold to select candidate dwarf galaxies was done by
simulating numerous realizations of the search, assuming a
random distribution of point sources and permitting only
one completely spurious detection. The threshold is set to be
a function of point source number density after CM filtering.

(iv) Follow-up Candidates. Regions detected above the
detection threshold are considered candidates for MW
dwarf galaxies. Although the threshold is set to prevent
the detection of any stochastic fluctuations of a randomly
distributed set of point sources [61], the detections are only
“candidates” because resolved dwarf galaxies are not the only

possible overdensities of point sources expected in the sky.
For example, fluctuations in the abundant tidal debris in
the Milky Way’s halo or (un)bound star clusters could be
detected. It is essential to obtain follow-up photometry to
find the color-magnitude sequence of stars expected for a
dwarf galaxy and also follow-up spectroscopy to measure the
dark mass content (dark matter is required to be classified as
a galaxy) based on the observed line-of-sight velocities.

This search algorithm is very efficient. In the WWJ
search, the eleven strongest detections of sources unclassified
prior to SDSS were 11 of the 14 (probable) ultra-faint
Milky Way dwarfs. All of these but Boötes II were known
prior to the WWJ search. See references in Section 3 for
details of the follow-up observations that confirmed these
objects to be dwarf galaxies. Follow-up observations of
as-yet unclassified SDSS dwarf galaxy candidates are on-
going by several groups, including a group at the IoA at

Koposov et al. (2008) 
Walsh et al. (2009) 
Willman et al. (2010)

2) Apply a selection 
in color-magnitude 
space based on a 
stellar isochrone

1) Start with a 
large catalog of 

stars 3) Convolve with a 
spatial kernel

Stellar Isochrone
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Segue 1

Marla Geha

Spectroscopic Follow-up: Stellar Kinematics

8
Geha et al. 2009, ApJ, 692, 1464

Satellite member stars are 
distinguished by their distinct 
locus in velocity-space!
!
Velocity dispersion is an indicator 
of mass, e.g., for Segue 1 a mass-
to-light ratio of >1000 within the 
half-light radius!

2.5m Telescope 
SDSS CCD Camera
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4.1.3. Ultra-faint satellites
Visible as bright dots of different colors in the maps in Figs. 4

and 5 are the compact stellar over-densities corresponding to the
Galactic satellites that give the impression of being still intact.
The brightest of these ‘‘hot pixels’’ correspond to the well-known
star clusters and classical dwarf galaxies, while the very faint and
barely visible small-scale over-densities mark the locations of the
so-called ultra-faint satellites of the Milky Way. Although several
of these, including Boo I, Boo III, CVn I and UMa II, are seen in this
picture with a naked eye, the rest of the population of these objects
is too insignificant and can only be unearthed via an automated
over-density search. The first example of such an automated stellar
over-density detection procedure is presented in Irwin (1994) who
apply the method to the data from the photographic plates of the
POSS I/II and UKST surveys scanned at the APM facility in Cam-
bridge. A vast area of 20,000 square degree of the sky is searched
but only one new nearby dwarf galaxy is detected, namely the Sex-
tans dSph. A variant of the procedure is used, albeit with a little
less luck, by Kleyna et al. (1997), and subsequently by Willman
et al. (2005a) and Willman et al. (2005b) who actually find the
two very first examples of ultra-faint objects in the SDSS data.
The ease with which these systems reveal themselves in a stellar
halo density map akin to the ‘‘Field of Streams’’ (see Zucker et al.,
2006; Belokurov et al., 2006c) helped to re-animate the search
for new Milky Way satellites and more than a dozen of new discov-
eries have been reported in quick succession (Zucker et al., 2006;
Belokurov et al., 2007c; Irwin et al., 2007; Koposov et al., 2007;
Walsh et al., 2007; Belokurov et al., 2008; Belokurov et al., 2009;
Grillmair, 2009; Belokurov et al., 2010). Fig. 6 maps the distribution
of all presently known SDSS ultra-faint satellites on the Galactic
sky.

The accuracy and the stability of the SDSS photometry makes it
possible for the over-density detection algorithms to reach excep-
tionally faint levels of surface brightness across gigantic areas of
the sky. However, even though genuine Galactic satellites can be
identified in the SDSS as groups of only few tens of stars, their
structural parameters can not be established with adequate accu-
racy using the same data. Deep follow-up imaging on telescopes
like INT, CFHT, LBT, Magellan, MMT, Subaru and most recently
HST, has played a vital role in confirming the nature of the tiny
stellar blobs in the SDSS, as well as in pinning down their precise
sizes, ellipticities and their stellar content. The most recent, deep
and wide photometric studies of a significant fraction of the new
SDSS satellites are published by Okamoto et al. (2012) and Sand
et al. (2012). They point out that even at distances D > 100 kpc

from the Galactic centre, the outer density contours of CVn II,
Leo IV and Leo V display extensions and perturbations that are
probably due to the influence of the Milky Way tides. Similarly,
there is now little doubt that both UMa II and Her are excessively
stretched, as their high ellipticities as first glimpsed at discovery
(Zucker et al., 2006; Belokurov et al., 2007c) are confirmed with
deeper data (Munoz et al., 2010; Sand et al., 2009). Note, however
that apart from these two obvious outliers there does not seem to
be any significant difference in the ellipticity distributions of the
UFDs and the Classical dwarfs contrary to the early claims of Mar-
tin et al. (2008). This is convincingly demonstrated by Sand et al.
(2012) with the help of the imaging data at least 2 magnitudes dee-
per than the original SDSS. They, however, detect a more subtle
sign of the tidal harassment: the preference of the density contours
of the SDSS satellites to align with the direction to the Galactic
centre.

As far as the current data is concerned, the SDSS dwarfs do not
appear to form a distinct class of their own, but rather are the
extension of the population of the Classical dwarfs to exceptionally
faint absolute magnitudes. However, as more and more meager
luminosities are reached, it becomes clear how extreme the faint-
est of the UFDs are. The brightest of the group, CVn I and Leo T
show the usual for their Classical counter-parts signs of the
prolonged star-formation. For example, CVn I hosts both Blue
Horizontal Branch and Red Horizontal Branch populations, while
Leo T shows off a sprinkle of Blue Loop stars. However, the rest
of the ensemble appears to have narrow CMD sequences with no
measurable color spread around the conventional diagnostic
features, e.g., MSTO and/or RGB, thus providing zero evidence for
stellar populations born at different epochs (e.g., Okamoto et al.,
2012). The CMDs of the UFDs have revealed no secrets even under
the piercing gaze of the HST: all three objects studied by Brown
et al. (2012) appear to be as old as the ancient Galactic globular
cluster M92. Yet the low/medium and high-resolution follow-up
spectroscopy reveals a rich variety of chemical abundances some-
what unexpected for such a no-frills CMD structure. The first low-
resolution studies of Simon and Geha (2007) and Kirby et al. (2008)
already evince the existence of appreciable ½Fe=H" spreads in the
SDSS dwarfs with the metallicity distribution stretching to extre-
mely low values. Analyzing the medium and high resolution spec-
tra of the Boo I system, Norris et al. (2010) measure the spread in
½Fe=H" of #1.7 and the ½Fe=H" dispersion of #0.4 around the mean
value of $2.55 at MV # $6. It seems that this behavior of decreas-
ing mean metallicity with luminosity while maintaining a signifi-
cant enrichment spread is representative of the UFD sample as a

Fig. 6. Distribution of the classical dwarf galaxies (blue filled circles) and the SDSS ultra-faint satellites (red filled circles), including three ultra-faint star clusters, in Galactic
coordinates. The SDSS DR8 imaging footprint is shown in grey. Dashed line marks the tentative orbit of the Sgr dwarf galaxy. Galactic l ¼ 0& , b ¼ 0& is at the centre of the
figure.

110 V. Belokurov / New Astronomy Reviews 57 (2013) 100–121

(Belokurov 2013)

Discovered before SDSS 
(classical dwarfs)
Discovered with SDSS 
(ultra-faint dwarfs)

Sky Covered by SDSS
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Spatial Model

Mangle Mask 
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https://desdb.cosmology.illinois.edu/confluence/display/DESAST/Mangle+masks+for+DES+operations+data 

Use this SV field 
centered on the 
Bullet cluster 
field for following 
examples 

Survey Sensitivity

A likelihood analysis to simultaneously 
combine spatial and spectral information 

This technique naturally yields a 
membership probability for each star; 
important for spectroscopic targeting

Maximum Likelihood Formalism 
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Find the richness, λ, which maximizes the likelihood, L 

f is the fraction of satellite galaxy stars which are unmasked,  
i.e., observable in a given DES observation 

p is the satellite membership probability of each star 

Another strategy is to approximate detection of each star as a  
Poisson probability, and follow a maximum likelihood approach 

Maximum Likelihood Formalism 
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Treat spatial and spectral properties of satellite as separable PDFs (normalized 
according to the richness definition). Two color filters are sufficient for stars. 
Take into account the color uncertainty for each individual star. 

Create empirical background model from data which depends only on observed 
magnitudes. Assume density (deg-2 mag-2) to be isotropic on small patches of 
sky. 

i.e., signal probability / (signal + background probability) 

ui = signal probability 
bi = background probability 
λ = number of stars in the dwarf 
f = observable fraction of stars

Figure 4. Stellar density and color–magnitude diagrams for DES J0335.6−5403. Top left: spatial distribution of stars with �g 24 mag that are within 0.1 mag of the
isochrone displayed in the lower panels. The field of view is q◦ ◦1. 5 1. 5 centered on the candidate and the stellar distribution has been smoothed with a Gaussian
kernel with standard deviation ◦0. 027. Top center: radial distribution of stars with � �g r 1 mag and �g 24 mag. Top right: spatial distribution of stars with high
membership probabilities within a q◦ ◦0. 5 0. 5 field of view. Small gray points indicate stars with membership probability less than 5%. Bottom left: the color–
magnitude distribution of stars within 0 ◦. 1 of the centroid are indicated with individual points. The density of the field within a 1° annulus is represented by the
background two-dimensional histogram in grayscale. The red curve shows a representative isochrone for a stellar population with U � 13.5 Gyr and �Z 0.0001
located at the best-fit distance modulus listed in the upper left panel. Bottom center: binned significance diagram representing the Poisson probability of detecting the
observed number of stars within the central 0 ◦. 1 for each bin of the color–magnitude space given the local field density. Bottom right: color–magnitude distribution of
high membership probability stars.

Figure 5. Analogous to Figure 4 but for DES J0344.3−4331. A large number of stars, including several probable horizontal branch members, are present at
magnitudes fainter than the �g 23 mag threshold of our likelihood analysis. This threshold was set by the rapidly decreasing stellar completeness at fainter
magnitudes. However, it is likely that extending to fainter magnitudes would cause the best-fit distance modulus of DES J0344.3−4331 to increase. Better constraints
on the properties of DES J0344.3−4331 require the stellar completeness to be robustly quantified in this regime.
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located at the best-fit distance modulus listed in the upper left panel. Bottom center: binned significance diagram representing the Poisson probability of detecting the
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Figure 5. Analogous to Figure 4 but for DES J0344.3−4331. A large number of stars, including several probable horizontal branch members, are present at
magnitudes fainter than the �g 23 mag threshold of our likelihood analysis. This threshold was set by the rapidly decreasing stellar completeness at fainter
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Reticulum II

The first component, us, depends only on the spatial properties,
while the second component, uc, depends only on the
distribution in color–magnitude space.

We modeled the spatial distribution of satellite member stars
with an elliptical Plummer profile (Plummer 1911), following
the elliptical coordinate prescription of Martin et al. (2008a).
The Plummer profile is sufficient to describe the spatial
distribution of stars in known ultra-faint galaxies (Muñoz
et al. 2012b). The spatial data for catalog object i consist of
spatial coordinates,  B E� { , }s i i i, , while the parameters
of our elliptical Plummer profile are the centroid coordinates,
half-light radius, ellipticity, and position angle, R �s

�B E Gr{ , , , , }0 0 h .
We modeled the color–magnitude component of the signal

PDF with a set of representative isochrones for old, metal-poor
stellar populations, specifically by taking a grid of isochrones
from Bressan et al. (2012) spanning � �Z0.0001 0.001 and

U� �1 Gyr 13.5 Gyr. Our spectral data for star i consist of the
magnitude and magnitude error in each of two filters,
 T T� g r{ , , , }c i i g i i r i, , , , while the model parameters are
composed of the distance modulus, age, and metallicity
describing the isochrone, R U� �M m Z{ , , }c . To calculate
the spectral signal PDF, we weight the isochrone by a Chabrier
(2001) initial mass function (IMF) and densely sample in
magnitude–magnitude space. We then convolve the photometric
measurement PDF of each star with the PDF of the weighted
isochrone. The resulting distribution represents the predicted
probability of finding a star at a given position in magnitude–
magnitude space given a model of the stellar system.

The background density function of the field population is
empirically determined from a circular annulus surrounding
each satellite candidate ( � �◦ ◦r0 . 5 2 . 0). The inner radius of
the annulus is chosen to be sufficiently large that the stellar
population of the candidate satellite does not bias the estimate
of the field population. Stellar objects in the background
annulus are binned in color–magnitude space using a cloud-in-
cells algorithm and are weighted by the inverse solid angle of

the annulus. The effective solid angle of the annulus is
corrected to account for regions that are masked or fall below
our imposed magnitude limit of �g 23 mag. The resulting
two-dimensional histogram for the field population provides
the number density of stellar objects as a function of observed
color and magnitude ( � �deg mag2 2). This empirical determina-
tion of the background density incorporates contamination
from unresolved galaxies and imaging artifacts.
The likelihood formalism above was applied to the Y1A1

data set via an automated analysis pipeline.49 For the search
phase of the algorithm, we used a radially symmetric Plummer
model with half-light radius � ◦r 0 . 1h as the spatial kernel, and
a composite isochrone model consisting of four isochrones
bracketing a range of ages, U � {12, 13.5 Gyr}, and metalli-
cities, �Z {0.0001, 0.0002}, to bound a range of possible
stellar populations. We then tested for a putative satellite
galaxy at each location on a three-dimensional grid of sky
position (0.7 arcmin resolution; nside = 4096) and distance
modulus ( � � �M m16 24; �16 630 kpc).
The statistical significance at each grid point can be

expressed as a Test Statistic (TS) based on the likelihood ratio
between a hypothesis that includes a satellite galaxy versus a
field-only hypothesis:

 M M M�  
¢¡

� � � ¯
±°( ) ( )TS 2 log ˆ log 0 . (4)

Here, M̂ is the value of the stellar richness that maximizes the
likelihood. In the asymptotic limit, the null-hypothesis
distribution of the TS will follow a D 22 distribution with
one bounded degree of freedom (Chernoff 1954). We have
verified that the output distribution of our implementation
agrees well with the theoretical expectation by testing on
simulations of the stellar field. In this case, the local statistical
significance of a given stellar over-density, expressed in

Figure 2. Left: false color gri coadd image of the q◦ ◦0. 3 0. 3 region centered on DES J0335.6−5403. Right: stars in the same field of view with membership
probability �p 0.01i are marked with colored circles. In this color map, red signifies high-confidence association with DES J0335.6−5403 and blue indicates lower
membership probability. The membership probabilities have been evaluated using Equation (2) for the best-fit model parameters listed in Table 1.

49 The Ultra-faint Galaxy Likelihood (UGALI) code; detailed methodology
and performance to be presented elsewhere.

5

The Astrophysical Journal, 807:50 (16pp), 2015 July 1 Bechtol et al.

4m Telescope 
DECam CCD Camera Bechtol, ADW et al. (2015)

Reticulum II

isochrone. Since it is near the base of the giant branch, the
photometric uncertainties could contribute to this offset in
color, and we consider DES J033544.18−540150.0 a likely
member of Ret II.

Because the stars for which membership is plausible have
velocities quite similar to that of Ret II (and in some cases have
large uncertainties), including or excluding them from the
member sample does not have any significant effect on the
properties we derive for Ret II in Section 4. We show the

correspondence between M2FS spectroscopic members and
photometric membership probability in Figure 3.

3.3.2. GIRAFFE and GMOS

We also identify a handful of Ret II members in the GIRAFFE
and GMOS data sets that were not observed with M2FS. We use
a velocity measurement based on the Paschen lines to confirm that
the candidate blue HB (BHB) star DES J033539.85−540458.1
(Section 3.4) observed by GMOS is indeed a member of Ret II,
with a velocity of 69 ± 6 km s 1� . The GIRAFFE targets included
a bright (g 16.5_ ) star at ( , ) (03:35:23.85,2000 2000B E �

54:04:07.5)� that was omitted from our photometric catalog
and M2FS observations because it is saturated in the coadded
DES images. However, the spectrum of the star makes clear that it
is very metal-poor and is within a few km s 1� of the systemic
velocity of Ret II. While the magnitudes derived from individual
DES frames place it slightly redder than the isochrone that best
matches the lower red giant branch of Ret II, it is also located
inside the half-light radius, and is very likely a member. In fact, it
is probably the brightest star in any of the ultra-faint dwarfs.

Figure 1. (a) DES color–magnitude diagram of Reticulum II. Stars within 14 ′. 65 of the center of Ret II are plotted as small black dots, and stars selected for
spectroscopy with M2FS, GIRAFFE, and GMOS (as described in Section 2.1) are plotted as filled gray circles. Points surrounded by black outlines represent the
stars for which we obtained successful velocity measurements, and those we identify as Ret II members are filled in with red. The four PARSEC isochrones used
to determine membership probabilities are displayed as black lines. (b) Spatial distribution of the observed stars. Symbols are as in panel (a). The half-light radius
of Ret II from Bechtol et al. (2015) is outlined as a black ellipse. (c) Radial velocity distribution of observed stars, combining all three spectroscopic data sets. The
clear narrow peak of stars at v 60_ km s 1� highlighted in red is the signature of Ret II. The hatched histogram indicates stars that are not members of Ret II; note
that there are two bins containing non-member stars near v = 70 km s 1� that are over-plotted on top of the red histogram.

Figure 2. Magellan/M2FS spectra in the Mg b triplet region for three stars
near the edge of the Ret II velocity distribution. The wavelengths of two Mg
lines and an Fe line are marked in the bottom panel, and the third component
of the Mg triplet is just visible at a wavelength of 5185 Å at the right edge of
each spectrum. The spectrum of DES J033540.70−541005.1 (top) appears
similar to that of a Ret II member, but the color, spatial position, and velocity
offset of this star make that classification unlikely. The very strong Mg
absorption in DES J033405.49−540349.9 (middle), as well as the wealth of
other absorption features on the blue side of the spectrum, indicate that the
star is more metal-rich than would be expected for a system as small as Ret II.
DES J033437.34−535354.0 (bottom) is a double-lined binary star with a
velocity separation of ∼60 km s 1� . The redshifted absorption component
from the secondary star is most visible in the middle line of the Mg triplet.

Figure 3. Comparison of photometric membership probabilities determined
from a maximum-likelihood fit to the DES data and spectroscopic membership
as determined from the velocity measured by M2FS.
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Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇠ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇡ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

Blue   - Previously discovered satellites 
Green - Discovered in 2015 with  
             PanSTARRS, SDSS, etc.

Red outline - DES footprint 
Red circles - DES Y1 satellites 
Red triangles - DES Y2 satellites

ADW, et al. ApJ 813, 109 (2015)
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DES J2038–4609 (Ind II) and DES J0117–1725 (Cet II), are
lower confidence and reside in more complicated regions. In
Table 1 we report the coordinates and detection significances of
each of these objects.

5. CANDIDATE CHARACTERIZATION

In this section, we describe the iterative procedure used to
characterize each of the eight candidate stellar systems. When
fitting the new candidates, we applied a brighter magnitude
threshold, g < 23mag, to mitigate the impact of stellar
incompleteness. The results of our characterization are shown
in Tables 1 and 2.

We began by simultaneously fitting the morphological
parameters and distance modulus of each candidate following
the procedure described in Section 4. Best-fit values were
derived from the marginalized posterior distribution and the
morphological parameters were temporarily fixed at these
values. We then ran a MCMC chain simultaneously sampling
the distance, age, metallicity, and richness, assuming flat priors
on each parameter. Significant correlations between these
parameters were found, and in some cases the age and
metallicity were poorly constrained (see below). To assess the
error contribution from intrinsic uncertainty in the isochrone,
we resample the posterior distribution using the Dartmouth
isochrone family (Dotter et al. 2008). In general, the best-fit
distance moduli agree to within 0.1mag when the data were fit

Figure 3. Cartesian projection of the density of stars observed in both the g- and r-bands with g < 23 and g − r < 1 over the DES Y2Q1 footprint (∼5000 deg2).
Globular clusters are marked with “+” symbols (Harris 1996, 2010 edition), two faint outer halo clusters are marked with “×” symbols (Kim et al. 2015b; Luque et al.
2015), Local Group galaxies known prior to DES are marked with blue squares (McConnachie 2012), dwarf galaxy candidates discovered in Y1 DES data are marked
with red outlined circles, and the Y2 stellar systems are marked with red triangles. The periphery of the LMC can be seen in the southeast corner of the footprint, while
the Galactic stellar disk can be seen on the eastern and western edges.

Table 1
Detection of Ultra-faint Galaxy Candidates

Name α2000 δ2000 m − M rh ah ò f Map Sig. TS Scan �pi
(deg) (deg) (′) (′) (σ)

DES J2204–4626 (Gru II) 331.02 −46.44 18.62 ± 0.21 �
�6.0 0.5

0.9 K <0.2 K 15.7 369 161
DES J2356–5935 (Tuc III)a 359.15 −59.60 17.01 ± 0.16 �

�6.0 0.6
0.8 K K K 11.1 390 168

DES J0531–2801 (Col I)b 82.86 −28.03 21.30 ± 0.22 �
�1.9 0.4

0.5 K <0.2 K 10.5 71 33
DES J0002–6051 (Tuc IV) 0.73 −60.85 18.41 ± 0.19 �

�9.1 1.4
1.7

�
�11.8 1.8

2.2
�
�0.4 0.1

0.1 11 ± 9 8.7 287 134
DES J0345–6026 (Ret III)b 56.36 −60.45 19.81 ± 0.31 �

�2.4 0.8
0.9 K <0.4 K 8.1 56 22

DES J2337–6316 (Tuc V) 354.35 −63.27 18.71 ± 0.34 �
�1.0 0.3

0.3
�
�1.8 0.6

0.5
�
�0.7 0.2

0.1 30 ± 5 8.0 129 24
DES J2038–4609 (Ind II)b 309.72 −46.16 21.65 ± 0.16 �

�2.9 1.0
1.1 K <0.4 K 6.0 32 22

DES J0117–1725 (Cet II) 19.47 −17.42 17.38 ± 0.19 �
�1.9 0.5

1.0 K <0.4 K 5.5 53 21

Notes. Characteristics of satellite galaxy candidates discovered in DES Y2 data. Best-fit parameters from the maximum-likelihood analysis assume a Bressan et al.
(2012) isochrone. Uncertainties come from the highest density interval containing 68% of the posterior distribution. The uncertainty on the distance modulus ( �m M )
also includes systematic uncertainties coming from the choice of theoretical isochrone and photometric calibration (Section 5). The azimuthally averaged half-light
radius (rh) is quoted for all candidates. For systems with evidence for asphericity (Bayes’ factor > 3), we quote the ellipticity (ò), the position angle (f), and the length
of the semimajor axis of the ellipse containing half of the light ( �� �a r 1h h ). Upper limits on the ellipticity are quoted for other candidates at 84% confidence.
“Map Sig.” refers to detection significance of the candidate from the stellar density map search method (Section 3.1). “TS Scan” refers to the significance (Equation (4)
in Bechtol et al. 2015) from the likelihood scan (Section 3.3). Σpi is the estimated number of satellite member stars in the DES Y2Q1 catalog with g < 23 mag.
a Fit with a spherically symmetric Plummer profile due to the possible presence of tidal tails (Section 6.1).
b Fit with a composite isochrone: U = {12 Gyr , 13.5 Gyr}, Z = {0.0001, 0.0002} (Section 5).
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Figure 10. Maximum likelihood model of the satellites of the SMC (left) and LMC (right). Top row: on-sky (LMS, BMS) projection
of (i) simulated satellite distribution (coloured contours), (ii) the LMC/SMC (large/small white circles), (iii) DES satellites (coloured
symbols defined in Fig. 9), (iv) DES footprint (solid line), (v) distribution of HI gas (faint contours), (vi) 20� either side of the Galactic
disk (dashed lines). Middle/bottom rows: distribution in LMS against Galactocentric r for bins 5� < BMS < 25� (middle) and
�30� < BMS < �10� (bottom). Contours step roughly in factors of 2 in projected density, with arbitrary units and colours comparable
per column. For the maximum likelihood solution of ⇠ 70 Magellanic satellites, the expected number of satellites observable by DES is
annotated in each panel.

quantity

f(LMS, BMS) =

300 kpcZ

D�=0

nMW(r)D2
� dD� (34)

where we have not included a cos(BMS) volume correction
for clarity. Our MW component has a density gradient across
the DES footprint, being ⇠ 20% greater in the south west
corner of the DES footprint (i.e. the bottom left corner of
the plot) that the north east. This is due to the relative
proximity of the south west corner to the Galactic center. A
line of sight through this region therefore traverses more of
the MW halo and has a greater probability of encountering
a MW satellite. Our model naturally accounts for this gra-
dient, however we find it is not su�cient to account for the
observed distribution of the DES satellites and we require a
significant Magellanic contribution, as shown in Fig 9.

This maximum likelihood model assigns 12 of the DES
satellites a probability pL > 0.7 of belonging to the LMC,
while the more distant Columba 1 and Indus 2 are most

likely to be MW satellites. The middle left panel of Fig. 10,
we see that see that the distance of Reticulum 3 coincides
with the peak of the distribution of SMC satellites, making
it the only DES satellite with a non-negligible probability
of belonging to the SMC. All other satellites are much more
likely to belong to the background MW population than to
the SMC.

Most of the remainder of the predicted LMC satellites
are located in a leading arm of debris stretching out behind
the Galactic disk. This is shown in equatorial co-ordinates in
Fig. 12, along with the footprints of SDSS, DES and ATLAS
(Shanks et al. 2015) surveys. Much of the predicted lead-
ing arm is currently lacking contiguous coverage, potentially
making the high Galactic latitude portion of the area shown
in the figure a fruitful region for future satellite searches.
Curiously, despite a rather patchy sky coverage, the Survey
of the Magellanic Stellar History (SMASH; PI D. Nidever)
has already serendipitously unearthed the Hydra II dwarf
galaxy (Martin et al. 2015) at a position consistent with the
LMC leading tail. The Galactocentric distances of our sim-
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f(LMS, BMS) =

300 kpcZ

D�=0

nMW(r)D2
� dD� (34)

where we have not included a cos(BMS) volume correction
for clarity. Our MW component has a density gradient across
the DES footprint, being ⇠ 20% greater in the south west
corner of the DES footprint (i.e. the bottom left corner of
the plot) that the north east. This is due to the relative
proximity of the south west corner to the Galactic center. A
line of sight through this region therefore traverses more of
the MW halo and has a greater probability of encountering
a MW satellite. Our model naturally accounts for this gra-
dient, however we find it is not su�cient to account for the
observed distribution of the DES satellites and we require a
significant Magellanic contribution, as shown in Fig 9.

This maximum likelihood model assigns 12 of the DES
satellites a probability pL > 0.7 of belonging to the LMC,
while the more distant Columba 1 and Indus 2 are most

likely to be MW satellites. The middle left panel of Fig. 10,
we see that see that the distance of Reticulum 3 coincides
with the peak of the distribution of SMC satellites, making
it the only DES satellite with a non-negligible probability
of belonging to the SMC. All other satellites are much more
likely to belong to the background MW population than to
the SMC.

Most of the remainder of the predicted LMC satellites
are located in a leading arm of debris stretching out behind
the Galactic disk. This is shown in equatorial co-ordinates in
Fig. 12, along with the footprints of SDSS, DES and ATLAS
(Shanks et al. 2015) surveys. Much of the predicted lead-
ing arm is currently lacking contiguous coverage, potentially
making the high Galactic latitude portion of the area shown
in the figure a fruitful region for future satellite searches.
Curiously, despite a rather patchy sky coverage, the Survey
of the Magellanic Stellar History (SMASH; PI D. Nidever)
has already serendipitously unearthed the Hydra II dwarf
galaxy (Martin et al. 2015) at a position consistent with the
LMC leading tail. The Galactocentric distances of our sim-
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of (i) simulated satellite distribution (coloured contours), (ii) the LMC/SMC (large/small white circles), (iii) DES satellites (coloured
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where we have not included a cos(BMS) volume correction
for clarity. Our MW component has a density gradient across
the DES footprint, being ⇠ 20% greater in the south west
corner of the DES footprint (i.e. the bottom left corner of
the plot) that the north east. This is due to the relative
proximity of the south west corner to the Galactic center. A
line of sight through this region therefore traverses more of
the MW halo and has a greater probability of encountering
a MW satellite. Our model naturally accounts for this gra-
dient, however we find it is not su�cient to account for the
observed distribution of the DES satellites and we require a
significant Magellanic contribution, as shown in Fig 9.

This maximum likelihood model assigns 12 of the DES
satellites a probability pL > 0.7 of belonging to the LMC,
while the more distant Columba 1 and Indus 2 are most

likely to be MW satellites. The middle left panel of Fig. 10,
we see that see that the distance of Reticulum 3 coincides
with the peak of the distribution of SMC satellites, making
it the only DES satellite with a non-negligible probability
of belonging to the SMC. All other satellites are much more
likely to belong to the background MW population than to
the SMC.

Most of the remainder of the predicted LMC satellites
are located in a leading arm of debris stretching out behind
the Galactic disk. This is shown in equatorial co-ordinates in
Fig. 12, along with the footprints of SDSS, DES and ATLAS
(Shanks et al. 2015) surveys. Much of the predicted lead-
ing arm is currently lacking contiguous coverage, potentially
making the high Galactic latitude portion of the area shown
in the figure a fruitful region for future satellite searches.
Curiously, despite a rather patchy sky coverage, the Survey
of the Magellanic Stellar History (SMASH; PI D. Nidever)
has already serendipitously unearthed the Hydra II dwarf
galaxy (Martin et al. 2015) at a position consistent with the
LMC leading tail. The Galactocentric distances of our sim-
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MagLiteS J0644−5953 (Pic II) originated as a member of the
LMC group then it would have a radial velocity that is within
~ -150 km s 1 of that of the LMC.

Jethwa et al. (2016) used dedicated simulations to model the
dynamics of the Milky Way, LMC, and SMC, and concluded
that 30% of the Milky Way’s satellite galaxies originated with
the LMC. They predict that satellites of the LMC are
distributed within o n20 of the plane of the Magellanic Stream
(MS; Nidever et al. 2008) and would be preferentially found at
positive MS longitudes in a leading arm of satellites (Figure 4).
The MS coordinates of MagLiteS J0644−5953 (Pic II) ,

= n nL B, 9 .58, 11 .11MS MS( ) , lie within the preferred region for
Magellanic satellites and are well-aligned with the putative
plane connecting the LMC, SMC, and the DES-discovered
satellites with < nB 0MS (Jethwa et al. 2016). Furthermore, the
simulations of Jethwa et al. (2016) predict that
MagLiteS J0644−5953 (Pic II) has a line-of-sight velocity in
the Galactic standard of rest (GSR) in the range of

< <- -v15 km s 175 km s1
GSR

1 (68% interval).
Taken together, the photometric properties of

MagLiteS J0644−5953 (Pic II) and recent simulations of the
Magellanic system support the hypothesis that
MagLiteS J0644−5953 (Pic II) is a dwarf galaxy that arrived
at the Milky Way as part of the Magellanic system. However,
kinematic measurements are required to confirm the past or
present relationship between MagLiteS J0644
−5953 (Pic II) and its massive nearby neighbors. If
MagLiteS J0644−5953 (Pic II) is confirmed to be a gravita-
tionally bound galactic companion of the LMC, it would be the

most direct example of a satellite of a satellite within the Local
Group, further supporting the standard cosmological frame-
work of hierarchical structure formation. The fortuitous
discovery of MagLiteS J0644−5953 (Pic II) in early
MagLiteS data will be followed by more comprehensive
searches for satellite galaxies once additional data are collected.

We thank Prashin Jethwa for sharing results from his
simulated model of LMC satellites.
This project used data obtained with the Dark Energy

Camera (DECam), which was constructed by the DES
collaboration. We gratefully acknowledge the DES data
management group at NCSA for processing the images. The
DES data management system is supported by the National
Science Foundation under grant No. AST-1138766.
Funding for the DES Projects has been provided by the DOE

and NSF (USA), MISE (Spain), STFC (UK), HEFCE (UK),
NCSA (UIUC), KICP (U. Chicago), CCAPP (Ohio State),
MIFPA (Texas A&M), CNPQ, FAPERJ, FINEP (Brazil),
MINECO (Spain), DFG (Germany) and the collaborating
institutions in the Dark Energy Survey, which are Argonne
Lab, UC Santa Cruz, University of Cambridge, CIEMAT-
Madrid, University of Chicago, University College London,
DES-Brazil Consortium, University of Edinburgh, ETH
Zürich, Fermilab, University of Illinois, ICE (IEEC-CSIC),
IFAE Barcelona, Lawrence Berkeley Lab, LMU München and
the associated Excellence Cluster universe, University of
Michigan, NOAO, University of Nottingham, Ohio State

Table 1
Observed and Derived Properties of MagLiteS J0644−5953 (Pic II)

Parameter Value Units

a2000 , d2000 101.180, −59.897 deg, deg
ah -

+3.8 1.0
1.5 arcmin

rh -
+3.6 0.9

1.5 arcmin
� -

+0.13 0.13
0.22 L

P.A. -
+14 66

60 deg
-m M o-

+18.3 0.10.15
0.12 a L

t -
+10 2

1 Gyr
Z -

+0.0002 0.0001
0.0003 L

åpi -
+153 12

12 L
TS 235

De -
+45 4

5 kpc
r1 2 -

+46 11
15 pc

MV - -
+3.2 0.5

0.4 b mag
M* -

+1.6 0.3
0.5

:M103

μ -
+28.5 1

1 mag arcsec-2

[Fe/H] - -
+1.8 0.3

0.3 dex
-E B V( ) 0.107 mag

DLMC -
+11.3 0.9

3.1 kpc
DSMC -

+35 2
3 kpc

DGC -
+45 4

5 kpc

Notes. Uncertainties were derived from the highest density interval containing
the peak and 90% of the marginalized posterior distribution.
a We assume a systematic uncertainty of±0.1 associated with isochrone
modeling.
b The uncertainty in MV was calculated following Martin et al. (2008) and does
not include uncertainty in the distance.

Figure 4. Phase space coordinates of MagLiteS J0644−5953 (Pic II) (gold
star) relative to the simulated distribution of LMC satellites from Jethwa et al.
(2016), represented by colored contours. Recently discovered DES satellites
and Hydra II are shown with cyan markers. Top: the density of simulated LMC
satellites projected onto the sky in MS coordinates. The DES and
MagLiteS footprints are outlined in black and green, respectively. Middle:
the density of simulated LMC satellites with n < < nB5 25MS projected onto
the plane of Galactocentric radius and MS longitude. Bottom: distribution of
line-of-sight velocities in the Galactocentric standard reference frame for
simulated satellites of the LMC. The black dashed line represents the MS
longitude of MagLiteS J0644−5953 (Pic II) . The figure is adapted from
Jethwa et al. (2016).
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NOAO Proposal Page 4 This box blank.

Figure 2: The proposed survey (∼ 1300 deg2; gold shaded region) together with DES (red outline)
and SMASH (black hexagons) would complete a deep, contiguous, and homogenous imaging data
set around the LMC and SMC and establish whether there is concentration of faint satellites
clustered around the Magellanic system. New dwarf galaxy candidates found in 2015 are indicated
with red markers, while previously known Milky Way satellites are represented by blue markers.
Gray shaded region indicates the Galactic plane and |b| < 10◦.

Figure 3: Probability distributions functions for the predicted number of ultra-faint galaxies that
could be detected with the proposed survey. One model considers an isotropic distribution of Milky
Way satellites, while the other includes additional components associated with the Magellanic
Clouds. Both models have been fit using the combination of DES and SDSS data. The proposed
survey is likely to distinguish between these models.

Simulations predict ~3 dwarf 
galaxies for an isotropic 

distribution and ~10 galaxies for 
a Magellanic Cloud association.

First quarter of MagLiteS:
1) One satellite that may 
still be bound to the LMC  
2) Tight pair of satellites 
located close to the LMC…

ADW et al. ApJL 833, 5, 2016
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Blanco Imaging of the Southern Sky  
(BLISS)

24



Blanco Imaging of the Southern Sky
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Collaboration of ~35 members 
across ~10 institutions

NOAO DECam Program for 12 
nights in 2017A
Co-PIs: Soares-Santos & ADW

3 Science Drivers:
• Dwarf Galaxy Searches
• Gravitational Wave Follow-up
• Search for Planet 9

Cover ~2000 deg2 in 2017; 
eventually cover the entire 
sky in g,r,i,z bands

Gravitational Waves

Dwarf Galaxies

Planet 9

First-year observations 
finished on Monday!
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DES Sky Coverage
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DES *only* covers ~5000 deg2
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DECam Sky Coverage
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DES *only* covers ~5000 deg2

DECam can cover ~30,000 deg2

We have processed ~100k 
exposures outside the DES 
footprint using the DES data 

management pipeline
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The Surface Brightness Frontier
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Fig. 4.— Local Group galaxies (McConnachie 2012) and globular clusters (Harris 1996, 2010

edition) occupy distinct regions in the plane of physical half-light radius (azimuthally averaged)

and absolute magnitude. The majority of DES satellite candidates (red triangles and circles) are

more consistent with the locus of Local Group galaxies (blue squares) than with the population

of Galactic globular clusters (black “+”). Other recently reported dwarf galaxy candidates (green

diamonds) include Hydra II (Martin et al. 2015), Triangulum II (Laevens et al. 2015a), Pegasus III

(Kim et al. 2015a), Draco II and Sagittarius II (Laevens et al. 2015b). Several outer halo star

clusters and systems of ambiguous classification are indicated with “⇥” symbols: Koposov 1 and

Koposov 2 (Koposov et al. 2007; Paust et al. 2014), Segue 3 (Belokurov et al. 2010; Fadely et al.

2011; Ortolani et al. 2013), Muñoz 1 (Muñoz et al. 2012), Balbinot 1 (Balbinot et al. 2013),

Laevens 1 (Laevens et al. 2014; Belokurov et al. 2014), Laevens 3 (Laevens et al. 2015b), Kim 1

and Kim 2 (Kim & Jerjen 2015a; Kim et al. 2015b), and DES 1 (Luque et al. 2015). Dashed lines

indicate contours of constant surface brightness at µ = {25, 27.5, 30} mag arcsec�2.
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DES Year 3 (and beyond)
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DES Y3 Footprint: ~5000 deg2
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Source Detection and Measurement
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Source Measurement Strategies

9

CoaddWeighted 
Average

Multi-Epoch!
Multi-Band

DES Y2Q1 
Satellites Search

DES Y1A1 
Satellites Search

DES Y3A2 
Satellites Search

Joint fit
Measurements!
from stacked !

(i.e., coadded) image

Average!
single-epoch!

measurements

+

+

Coadd detections

from Keith Bechtol

WAVG COADD MOF
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Improved Star-Galaxy Separation
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Improved Object Classification

10

Star-Galaxy Separation!
 at Faint Magnitudes

COADD

MOF

MOF PRELIMINARY

HSC STARS

Improved handling of PSF enables  
more accurate and robust classification 

COADDHSC Galaxies

HSC Galaxies

HSC STARS

False Positive Rate (Galaxies)

Tr
ue

 P
os

iti
ve

 R
at

e 
(S

ta
rs

)

Improved Object Classification
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Star-Galaxy Separation!
 at Faint Magnitudes
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Modeling PSF from 
individual images yields 
large improvements in 

morphological 
measurements

HSC provides an 
unprecedented deep, 

wide-area, good-seeing 
training data set

(new)

(old)

from Keith Bechtol
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Increased Depth
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Increasing Depth

11

Example for Grus II!
discovered in DES Y2Q1 dataset using weighted-average measurements

Off-target Flux distribution of detected stars

Significant excess of unresolved (PSF-like) objects observed  
even in faint regime where star-galaxy confusion becomes a challenge

On-target

Weighted!
Average!
(WAVG)

Multi-object!
Multi-epoch!

(MOF)

from Keith Bechtol

Example: Grus II (MV = -3.9, D = 53kpc) discovered in DES Y2

Detected at > 5 sigma using *only* the stars below the Y2 
detection threshold!
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Improved Calibration and Modeling

33

16 Burke et al.

Figure 14. O↵set map (left) and histogram (right) of di↵erence between predicted Gaia G-band (from DES r-band) and observed Gaia
G-band for stars with 0.5 < (g � i) < 1.5, in pixels of HEALPIX NSIDE=256. Structure can be seen caused by calibration and depth
issues from both surveys at small and large scales. A Gaussian fit with � = 6.6mmag (black hashed curve) is shown on the histogram plot;
overflow bins are not plotted.

5.4. Linearized Chromatic Corrections

The FGCM uses the linearized chromatic correction
(Eqn. 16) to compute the standard magnitudes of cali-
bration stars during the fitting stage. Every evaluation
of the �

2 requires these to be recomputed and the fully
integrated correction is computationally too slow to use
for this purpose. We discuss in this section both the size
of the fully integrated correction and the accuracy of the
linear approximation for the stellar SEDs used in the fit.
Note that this does not address the accuracy of the cali-
bration fit parameter vectors, only the robustness of the
linear computations.
To examine the accuracy of the linear approximation

we use the stellar spectral library of Kelly et al. (2014),
which combines SDSS spectra (Aihara et al. 2011) and
the Pickles spectral library (Pickles 1998). For each tem-
plate star, we synthesize colors by integrating the SED
with the standard FGCM passbands. We then randomly
sample 50,000 exposure/CCD pairs from Y3A1 observ-
ing, and compute the chromatic correction for each in
two ways. These are shown in Figures 15, 16, and 17
for a sample blue star, middle-color star, and red star,
respectively.
First, we integrate the stellar spectrum with the pass-

band for each exposure and CCD combination. These
are plotted with red solid histograms in the figures, and
can be taken as estimates of the systematic chromatic
o↵set that needs to be included in the computation of
the magnitude. These corrections vary from as little
as 1 � 2mmag (e.g. i or z-band observations of blue
stars) to as much as 40 � 50mmag (e.g. g-band ob-
servations of red stars). Second, we use the synthetic
colors to estimate the linearized correction as done dur-
ing the FGCM calibration (Eqn. 16). The residual of
the linearized correction is shown with the blue dashed
histograms in the figures. The median o↵set and RMS
estimated via median-absolute-deviation is also shown.
The linearized corrections reduce the residual error by

factors of two to ten. In most cases the linearized correc-
tion reduces the systematic chromatic error to an RMS
of ⇠ 2mmag, though in some cases (particularly g-band
for the reddest stars with g� i ⇠ 3.0), the residuals have
an rms of ⇠ 5mmag. These systematic uncertainties are

Figure 15. Chromatic corrections (red) and residuals for lin-
earized corrections (dashed blue) for blue stars with g � i ⇠ 0.5.

Figure 16. Chromatic corrections (red) and residuals for lin-
earized corrections (dashed blue) for stars with g � i ⇠ 1.5.

reasonably well matched to the overall precision of the
FGCM calibration.
While the previous analysis applies to single observa-

tions (as is the case with transients such as supernovae),
the impact of the linearized residuals on coadd (average)

0.0066 mag relative 
photometric

calibration uncertainty

Burke et al. 2017
from Ting Li

     M92 SDSS
     M92 SDSS->DES
     PARSEC SDSS
     PARSEC SDSS->DES
     PARSEC DES (old)
     PARSEC DES (new)
     Confirmed Members

Updated filter throughput propagated 
to synthetic isochrones
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LSST is Coming!
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With Great Power  
Comes Great Responsibility

35Willman 2010

Background Galaxy Contamination!
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LSST is Coming!
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Expected Sensitivity to  
Dark Matter Annihilation
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E. Charles et al. / Physics Reports 636 (2016) 1–46 17

Fig. 15. Projected upper limits on the WIMP annihilation cross section from the joint analysis of dSphs as a function of the size of the dSph sample on
the assumption of 6- (left) and 15-year (right) data sets with P8R2_SOURCE data. The solid black curve shows the observed limit from the analysis of 15
known dSphs with 6 years of P8R2_SOURCE data [5]. Projections correspond to the median expected limit for the given number of dSphs and observation
period from 200 simulated realizations of the entire search (see text for details).

Fig. 16. Ratio of the median expected upper limits on the WIMP annihilation cross section for 10 years of LAT data relative to 6 years (left) and 15 years
relative to 6 years (right) for the bb̄ and ⌧+⌧� annihilation channels. The upper and lower horizontal lines are the expectations for the purely background
limited (sensitivity scales as

p
t) and purely signal limited (sensitivity scales linearly with t) cases. We use the results for the projected sample of 60 dSphs

(see Fig. 15) for these comparisons.

simulations’’ and ‘‘Binnedmodel map simulations’’ described in Appendix D but duplicated our target set3 up to three times
to reach 60 in total. The effect of additional targets on the search sensitivity is illustrated in Fig. 15.

We also examined how the expected sensitivity scales with time for different masses and annihilation channels. Fig. 16
shows the mean of the ratio of expected limits for all of the simulated dSphs. Because of the softer spectrum in the bb̄
channel, the improvement in that channel is close to the expectation for a background-limited search (i.e., it scales as

p
t)

for low masses, improves with increasing mass, but does not reach the linear scaling we would expect for a purely signal
limited search. On the other hand, in the harder ⌧+⌧� channel, the scaling behavior transitions from the background limited
to signal limited cases around 100 GeV.

The slope of the projected upper limit curve near 100 GeV is close to one (⇠1.1–1.2) cm3 s�1/GeV. The mass for which
the thermal relic cross section will be excluded scales as the inverse of the slope times the improvement on the limits on
h�vi. This results in considerable extension of the mass range with limits at or below the thermal relic cross section with
additional data, up to >400 GeV (>200 GeV) in the bb̄ (⌧+⌧�) channel with 60 dSphs and 15 years of data, see Fig. 17.

Finally, given that optical surveys will be discovering new targets for years to come, we consider the possibility that they
discover a dSph that is near enough and massive enough that it would be clearly observable by the LAT for plausible DM
annihilation cross-sections.

The J factors of known dSphs scale approximately with the square of distance, i.e., the dSphs would have similar J factors
(within about 0.4 dex) if they were all at the same distance: J ⇠ 1018.3 GeV2 cm�5 ⇥ (d/100 kpc). For a 100 GeV DM
particle annihilating to bb̄ at the thermal relic cross section we currently could expect a 5� significance detection of any
dSphs following that J factor scaling relation within ⇠8 kpc and located away from the Galactic plane. That corresponds to
a ‘‘discovery’’ volume of ⇠2100 kpc3. With 15 years of data that volume would at least double to ⇠4200 kpc3. For higher
masses and in the harder ⌧+⌧� channel the volume would increase by a factor of four.

3 The targets were placed at random locations and with J factors (and J factor uncertainties) sampled from the posterior distribution.

Charles et al. (1605.02016)

Dwarf Dependence
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Fig. 15. Projected upper limits on the WIMP annihilation cross section from the joint analysis of dSphs as a function of the size of the dSph sample on
the assumption of 6- (left) and 15-year (right) data sets with P8R2_SOURCE data. The solid black curve shows the observed limit from the analysis of 15
known dSphs with 6 years of P8R2_SOURCE data [5]. Projections correspond to the median expected limit for the given number of dSphs and observation
period from 200 simulated realizations of the entire search (see text for details).

Fig. 16. Ratio of the median expected upper limits on the WIMP annihilation cross section for 10 years of LAT data relative to 6 years (left) and 15 years
relative to 6 years (right) for the bb̄ and ⌧+⌧� annihilation channels. The upper and lower horizontal lines are the expectations for the purely background
limited (sensitivity scales as

p
t) and purely signal limited (sensitivity scales linearly with t) cases. We use the results for the projected sample of 60 dSphs

(see Fig. 15) for these comparisons.

simulations’’ and ‘‘Binnedmodel map simulations’’ described in Appendix D but duplicated our target set3 up to three times
to reach 60 in total. The effect of additional targets on the search sensitivity is illustrated in Fig. 15.

We also examined how the expected sensitivity scales with time for different masses and annihilation channels. Fig. 16
shows the mean of the ratio of expected limits for all of the simulated dSphs. Because of the softer spectrum in the bb̄
channel, the improvement in that channel is close to the expectation for a background-limited search (i.e., it scales as

p
t)

for low masses, improves with increasing mass, but does not reach the linear scaling we would expect for a purely signal
limited search. On the other hand, in the harder ⌧+⌧� channel, the scaling behavior transitions from the background limited
to signal limited cases around 100 GeV.

The slope of the projected upper limit curve near 100 GeV is close to one (⇠1.1–1.2) cm3 s�1/GeV. The mass for which
the thermal relic cross section will be excluded scales as the inverse of the slope times the improvement on the limits on
h�vi. This results in considerable extension of the mass range with limits at or below the thermal relic cross section with
additional data, up to >400 GeV (>200 GeV) in the bb̄ (⌧+⌧�) channel with 60 dSphs and 15 years of data, see Fig. 17.

Finally, given that optical surveys will be discovering new targets for years to come, we consider the possibility that they
discover a dSph that is near enough and massive enough that it would be clearly observable by the LAT for plausible DM
annihilation cross-sections.

The J factors of known dSphs scale approximately with the square of distance, i.e., the dSphs would have similar J factors
(within about 0.4 dex) if they were all at the same distance: J ⇠ 1018.3 GeV2 cm�5 ⇥ (d/100 kpc). For a 100 GeV DM
particle annihilating to bb̄ at the thermal relic cross section we currently could expect a 5� significance detection of any
dSphs following that J factor scaling relation within ⇠8 kpc and located away from the Galactic plane. That corresponds to
a ‘‘discovery’’ volume of ⇠2100 kpc3. With 15 years of data that volume would at least double to ⇠4200 kpc3. For higher
masses and in the harder ⌧+⌧� channel the volume would increase by a factor of four.

3 The targets were placed at random locations and with J factors (and J factor uncertainties) sampled from the posterior distribution.

Charles et al. (1605.02016)

Background Dependence
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can be determined exactly. In this limiting case, the analysis is
sensitive to the thermal relic cross section for DM particles with
mass1200 GeV, a factor of~2 increase in mass relative to the
analysis of Ackermann et al. (2015b).

In Figure 9 we show upper limits derived from a combined
analysis of our nominal sample assuming a J-factor uncertainty
of 0.6 dex for targets lacking spectroscopic J-factors. We find
that the derived upper limits are consistent within the range of
statistical fluctuation expected from 300 random high-latitude
blank-sky fields. The derived upper limits lie above the median
expectation for masses below∼1 TeV and∼70 GeV for
the ¯bb and t t+ - channels, respectively. This behavior can be
attributed to the low-significance excesses discussed in
Section 3. In contrast, we note that the limits lie below the
median expectation at higher masses.

6. CONCLUSIONS

We have performed a comprehensive γ-ray analysis of
Fermi-LAT data coincident with 45 confirmed and candidate
dSphs. We find no statistically significant ( s>3 ) γ-ray excesses
toward any of our targets. Four of the targets (including two
nearby systems) exhibit small excesses with local significances

s<2.5 . Since the characteristics of the DM particle (i.e., mass
and annihilation channel) are expected to be the same in all
dSphs, we perform a combined analysis on the sample of
confirmed and candidate dSphs. We use a simple scaling
relationship to predict the DM annihilation signal in systems
without spectroscopic data. When considering the ensemble of
targets, the γ-ray data are consistent with the background-only
null hypothesis. The maximum excess found in a joint
likelihood analysis of our nominal target sample yields a
maximum global significance of ( )s=p 0.23 0.7global for a
DM mass of 15.8 GeV annihilating via the t t+ - channel.

We calculate the median expected sensitivity assuming the
DM contents of the new candidate dSphs are comparable to
those of previously known dSphs. The expected sensitivity to
DM annihilation improves as more targets are added, and
depends on the precision with which the J-factors of the new

systems can be measured, as well as the DM mass and
annihilation channel being tested. Assuming that the J-factors
of the new systems can be measured with an uncertainty of 0.6
dex, the improvement in sensitivity is a factor of~1.5 for hard
annihilation spectra (e.g., the t t+ - channel) compared to the
median expected limits in Ackermann et al. (2015b). More
precisely determined J-factors are expected to improve the
sensitivity by up to a factor of 2, motivating deeper spectro-
scopic observations both with current facilities and future 30 m
class telescopes (Bernstein et al. 2014; Skidmore et al. 2015).
The limits derived from LAT data coincident with confirmed

and candidate dSphs do not yet conclusively confirm or refute a
DM interpretation of the GCE (Gordon & Macias 2013;
Abazajian et al. 2014; Calore et al. 2015; Daylan et al. 2016).
Relative to the combined analysis of Ackermann et al. (2015b),
the limits derived here are up to a factor of 2 more constraining
at large DMmasses ( ¯ 2m 1 TeVbbDM, and 2t t+ -m 70 GeVDM, )
and a factor of~1.5 less constraining for lower DM masses. The
weaker limits obtained at low DM mass can be attributed to
low-significance excesses coincident with some of the nearby
and recently discovered stellar systems, i.e., ReticulumII and
TucanaIII. While the excesses associated with these targets are
broadly consistent with the DM spectrum and cross section fit to
the GCE, we refrain from a more extensive DM interpretation
due to the low significance of these excesses, the uncertainties in
the J-factors of these targets, and the lack of any significant
signal in the combined analysis.
Ongoing Fermi-LAT observations, more precise J-factor

determinations with deeper spectroscopy, and searches for new
dSphs in large optical surveys will each contribute to the future
sensitivity of DM searches using Milky Way satellites (Charles
et al. 2016). In particular, the Large Synoptic Survey Telescope
(Ivezic et al. 2008) is expected to find hundreds of new Milky
Way satellite galaxies (Tollerud et al. 2008; Hargis et al. 2014).
Due to the difficulty in acquiring spectroscopic observations
and the relative accessibility of γ-ray observations, it seems
likely that γ-ray analysis will precede J-factor determinations
in many cases. To facilitate updates to the DM search as
spectroscopic J-factors become available, the likelihood

Figure 8. Expected sensitivity expressed as a limit on the DM annihilation cross section for the ¯bb (left) and t t+ - (right) channels. The expected sensitivity is
calculated as the median 95% confidence level upper limit from 300 sets of random blank-sky locations. The dashed black line shows the median expected sensitivity
for the sample of 15 dSphs with kinematic J-factors used in the combined analysis of Ackermann et al. (2015b). Colored dashed curves show the median sensitivity for
the combined analysis of the nominal sample derived assuming J-factor uncertainties of 0.8 dex, 0.6 dex, and 0.4 dex for the targets with distance-based J-factor
estimates. The “No Uncertainty” expectation curve is derived assuming zero J-factor uncertainty for all targets and represents the limiting sensitivity attainable by
reducing J-factor uncertainties. The closed contours and marker show the best-fit regions (at s2 confidence) in cross-section and mass from several DM interpretations
of the GCE: green contour(Gordon & Macias 2013), red contour(Daylan et al. 2016), orange data point(Abazajian et al. 2014), purple contour(Calore et al. 2015).
The dashed gray curve corresponds to the thermal relic cross section from Steigman et al. (2012).

11
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N
Claim: Uncertainties on the 
Galactic center dark matter 
distribution can change the 
best-fit cross section by a 

factor of ~4 (Hooper)
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Backup Slides
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Beyond the Milky Way!

42LSST Simulation (ADW, Koposov, Liu) 

MV = -12
rh = 300 pc
D = 1 Mpc
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Are the DES Dwarfs like  
the SDSS Dwarfs?
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Yes!

Distance (kpc)

log(J-factor) (GeV2/cm5)


