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MeV emission of GRBs 
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GeV emission of GRBs 

GRB 080514 Giuliani+2008 

AGILE  Fermi 
GRB 090902 Abdo+2009 

090401B [Moretti+2009], 090510 [Giuliani+2009], 

100724B [Del Monte+2011], 130327B 

[Longo+2013], 130427A [Verrecchia+ 2013], 

131108A [Giuliani+2013], 15479 [Giuliani+2015] 
Statistics: ~ 10 yr-1  above 100 MeV  

[e.g. Ackermann+2013] 

EGRET (e.g. GRB 941017 – Gonzales+2004) 



GeV emission: (I) Duration & Delay 

> GeV emission lasts longer 

than MeV component 

[in individual GRBs detected by Agile and Fermi, e.g. Giuliani+2009, Abdo+2010, Ghisellini+2011; and globally in Fermi 

LAT catalog: Ackermann+2013] 
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GeV component is spectrally 

harder than the tail of the MeV  

GeV emission: (III) Spectrum 
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GeV emission origin 

> GeV flux decays ~ t-1.5 Spectral diversity of GeV wrt to MeV 

SYNCH.  [Kumar+2009; Ghisellini+2010] 

External origin 

+ 

Internal origin [e.g. Toma+2011] 

IC  [Beloborodov+2014] 
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GeV emission 

090926A [Ackermann+2011] 

Transient spectral break (or cutoff?) 

@ 1.4 GeV  

• Intrinsic apsorption 

• Emission mechanism (IC in KN 

regime) 

080825C [Moretti+2016] 

Additional peaked MeV component  



 Dynamics 
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GRBs are relativistic  

A&A 510, L7 (2010)

Fig. 1. Fermi-LAT light curve of the emission of GRB 090510 above 100 MeV. The times were scaled to the time T∗ = 0.6 s after the GBM trigger.
This is the time corresponding to the main pulse of emission detected by the GBM in the 8 keV−10 MeV energy range (see A09). The solid line
is the best fit to the data points obtained with a smoothly broken power-law plus a constant (dashed lines). The inset shows the AGILE light curve
(photons energies between 30 and 300 MeV). The curve is the best fit of the Fermi data scaled to the AGILE data points.

to explain the emission properties of GRB 080916C (Razzaque
et al. 2009; Asano et al. 2009) and a possible interpretation in
the context of the cannonball model (Dado & Dar 2009) has also
been considered. A more extensive study of the light curve decay
of the bursts detected by Fermi-LAT and on its possible interpre-
tation in the context of the external shock produced by a radiative
decelerating fireball is presented in Ghisellini et al. (2009).

If Γ > 1000, the fireball should start to decelerate and pro-
duce a luminous afterglow rather early (e.g. Piran 2005), even
at the sub-second timescale. We present by analyzing the Fermi-
LAT light-curve and spectra of GRB 090510 we present strong
evidences that the flux detected by the LAT is afterglow emission
of the forward external shock.

In this framework we derive the initial Γ of the fireball.
According to our interpretation, the GBM and the LAT detected
fluxes are produced in different regions and at different emis-
sion times. Therefore, the LAT emission by itself is the best tool
to constrain the arrival time delay of photons of different (high)
energies and derive a more reliable lower limit on the Lorentz
invariance violation.

2. Fermi-LAT data analysis

We analyzed the Fermi-LAT data of GRB 090510 with the Fermi
Sci enceTool s ( v9r 15p2) released on Aug. 8th 2008. Photons
were selected (with the gt sel ect tool) around RA = 333.552◦

and Dec = −26.598◦ . Different energy bins were considered for
the analysis of the LAT light curve, but only photons with en-
ergy >100 MeV were extracted. Light curves and spectra were
created with the gt bi n tool. The spectral response files were
created with the gt r spgen. The spectra were analyzed with
Xspec( v. 12) .

3. Results

Figure 1 shows the light curve considering all LAT photons with
energies >100 MeV. The times are scaled to T∗ = 0.6 s, which
corresponds to the time of the first main pulse observed by the
GBM. We fit the light curve with the sum of two components,
i.e. a smoothly broken power law and a constant to account for
the flattening of the flux visible after 200 s, corresponding to
the the time when the source flux becomes consistent with the
background level (as also shown in De Pasquale et al. 2009):

R(t) =
A (t/ tb)α

1 + (t/ tb)α+β
+ B. (1)

When α > 0 and β > 0, Eq. (1) has a peak at tpeak =

tb (α/β)1/ (α+β). The standard afterglow theory (Sari & Piran
1999) requires α = 2. Fixing α = 2, the best-fit parameters
(χ2 = 14.6/14) are A = 385+45

−40
counts/s, tpk = 0.217 ± 0.015 s,

β = 1.46+0.06
−0.03

and B = 4 × 10−2 counts/s. The best fit is shown
by the solid line in Fig. 1. The AGILE light curve (adapted from
Giuliani et al. 2009) of the photons detected by the GRID be-
tween 30 MeV and 300 MeV is also shown in Fig. 1 (inset). The
Fermi and AGILE light curves are consistent with the same de-
cay law, i.e. t−1.5, although AGILE missed the rising phase of
the GeV emission.

The emission above 100 MeV peaks at T − T∗ = 0.22 s (i.e.
0.82 s after the GBM trigger). The time of the peak coincides
with the arrival time of the highest energy photon of 30 GeV.
Figure 1 shows that the LAT flux lasts for about 200 s (and it
sets to the background level afterwards). Instead, the emission
detected by the GBM in the 8 keV−10 MeV energy range ceases
after ∼1 s (A09).

Figure 2 shows the LAT light curve in the first 10 s sepa-
rated into two energy bands, i.e. 0.1−1 GeV and >1 GeV (top
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3.1. Distribution of tp

Fig. 1 shows the cumulative distribution (red line) of 68 GRBs3.
The distribution of upper limits tUL

p is shown by the dashed black
line (with leftward arrows). The distribution of measured tp is
consistent with that of the upper limits at the extremes, i.e. below
30 s and above ∼1000 s. In particular, the low–end of the distri-
bution of tp is mainly composed by bursts whose onset time is
provided by the LAT data. Considering only GRBs with mea-
sured tp (red line in Fig. 1), the average tp∼230 s, while up-
per limits (dashed black line in Fig. 1) have on average tp∼170
s. The relative position of the two distributions (red and black
dashed) suggests that if we considered only tp measurements (as
in G12; Liang et al. 2010; Lu et al. 2012) we would miss several
intermediate–early onsets.

In our sample, nearly half of the bursts have tp measured and

half are upper limits. The distributions of tp and tUL
p overlap con-

siderably ensuring that they can be used to reconstruct the true
distribution of tp through “survival analysis” (Feigelson & Nel-
son 1985). We use the non–parametric Kaplan–Meier estimator
(KM – Kaplan & Meier 1958), as adapted by Feigelson & Nel-
son (1985) to deal with upper limits. The KM estimator, which
is a step CDF function constant in correspondence of censored
data points (upper limits), is shown by the solid black line in
Fig. 1. The 95% confidence interval on this distribution (Miller
1981; Kalbfleish & Prentice 1980; Feigelson & Nelson 1985)
is shown by the yellow shaded region in Fig. 1. The median
value is ⟨tp⟩ = 73+23

−18
s. We verified that a similar distribution

and average vales are obtained if instead of the 84 GRBs with
tUL
p ≤ 5 × max(tp) we consider a more stringent set of upper lim-

its, i.e. tUL
p ≤ 2 × max(tp).

3.2. Comparison between tp, T90 and Tp,γ

One of the assumptions for the estimate of Γ0 from the measure
of tp (see §4) is that most of the kinetic energy of the ejecta has
been transferred to the blast wave (so called “thin shell approx-
imation" – e.g. see Hascoet et al. 2013) to be decelerated by the
circumburst medium. Therefore one usually expects that tp must
be longer than the duration of the prompt emission, estimated by
T90. To check this, we collected T90 for the bursts of our sam-
ple: its distribution is shown by the grey dotted line in Fig. 1. A
scatter plot showing T90 versus the observer frame tp is shown in
the top panel of Fig. 2: bursts with measured tp are shown by the
red filled circles (GRBs with tp derived from the GeV–LAT light

curve are shown by the star symbols), upper limits tUL
p are also

shown by the black and green symbols. The majority (85%) of
GRBs lie below the equality line (dashed line in Fig. 2) having
tp> T90. 15% of the bursts have tp< T90. A generalised Spear-
man’s rank correlation test (accounting also for upper limits –
Isobe et al. 1986, 1990) indicates no significant (at > 3σ level of
confidence) correlation between T90 and tp.

The prompt emission of GRBs can be highly structured with
multiple peaks separated by quiescent times. While T90 is repre-
sentative of the overall duration of the burst, another interesting
timescale is the peak of the prompt emission light curve Tp,γ.
This time corresponds to the emission of a considerable fraction
of energy during the prompt and it is worth comparing it with tp.
The distribution of Tp,γ is shown by the dot–dashed line in Fig. 1.
The bottom panel of Fig. 2 compares Tp,γ with tp. Noteworthily,

3 The short GRB 090510 is not included in the distributions. Its onset
time tp=0.2 s (Ghirlanda et al. 2010) would place it in the lowest bin of
the distribution.

Fig. 2. Top panel: GRB duration T90 versus afterglow peak time tp.
GRBs with measured tp are shown with red circles (green stars for LAT
bursts). Upper limits on tp are shown by the black arrows (green for
LAT GRBs). Bottom panel: Time of the peak of the prompt emission
light curve Tp,γversus tp. Same symbols and colors as in the top panel.
In both panels the equality is shown by the dashed line and the short
GRB 090510 is shown by the green square.

no GRB has tp<Tp,γ. Also in this case, the Spearman’s gener-
alised test results in no significant correlation between these two
observables.

3.3. Empirical correlations

We study the correlation between the onset time tp in the rest
frame and the energetic of GRBs. Fig. 3 shows tp/(1 + z) versus
the prompt emission isotropic energy Eiso, isotropic luminosity
Liso and rest frame peak energy Ep.

GRBs with measured tp (red circles and green stars in Fig.

3) show significant correlations (chance probabilities < 10−5 –
Tab. 1) shown by the red solid lines (obtained by a least square
fit with the bisector method) in the panels of Fig. 3).

Upper limits tUL
p (black downward arrows in Fig. 3) are dis-

tributed in the same region of the planes occupied by tp. Fig. 3

shows also the lower limits on tLL
p (grey upward arrows) derived

assuming that tp>Tp,γ.
The 84 GRBs without a measured tp should have their onset

at any time between these two limits, i.e. tLL
p <tp<tUL

p correspond-
ing to the interval limited by the grey and black arrows in Fig. 3.
Indeed, the reconstructed distribution of tp (shown by the solid
black line in Fig. 1) is bracketed by the cumulative distribution
of tLL

p on the left–hand side (dot–dashed grey line in Fig. 1) and

by the distribution of tUL
p on the right–hand side (dashed black

line in Fig. 1).
In order to evaluate the correlations of Fig. 3 including mea-

sured tp and upper/lower limits we adopted a Monte Carlo ap-
proach. We assume that the KM estimator provides the distri-
bution of tp of the population of GRBs considered. For each of
the 84 GRBs with upper limits we extract randomly from the
reconstructed tp distribution a value of tp (requiring that the ex-

tracted value tp(i) falls within the range Tp,γ(i) ≤ tp(i) ≤ tUL
p (i) –
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Figure 2. Top panels: Isotropic equivalent energy E i so (open red circles) and luminosity L i so (filled green squares) as a function of Γ0 , computed for the 32

GRBs in our sample in the H case (left panel) and W (right panel). The solid (dashed) line in both panels show the least square fit with a power law to the

E i so–Γ0 (L i so–Γ0 ) correlation. Bottom panels: Peak energy E p eak for the H case (left panel) and W case (right panel) as a function of Γ0 . The solid line is

the best fit correlation. The short GRB 090510 is shown separately with the star symbol (filled symbol representing E i so in the top panel and open symbol

representing L i so and Ep eak in the top and bottom panels). The correlation coefficient and the slope and normalization of the best fit correlations are reported

in Tab. 3.

6.2 E i so–Γ0 , L i so–Γ0 , Ep eak–Γ0 correlations

In this section we explore the presence of correlations between the

rest frame GRB properties (i.e. the peak energy Ep eak , the isotropic

equivalent energy E i so and luminosity L i so) and the Γ0 factor. A

correlation Γ0 ∝ E 0.25
i so was reported by L10 based on their sam-

ple of 22 GRBs with estimated Γ0 . Here we show this correlation

updated with 32 GRBs and, in addition to this, we present for the

first time the correlation of L i so and Γ0 . We also compare these two

correlations in the H and W case.

In the upper panels of Fig. 2 we show the isotropic energy

E i so and luminosity L i so (open red circles and filled green squares,

respectively) as a function of Γ0 in both the H and W case (left and

right panel, respectively). In the bottom panels of Fig. 2 we show

the peak energy Ep eak as a function of Γ0 in the H (left panel) and

W (right panel) case.

The Spearman rank correlation coefficients and associated

chance probabilities are reported in Tab. 3. We model the corre-

lations with a power law: log Y = m logΓ0 + q (with Y =E i so ,

Y =L i so or Y =Ep eak ) and list the best fit parameters in Tab. 3. We

fit this model to the data points (shown in Fig. 2) with the bisec-

tor method. The choice of this fitting method, instead of the least

square Y vs. X method that minimizes the vertical distances of the

data from the fitting line, is motivated by the large dispersion of

the data and the absence of any physical motivation for assuming

that Γ0 or instead E i so , L i so or Ep eak are the independent variable

(Isobe et al. 1990).

We find that there are strong correlations (with signifi-

cance > 3σ) between the spectral peak energy and isotropic en-

ergy/luminosity with Γ0 . The slopes of these correlations are rather

insensitive to the circumburst profile adopted in deriving Γ0 (H or

Correlation ρ Pch ance m q σsc

E i so − ΓH
0 0.7 9 × 10− 5 2.12 48.72 0.24

L i so − ΓH
0 0.9 2 × 10− 9 2.24 49.15 0.15

Ep eak − ΓH
0 0.5 4 × 10− 3 1.14 0.34 0.29

E i so − ΓW
0 0.8 6 × 10− 6 2.20 47.89 0.20

L i so − ΓW
0 0.8 10− 7 2.26 48.39 0.08

Ep eak − ΓW
0 0.7 7 × 10− 5 1.2 0.60 0.26

Table 3. Results of the fit of the Γ0–E i so , Γ0–L i so and Γ0–Ep eak corre-

lations in the two cases of homogeneous insterstellar medium (H) and wind

density profile (W). The Spearman correlation coefficient ρ and the chance

probability Pch ance are reported together with the slope m and normaliza-

tion q of the fit of the data points with a linear model. The fit is done with

the bisector method.

W) and are similar for E i so and L i so (E i so∝Γ0
2 and L i so∝Γ0

2 ). A

linear correlation exists between Ep eak and Γ0 : Ep eak∝Γ0 (bottom

panels in Fig. 2).

The dispersion of the data points around the best fit correla-

tions (shown by the solid and dashed lines in Fig. 2) is modeled

with a Gaussian and its σsc is given in Tab. 3. The less dispersed

correlation is between the luminosity L i so and Γ0 .

We finally verified that there is no correlation between the

GRB duration T90 and Γ0 (chance probability P = 0.3 and

P = 0.7 for the H and W case) and between the redshift z and

Γ0 .

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 2. Top panels: Isotropic equivalent energy E i so (open red circles) and luminosity L i so (filled green squares) as a function of Γ0 , computed for the 32

GRBs in our sample in the H case (left panel) and W (right panel). The solid (dashed) line in both panels show the least square fit with a power law to the

E i so–Γ0 (L i so–Γ0 ) correlation. Bottom panels: Peak energy E p eak for the H case (left panel) and W case (right panel) as a function of Γ0 . The solid line is

the best fit correlation. The short GRB 090510 is shown separately with the star symbol (filled symbol representing E i so in the top panel and open symbol

representing L i so and Ep eak in the top and bottom panels). The correlation coefficient and the slope and normalization of the best fit correlations are reported

in Tab. 3.
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density profile (W). The Spearman correlation coefficient ρ and the chance

probability Pch ance are reported together with the slope m and normaliza-

tion q of the fit of the data points with a linear model. The fit is done with

the bisector method.

W) and are similar for E i so and L i so (E i so∝Γ0
2 and L i so∝Γ0

2 ). A

linear correlation exists between Ep eak and Γ0 : Ep eak∝Γ0 (bottom

panels in Fig. 2).

The dispersion of the data points around the best fit correla-

tions (shown by the solid and dashed lines in Fig. 2) is modeled

with a Gaussian and its σsc is given in Tab. 3. The less dispersed

correlation is between the luminosity L i so and Γ0 .

We finally verified that there is no correlation between the

GRB duration T90 and Γ0 (chance probability P = 0.3 and

P = 0.7 for the H and W case) and between the redshift z and

Γ0 .
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G. Ghirlanda et al.: The onset of the GeV afterglow of GRB 090510

Fig.2. Fermi-LAT light curve of GRB 090510 between 0.1 and 1 GeV
and above 1 GeV (top and middle panels, respectively) in the first 10 s.
The times are scaled to T∗ = 0.6 s (see text). The solid line is the fit of
the light curve >0.1 GeV (Fig. 1). The bottom panel shows the photon
spectral index (1σ errors are shown) of the LAT spectra for the time-
integrated spectrum (hatched region) and for three time resolved spectra
(squares).

and middle panels, respectively). The curves correspond to the
same best fit obtained from the >0.1 GeV light curve (Fig. 1),
only re-normalized to the data points. We further separated
the light curve into four broad energy channels: 0.1−0.2 GeV,
0.2−0.4 GeV, 0.4−0.8 GeV and >0.8 GeV (Fig. 3). Figures 2
and 3 show that the time of the peak is the same in different
energy ranges.

We also analyzed the spectra of the early GeV emission com-
ponent. We considered the spectrum integrated in time between
T − T∗ = 0.1 and 7 s, and we also extracted three time resolved
spectra distributed in this time interval. The photon spectral in-
dex of the fit with a single power law of the average spectrum
(hatched region) and of the time resolved spectra (filled squares)
are shown in the bottom panel of Fig. 2. The spectrum before the
peak is hard with a photon index 1.87 ± 0.2 and then softens to
2.2± 0.2. The three time resolved spectra are consistent with the
time-integrated spectrum.

4. Estimate of the initial bulk Lorentz factor

The derived peak time of the LAT received flux translates into an
estimate of the bulk Lorentz factor Γ0 at the start of the afterglow.
The peak time of the afterglow bolometric luminosity occurs at
a time of the order of the deceleration time. If the circumburst

Fig.3. Fermi-LAT light curve of GRB 090510 in four energy chan-
nels (from top to bottom): 0.1−0.2 GeV, 0.2−0.4 GeV, 0.4−0.8 GeV,
>0.8 GeV. The curves are the best fit obtained from the LAT light curve
(>0.1 GeV – Fig. 1) rescaled to the single channel light curves.

number density n is homogeneous we have (e.g. Sari & Piran
1999)

tpeak

1 + z
∼ tdec ∼

⎛
⎜⎜⎜⎜⎝

3Ek,iso

32πnmpc5Γ8
0

⎞
⎟⎟⎟⎟⎠

1/ 3

, (2)

where Ek,iso is the isotropic kinetic energy of the fireball, esti-
mated through the emitted energy of the prompt emission as-
suming an efficiency η (Ek,iso = Eγ,iso/ η). We use Eq. (2) to

estimate Γ0. Setting Eγ,iso = 3.5 × 1052 erg (A09, excluding
the LAT component), η = 0.2 and tpeak = 0.2 s we derive

Γ0 = 1.96 × 103 n−1/ 8. This value is not much higher than the
lower limits derived by A09 through the compactness argument
and assuming that the LAT component belongs to the prompt
emission. It is also rather insensitive to the (unknown) particle
density n. The distance from the central engine corresponding to
the peak time is Rpeak ∼ 2ctpeakΓ

2
0
/ (1 + z) = 2.4 × 1016n−1/ 4 cm.

4.1. A synchrotron origin of the LAT emission

Following standard arguments, the minimum electron energy of
the injected electrons in the forward shock is γm ∼ ϵeΓmp/ me,

while the magnetic field value is B ∼ Γ(8πϵBnmpc
2)1/ 2.

Electrons with γm emit an observed synchrotron frequency νm ∼
2Γ(4/ 3)eB/ (2πmec)γ2

m/ (1 + z) ∼ 10.6 Γ4
3
(nϵB)1/ 2ϵ2

e / (1 + z) MeV.
This frequency is below the LAT energy range, but the injec-
tion of a power law distribution of electrons extending to γmax ∼
(102−103)γm ensures that the LAT flux can indeed have a syn-
chrotron origin. The synchrotron self-Compton (SSC) spectrum
extends to much higher frequencies (e.g. Fan et al. 2008; Corsi
et al. 2009a,b), but becomes important only above νm,C ∼ γ2

mνm,
i.e. above the TeV energy range. Note the strong dependence
of νm and νm,C on the bulk Lorentz factor: a synchrotron origin
of a∼GeV afterglow is reasonable only for rather large Γ0, while
the SSC flux becomes more important for smaller Γ0.

This has a simple and important consequence. Bursts with
Γ0 ∼ 100 or smaller can produce high energy afterglow
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Figure1: Left : Polarizat ion degrees as funct ions of q = θv/ θj in theSO model, where

θv is the viewing angle of the line of sight and θj is the jet opening angle. yj ≡ (Γθj )
2,

where Γ is the bulk Lorentz factor of the jet . Typical parameters are adopted for the

emission spectrum (see [4] for details). Right : Schemat ic picture of the jet with the

toroidal component of the magnet ic fields (thin lines). Only a fract ion of the emit t ing

shell, θ < Γ− 1 around the line of sight is bright because of the relat ivist ic beaming

effect .

uniform over the shell, but consists of mult iple patches with characterist ic angular

size much smaller than jet opening angle, θp ≪ θj [6] (see Figure 2). In the case of

Γ− 1 ∼ θj , it is natural that one sees mult iple patches with different magnet ic field

direct ions, and observes significant PA changes. On the other hand, if Γ− 1 ≪ θj , one

only seesa limited rangeof thecurved magnet ic fields, which leadsto no significant PA

change even if the emission is patchy. In such a scenario, GRB 100826A corresponds

to the case of Γ− 1 ∼ θj , while the other two bursts with no PA change correspond to

the case of Γ− 1 ≪ θj .

We may consider an alternat ive scenario in which the init ially ordered helical

fields get distorted during the energy dissipat ion phase, making different field direc-

t ions within the bright region of θ < Γ− 1 [22]. The PA changes can naturally occur

in this scenario, but when the emission durat ion is short , the PA change does not

necessarily occur. Another scenario is that the GRB jets consist of mult iple shells

which have globally ordered transverse (not helical or toroidal) magnet ic fields with

a different direct ion for each shell. It has been recent ly claimed that such impul-

sive shells can be accelerated to relat ivist ic speeds [23]. In this scenario also, the PA

changes naturally occur for long durat ion bursts with large number of emit t ing shells,

but do not necessarily occur for short durat ion bursts with small number of emit t ing

shells.
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Figure 3: Left : Polarizat ion degrees as funct ions of q = θv / θj in the SR model (see

[4] for details). Right : Schematic picture of the jet . The net polarizat ion property is

determined by the bright emission from the points with θ ∼ Γ− 1 around the line of

sight , whose polarizat ion vectors (represented by the thick arrows) are axisymmetric.

patches observed with θvp
<
∼ θp decrease the net Π. On the other hand, the bursts we

observed are all very bright , which implies that some patches are seen with θvp
<
∼ θp.

Therefore, the SR model is not favored to explain the observed Π >
∼ 30%.

3.1.3 SH model

The internal shocks may also produce strong magnet ic fields with random direct ions

on hydrodynamic scales, much larger than the plasma skin depth scales, through e.g.,

theRichtmyer-Meshkov instability [28, 25]. Wecall this the “SH model” (synchrotron

model with random fields on hydrodynamic scales). If the field direct ions are isotrop-

ically random, the net polarizat ion degree is Π ∼ Πsyn
max/

√
N , where N is the number

of independent patches with coherent field in the bright region with θ ∼ Γ− 1 around

the line of sight , and the PA change can be naturally realized. Unlike the SR model,

the emission from patches seen with small θvp can have high Π, so that this model is

in agreement with the high brightness of the bursts.

By ut ilizing the MHD simulat ions of internal shocks with init ial density fluctua-

t ions, Inoue et al. (2011) [28] deduced N ∼ 103 from the typical scale of the coherent

magnet ic fields, which did not appear to be consistent with the observed Π >
∼ 30%.

However, the recent detailed analysis of the numerical simulat ion suggests that the

magnet ic fields perpendicular to theshock front areselect ively amplified, which might

increase the net Π [29]. The aim of this recent simulat ion is to explain the radially

aligned fields observed in some young supernova remnants, e.g., [30], in which the

shock velocity is non-relat ivist ic, although probably the propert ies of the amplified

fields may not be different in the mildly-relat ivist ic case like the internal shocks of

jets (T. Inoue, private communicat ion).
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4. Emission mechanism 

G. Ghirlanda – PD 2017 

[Toma2013; Covino2016; McConnell2016] 



Polarization 

9
3

0
1

3
1
 (

B
at

se
) 

9
3

0
1

3
1
 (

B
at

se
) 

0
6

1
1
2
2
 (

In
t.

) 

1
4

0
2

0
6
 (

In
t.

) 

0
4

1
2

1
9
 (

In
t.

) 

0
2

1
2

0
6
 (

R
h
es

si
) 

Ikarus-GAP 

Two observables 

<Π> and Π(t) 

Jet geometry 

Emission mechanism 

Jet Magnetization 

G. Ghirlanda – PD 2017 

 Coburn+2003; Rutledge+2004; Wigger+2004; McGlynn+2007; Gotz+2013, 14; Yonetoku+2011, 12; Rao+2016 



Polarization 

9
3

0
1

3
1
 (

B
at

se
) 

9
3

0
1

3
1
 (

B
at

se
) 

0
6

1
1
2
2
 (

In
t.

) 

1
4

0
2

0
6
 (

In
t.

) 

0
4

1
2

1
9
 (

In
t.

) 

0
2

1
2

0
6
 (

R
h
es

si
) 

Ikarus-GAP 

e-ASTROGAM 

G. Ghirlanda – PD 2017 



CONCLUSIONS 
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Polarization 

Thank you 

Question Key obs  e-ASTROGAM How?(suggestions)  simulations 

Origin of prompt 

emission  

• Spectra (1MeV – 3GeV)  

 Energy resolution 

 Temporal resolution 

• Sensitivity (hundreds  yr-1) 

• Polarization  

GRB detection rates (short and 

long) 

Origin of GeV emission Properties of detected population 

(prompt + afterglow) 

Role of magnetic field  

Geometry (ϑjet ;ϑview) 

Include viewing angle effects 

(relevant for some polarization 

mechanisms) 

Jet acceleration (Γ) Population – extend earliest onset 

G. Ghirlanda – PD 2017 



 


