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History of HEP Data-Processing in a plot

Complexity and computa-
tional load kept increasing,
in pace with electronics 
advancements
→ Data processing still a
major cost item of experi-
ments
→ Often a major technical
constraint

[S. Cittolin, Phil. Trans. R. Soc. A 2012 370] 

Experiment
generations

LHC

Tev-II

Tev-I
HL-LHC

FCC

But:   - Physics landscape now asking for more precision
- Moore's law slowing down

…  symptoms that HEP will face a computing roadblock
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More facts hidden in this plot...
[S. Cittolin, Phil. Trans. R. Soc. A 2012 370] 
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More facts hidden in this plot

This is NOT
The full rate !
>102 reduction
by Level-1 
pre-selection

Level-1
is a major
challenge 
for the future

[S. Cittolin, Phil. Trans. R. Soc. A 2012 370] 



 G. Punzi, IFAE 20/4/2017 6

 Traditionally based on simple quantities, cheap and fast to calculate 
 Future: more complex, ”precision physics”, large pileup...  

=> No easily-extracted, small portion of the event allowing to reduce
data for later processing.

→ need detailed processing (tracking) of data in each crossing 
– ATLAS: tracking trigger (FTK)  at almost the full crossing rate

– CMS: need tracker readout at 40 MHz in order to do L1 decision

– LHCb: “signal” in every collision, full event analysis at 40 MHz

– FCC: all SM physics will be “low-Pt” physics 

• rate of top events ~3 kHz

• Pile-up ~103

All are hard problems – drain resources from HLT

The Level-1 challenge
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Technologies for Level-1 tracking
● Fastest approach to tracking up to now: direct matching to a

bank of stored templates

● First large system to use this method has been CDF, at the
Tevatron, where a real-time processor named SVT was
capable of reconstructing quality tracks @30kHz in ~10µs.

● Based on custom ASICs implementing content-addressable
memory (Associative Memory [NIM A278, (1989), 436-440])

● It actually worked (allowed CDF to discover Bs oscillations) 

● Same approach continuing in FTK for ATLAS and in the
planned Phase 2 upgrade for CMS  ( O(MHz) event rate)

● 'RETINA' approach an updated version of this idea, aiming at
even better performance → eventually embedded tracking
( = tracking detectors producing tracks, rather than raw hits) 
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1) Specialization: build a dedicated system. Remember that the
success of GPUs stems from specialization for a narrow pur-
pose. Aim to build something that does for Tracking what the
GPU did for Graphics (just with a smaller market...) (a “TPU”).

2) Template matching: Inherit from the Associative Memory idea
of parallel template matching and push it even further

3) Inspiration from natural vision:  Natural neural systems are
capable of pattern recognition in ~30 'time units' vs ~2000 for
the best artificial systems up to now → analog weighting, ex-
treme parallelism, and “bandwidth over calculation”.

4) Opportunistic technology: exploit telecom industry: COTS,
optical fibers, FPGA – industry's choice for complex projects
with small productions (CT scanners, high-end radars...)

Basic ideas behind RETINA
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Cellular
Engines

switching
network

Fitter

Tracking layers

Dedicated DAQ path

Custom switching network
delivers hits to specifc cells

Data organized
by cell coordinates

Blocks of cellular
processors

Track fnding and 
parameter ftting

To DAQ

RETINA system architecture
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technology
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Biologically-inspired
'analog' pattern matching
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Distributed architecture
reduces bottlenecks
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 Hardware Prototype
● Thanks to INFN-CSN5 RETINA project

● 2 Stratix-V (1MLE, high speed grade)
1.2 Tb/s bidirectional bandwidth up
to 700 MHz clock

● On-board CPU, ample DDR memory,
96 inter-FPGA LVDS connections

● 96 high-speed SerDes I/O (12 Gb/s)

● With optical links, buffer memories,
disks, CPU rack etc, for high-rate tests

● Can be used as “building block” for an entire high-performance tracker
→ results on this prototype readily extrapolate to real systems
 

● Ample choice of interfaces allow accommodating a variety of applica-
tions and connect to different systems
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Embedded RETINA

● Consider a configuration where
detector data enters an Event
Builder (EB) before going to HLT

● Data can be duplicated inside
EB and sent to RETINA system 

● RETINA output can be fed back
to the EB, appearing as an extra
“Virtual layer” of the detector,
producing reconstructed tracks,
ready for up-front use by HLT

● Requires short enough latency
 

Cellular
Engines

switching network

Fitter

 

Tracking layers

Duplicated Data
(fast optical links)

Custom switch  

Reorganized Data 
(fast optical links)

Blocks of cellular
processors

Track fnding 
and ftting

To DAQ

EB   
To HLT

Virtual 
layer
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Switching
network

 

Tracking layers

Bi-directional
connection to EB

Custom switching
network and blocks
of cellular engines 

fast optical links
bi-directional

EB   
To HLT

cellular
Engines

Hi-B/W optical
interconnect

N input x N output
interconnecting all S/E
blocks 

Improved bi-directional configuration
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Summary

● A key to future HEP experiments will be the capability of
real-time reconstruction by special-purpose processors.

● RETINA project aimed at designing better real-time
tracking processors, using architectures inspired by 
natural vision, and technologies from telecom industry

● Encouraging first steps towards a future with detector-
embedded data reconstruction   
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