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Fig. 10: Comparison of dNch/d⌘ vs. ⌘ measurements between the various centre-of-mass energies considered in
this study: NSD (left), INEL (middle), and INEL>0 (right). The lower parts of the figures show the ratios of data
at energies indicated to the data at 0.9 TeV, with corresponding colours. Systematic uncertainties are indicated as
coloured bands.

p
sss (TeV) INEL NSD INEL>0

13 5.30±0.24 6.50±0.20 6.86±0.10
13.5 5.33±0.25 6.56±0.20 6.92±0.10

14 5.37±0.25 6.62±0.20 6.98±0.10

Table 8: Extrapolations of dNch/d⌘, at ⌘ = 0, for the three event classes, to higher energies at the LHC (
p

s = 13
and 14 TeV), using the fits described in the text.

9.3 Multiplicity distributions of primary charged particles: measurements

The results of ALICE measurements of multiplicity distributions of charged primary particles are dis-
played as probability distributions (P(Nch)) in Figures 13 (INEL), 14 (NSD) and 15 (INEL>0). For the
first two event classes the measurements were obtained in three pseudorapidity intervals |⌘| < 0.5, 1 and
1.5, and for INEL>0 in |⌘| < 1. At

p
s = 7 TeV, P(Nch) varies over 6 to 7 orders of magnitude and the

multiplicity range reaches up to 160 in |⌘| < 1.5 for both INEL and NSD event classes. In |⌘| < 0.5 and
|⌘| < 1, the observed multiplicity reaches 10 times the mean multiplicity. It is expected that the average
energy density in proton collisions at the LHC, at

p
s = 14 TeV, is about 5 to 15 times smaller than en-

ergy densities reached in gold ions at RHIC [79]. Therefore, in proton-proton collisions of multiplicity
exceeding 10 times the average multiplicity, energy densities should overlap with those of heavy ion col-
lisions at RHIC, allowing to compare properties of systems with very di↵erent collision volumes (two to
three orders of magnitude) but the same energy density. Future runs of the LHC should allow extending
much further the range of multiplicities probed so far.

The high-multiplicity tail of the distribution increases as expected with increasing energy (Fig. 16). This
behaviour is studied quantitatively in Section 9.6 on KNO scaling and q-moment analysis.

The measurements presented in this publication are consistent with previous ALICE data, for INEL [2] atp
s = 0.9 TeV and INEL>0 [3] at

p
s = 7 TeV, in the multiplicity range where they overlap (Fig. 17). The

wavy structure already observed by ALICE in [2, 3], for multiplicities above Nch = 25, and previously by
UA5 [27], is still hardly significant, and it is not present in the raw data. This feature was also observed
in a study of CMS data [80]. Hence, we suspect that it is an artifact of the unfolding procedure, with a
period related to the width of the response matrix.
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further for three event classes and using 5 ALICE data points.

It was more than 40 years ago that A. M. Polyakov [21] and then Z. Koba, H.B. Nielsen and P. Olesen [22]
proposed that, the probability distribution of producing n particles in a collision, P (n), when expressed
as a function of the average multiplicity, hni, should reach an asymptotic shape at su�ciently high energy

P (n) =
1
hni 

 
n
hni

!
(1)

where  is a function supposed to describe the energy-invariant shape of the multiplicity distribution.
Such scaling behaviour is a property of particle multiplicity distributions known today as Koba-Nielsen-
Olesen (KNO) scaling.

One well identified mechanism for KNO scaling violation is the increasing probability of multi-parton
scattering with increasing

p
s. Moreover, since the topologies and multiplicities of di↵ractive and non-

di↵ractive (ND) events are di↵erent, their KNO behavior may be di↵erent. Even if KNO scaling were
to be valid for each, it might not be valid for their sum. Nevertheless, KNO scaling is expected to be
violatedfor both di↵ractive and non-di↵ractive processes[23, 24] at su�ciently high collision energies
and the LHC provides the best opportunity to study the extent of these scaling violations.

Indeed, deviation from KNO scaling was already observed long ago at ISR energies (proton-proton
collisions at

p
s from 30.4 to 62.2 GeV), in the full phase space, for inelastic events [25]. On the other

hand, for NSD collisions, scaling was still found to be present [25], suggesting that di↵ractive processes
might also play a role in KNO scaling violations. In e+e� collisions, at

p
s from 5 to 34 GeV, KNO

scaling was found to hold within ±20% [26]. In proton-antiproton collisions at the CERN collider (
p

s =
200, 546 and 900 GeV), KNO scaling was found to be violated for NSD collisions in full phase space
[27], [28], [29]. Nevertheless, for NSD collisions, in limited central pseudorapidity intervals, KNO
scaling was still found to hold up to 900 GeV, and at

p
s = 546 GeV, KNO scaling was found to hold in

the pseudorapidity interval |⌘| < 3.5 [30, 31]. In NSD proton-proton collisions at the LHC, at
p

s = 2.36
and 7 TeV and in |⌘| < 0.5, ALICE [2] and CMS [32] observed no significant deviation from KNO
scaling.

This publication presents a study of KNO scaling, at
p

s from 0.9 to 8 TeV, in three pseudorapidity
intervals (|⌘| < 0.5, 1.0 and 1.5) and for a higher multiplicity reach compared to previous ALICE pub-
lications, quantified with KNO variables (moments) [22] as well as with the parameters of Negative
Binomial Distributions (NBD) used to fit measured multiplicity distributions.

With respect to previous ALICE publications, the analysis reported here makes use of improved tracking
and track-counting algorithms; better knowledge and improved simulation of di↵raction processes; an
expanded pseudorapidity range for dNch/d⌘ studies and better statistical precision at

p
s= 0.9 and 7 TeV,

extending by a factor of 2 the previously published multiplicity distribution reach. Results at
p

s = 2.76
and 8 TeV are presented for the first time in this publication.

Previous measurements of both dNch/d⌘ and multiplicity distributions from CMS [33, 34] and UA5 [27]
allow a direct comparison to our data. Others by ATLAS [35] and LHCb [36] use di↵erent definitions (⌘
and pT ranges) making direct comparison impossible.

This publication is organized as follows: Section 2 describes the ALICE sub-detectors relevant to this
study; Section 3 provides the details of the experimental conditions and of the collection of data; Sec-
tion 4 explains the event selection; Section 5 describes the track selection criteria and the three track
counting algorithms; Sections 6 and 7 report the analyses for the measurement of the pseudorapidity
density and of multiplicity distributions, respectively; Section 8 discusses systematic uncertainties; Sec-
tion 9 presents the results, NBD fits of the multiplicity distributions, KNO scaling and q-moment studies.
Finally, in Section 10, the results are summarized and conclusions are given.
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Fig. 10: Comparison of dNch/d⌘ vs. ⌘ measurements between the various centre-of-mass energies considered in
this study: NSD (left), INEL (middle), and INEL>0 (right). The lower parts of the figures show the ratios of data
at energies indicated to the data at 0.9 TeV, with corresponding colours. Systematic uncertainties are indicated as
coloured bands.

p
sss (TeV) INEL NSD INEL>0

13 5.30±0.24 6.50±0.20 6.86±0.10
13.5 5.33±0.25 6.56±0.20 6.92±0.10

14 5.37±0.25 6.62±0.20 6.98±0.10

Table 8: Extrapolations of dNch/d⌘, at ⌘ = 0, for the three event classes, to higher energies at the LHC (
p

s = 13
and 14 TeV), using the fits described in the text.

9.3 Multiplicity distributions of primary charged particles: measurements

The results of ALICE measurements of multiplicity distributions of charged primary particles are dis-
played as probability distributions (P(Nch)) in Figures 13 (INEL), 14 (NSD) and 15 (INEL>0). For the
first two event classes the measurements were obtained in three pseudorapidity intervals |⌘| < 0.5, 1 and
1.5, and for INEL>0 in |⌘| < 1. At

p
s = 7 TeV, P(Nch) varies over 6 to 7 orders of magnitude and the

multiplicity range reaches up to 160 in |⌘| < 1.5 for both INEL and NSD event classes. In |⌘| < 0.5 and
|⌘| < 1, the observed multiplicity reaches 10 times the mean multiplicity. It is expected that the average
energy density in proton collisions at the LHC, at

p
s = 14 TeV, is about 5 to 15 times smaller than en-

ergy densities reached in gold ions at RHIC [79]. Therefore, in proton-proton collisions of multiplicity
exceeding 10 times the average multiplicity, energy densities should overlap with those of heavy ion col-
lisions at RHIC, allowing to compare properties of systems with very di↵erent collision volumes (two to
three orders of magnitude) but the same energy density. Future runs of the LHC should allow extending
much further the range of multiplicities probed so far.

The high-multiplicity tail of the distribution increases as expected with increasing energy (Fig. 16). This
behaviour is studied quantitatively in Section 9.6 on KNO scaling and q-moment analysis.

The measurements presented in this publication are consistent with previous ALICE data, for INEL [2] atp
s = 0.9 TeV and INEL>0 [3] at

p
s = 7 TeV, in the multiplicity range where they overlap (Fig. 17). The

wavy structure already observed by ALICE in [2, 3], for multiplicities above Nch = 25, and previously by
UA5 [27], is still hardly significant, and it is not present in the raw data. This feature was also observed
in a study of CMS data [80]. Hence, we suspect that it is an artifact of the unfolding procedure, with a
period related to the width of the response matrix.
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where  is a function supposed to describe the energy-invariant shape of the multiplicity distribution.
Such scaling behaviour is a property of particle multiplicity distributions known today as Koba-Nielsen-
Olesen (KNO) scaling.

One well identified mechanism for KNO scaling violation is the increasing probability of multi-parton
scattering with increasing

p
s. Moreover, since the topologies and multiplicities of di↵ractive and non-

di↵ractive (ND) events are di↵erent, their KNO behavior may be di↵erent. Even if KNO scaling were
to be valid for each, it might not be valid for their sum. Nevertheless, KNO scaling is expected to be
violatedfor both di↵ractive and non-di↵ractive processes[23, 24] at su�ciently high collision energies
and the LHC provides the best opportunity to study the extent of these scaling violations.

Indeed, deviation from KNO scaling was already observed long ago at ISR energies (proton-proton
collisions at

p
s from 30.4 to 62.2 GeV), in the full phase space, for inelastic events [25]. On the other

hand, for NSD collisions, scaling was still found to be present [25], suggesting that di↵ractive processes
might also play a role in KNO scaling violations. In e+e� collisions, at

p
s from 5 to 34 GeV, KNO

scaling was found to hold within ±20% [26]. In proton-antiproton collisions at the CERN collider (
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s =
200, 546 and 900 GeV), KNO scaling was found to be violated for NSD collisions in full phase space
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intervals (|⌘| < 0.5, 1.0 and 1.5) and for a higher multiplicity reach compared to previous ALICE pub-
lications, quantified with KNO variables (moments) [22] as well as with the parameters of Negative
Binomial Distributions (NBD) used to fit measured multiplicity distributions.

With respect to previous ALICE publications, the analysis reported here makes use of improved tracking
and track-counting algorithms; better knowledge and improved simulation of di↵raction processes; an
expanded pseudorapidity range for dNch/d⌘ studies and better statistical precision at
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s= 0.9 and 7 TeV,

extending by a factor of 2 the previously published multiplicity distribution reach. Results at
p

s = 2.76
and 8 TeV are presented for the first time in this publication.

Previous measurements of both dNch/d⌘ and multiplicity distributions from CMS [33, 34] and UA5 [27]
allow a direct comparison to our data. Others by ATLAS [35] and LHCb [36] use di↵erent definitions (⌘
and pT ranges) making direct comparison impossible.

This publication is organized as follows: Section 2 describes the ALICE sub-detectors relevant to this
study; Section 3 provides the details of the experimental conditions and of the collection of data; Sec-
tion 4 explains the event selection; Section 5 describes the track selection criteria and the three track
counting algorithms; Sections 6 and 7 report the analyses for the measurement of the pseudorapidity
density and of multiplicity distributions, respectively; Section 8 discusses systematic uncertainties; Sec-
tion 9 presents the results, NBD fits of the multiplicity distributions, KNO scaling and q-moment studies.
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Fig. 7: Total relative systematic uncertainty on dNch/d⌘ (thick black lines), as a function of pseudorapidity, com-
pared to run-to-run fluctuations (thin red lines) at

p
s = 0.9 TeV (top row), 2.76 TeV (second row), 7 TeV (third

row) and 8 TeV (bottom row), for the INEL, NSD and INEL>0 event classes, as indicated.

The data for the INEL event class at
p

s= 0.9 and 7 TeV were compared to simulations with current event
generators (Fig. 11). At

p
s = 0.9 TeV, EPOS LHC [66] and PYTHIA8 4C [67, 68] are consistent with

the data. PHOJET overestimates the data, while PYTHIA6 Perugia0 and Perugia 2011 underestimate
the data. At

p
s = 7 TeV, EPOS LHC, PHOJET and PYTHIA6 Perugia 2011 are consistent with the

data. PYTHIA8 4C overestimates the data, while PYTHIA6 Perugia0 underestimates the data. Note that
PYTHIA6 Perugia 2011, PYTHIA8 4C and EPOS LHC were tuned using LHC data.

9.2 Energy dependence of dNch/d⌘ at ⌘ = 0

The traditional definition for dNch/d⌘ at ⌘ = 0 is an integral of the data over the pseudorapidity range
|⌘| < 0.5

dNch

d⌘

�����
⌘=0
⌘
+0.5Z

�0.5

dNch

d⌘
d⌘ (13)

The results of the measurements of dNch/d⌘ at ⌘ = 0 are given in Table 7. The energy dependence of
dNch/d⌘ at ⌘ = 0 is of interest not only because it provides information about the basic properties of pp
collisions, but also because it is related to the average energy density achieved in the interaction of pro-
tons, and constitutes a reference for the comparison with heavy ion collisions. At mid-rapidity, dNch/d⌘

6Data taken from [2]
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Fig. 7: Total relative systematic uncertainty on dNch/d⌘ (thick black lines), as a function of pseudorapidity, com-
pared to run-to-run fluctuations (thin red lines) at

p
s = 0.9 TeV (top row), 2.76 TeV (second row), 7 TeV (third

row) and 8 TeV (bottom row), for the INEL, NSD and INEL>0 event classes, as indicated.

The data for the INEL event class at
p

s= 0.9 and 7 TeV were compared to simulations with current event
generators (Fig. 11). At

p
s = 0.9 TeV, EPOS LHC [66] and PYTHIA8 4C [67, 68] are consistent with

the data. PHOJET overestimates the data, while PYTHIA6 Perugia0 and Perugia 2011 underestimate
the data. At

p
s = 7 TeV, EPOS LHC, PHOJET and PYTHIA6 Perugia 2011 are consistent with the

data. PYTHIA8 4C overestimates the data, while PYTHIA6 Perugia0 underestimates the data. Note that
PYTHIA6 Perugia 2011, PYTHIA8 4C and EPOS LHC were tuned using LHC data.

9.2 Energy dependence of dNch/d⌘ at ⌘ = 0

The traditional definition for dNch/d⌘ at ⌘ = 0 is an integral of the data over the pseudorapidity range
|⌘| < 0.5

dNch

d⌘

�����
⌘=0
⌘
+0.5Z

�0.5

dNch

d⌘
d⌘ (13)

The results of the measurements of dNch/d⌘ at ⌘ = 0 are given in Table 7. The energy dependence of
dNch/d⌘ at ⌘ = 0 is of interest not only because it provides information about the basic properties of pp
collisions, but also because it is related to the average energy density achieved in the interaction of pro-
tons, and constitutes a reference for the comparison with heavy ion collisions. At mid-rapidity, dNch/d⌘

6Data taken from [2]
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Fig. 10: Comparison of dNch/d⌘ vs. ⌘ measurements between the various centre-of-mass energies considered in
this study: NSD (left), INEL (middle), and INEL>0 (right). The lower parts of the figures show the ratios of data
at energies indicated to the data at 0.9 TeV, with corresponding colours. Systematic uncertainties are indicated as
coloured bands.

p
sss (TeV) INEL NSD INEL>0

13 5.30±0.24 6.50±0.20 6.86±0.10
13.5 5.33±0.25 6.56±0.20 6.92±0.10

14 5.37±0.25 6.62±0.20 6.98±0.10

Table 8: Extrapolations of dNch/d⌘, at ⌘ = 0, for the three event classes, to higher energies at the LHC (
p

s = 13
and 14 TeV), using the fits described in the text.

9.3 Multiplicity distributions of primary charged particles: measurements

The results of ALICE measurements of multiplicity distributions of charged primary particles are dis-
played as probability distributions (P(Nch)) in Figures 13 (INEL), 14 (NSD) and 15 (INEL>0). For the
first two event classes the measurements were obtained in three pseudorapidity intervals |⌘| < 0.5, 1 and
1.5, and for INEL>0 in |⌘| < 1. At

p
s = 7 TeV, P(Nch) varies over 6 to 7 orders of magnitude and the

multiplicity range reaches up to 160 in |⌘| < 1.5 for both INEL and NSD event classes. In |⌘| < 0.5 and
|⌘| < 1, the observed multiplicity reaches 10 times the mean multiplicity. It is expected that the average
energy density in proton collisions at the LHC, at

p
s = 14 TeV, is about 5 to 15 times smaller than en-

ergy densities reached in gold ions at RHIC [79]. Therefore, in proton-proton collisions of multiplicity
exceeding 10 times the average multiplicity, energy densities should overlap with those of heavy ion col-
lisions at RHIC, allowing to compare properties of systems with very di↵erent collision volumes (two to
three orders of magnitude) but the same energy density. Future runs of the LHC should allow extending
much further the range of multiplicities probed so far.

The high-multiplicity tail of the distribution increases as expected with increasing energy (Fig. 16). This
behaviour is studied quantitatively in Section 9.6 on KNO scaling and q-moment analysis.

The measurements presented in this publication are consistent with previous ALICE data, for INEL [2] atp
s = 0.9 TeV and INEL>0 [3] at

p
s = 7 TeV, in the multiplicity range where they overlap (Fig. 17). The

wavy structure already observed by ALICE in [2, 3], for multiplicities above Nch = 25, and previously by
UA5 [27], is still hardly significant, and it is not present in the raw data. This feature was also observed
in a study of CMS data [80]. Hence, we suspect that it is an artifact of the unfolding procedure, with a
period related to the width of the response matrix.
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Fig. 13: Measured multiplicity distributions in three pseudorapidity ranges for INEL events. The dashed and solid
lines show the single and double NBD fits (see Section 9.5). Shaded areas represent statistical and systematic
uncertainties combined: (a) data at

p
s = 0.9 TeV (top left); (b) data at

p
s = 2.76 TeV (top right); (c) data atp

s = 7 TeV (bottom left); (d) data at
p

s = 8 TeV (bottom right). Ratios of data to the fits are also shown, with
shaded areas representing combined systematic and statistical uncertainties.
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Fig. 13: Measured multiplicity distributions in three pseudorapidity ranges for INEL events. The dashed and solid
lines show the single and double NBD fits (see Section 9.5). Shaded areas represent statistical and systematic
uncertainties combined: (a) data at

p
s = 0.9 TeV (top left); (b) data at

p
s = 2.76 TeV (top right); (c) data atp

s = 7 TeV (bottom left); (d) data at
p

s = 8 TeV (bottom right). Ratios of data to the fits are also shown, with
shaded areas representing combined systematic and statistical uncertainties.
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Fig. 16: Evolution of measured multiplicity distributions as a function of centre-of-mass energy (from 0.9 to
8 TeV), for INEL and NSD event classes and for |⌘| < 0.5 (top row) and |⌘| < 1.5 (bottom row).

The appearance of substructures in multiplicity distributions attributed to the occurrence of several
sources in the process of particle production [82–85], can be parameterized by fitting the data with two
NBDs. Indeed, a much better fit to the data is obtained by using a weighted sum of two NBD functions

P (n) = �
⇥
↵PNBD (n, hni1 ,k1)+ (1�↵) PNBD (n, hni2 ,k2)

⇤
(16)

This type of function, however, is not meant to describe the value P(0) for INEL and NSD distributions,
which occurs when the ⌘ acceptance is limited, therefore the bin n = 0 was excluded from the fit and
an overall normalization factor (�) was introduced, as a free parameter, to account for this. Best-fit
parameters are provided in Tables 9 to 11. For all event classes, the values of �2

.
dof indicate that the

fits are under-constrained, as there are 6 free parameters, and the �2 estimates do not account for bin-
to-bin correlations. As a consequence, the relative importance of the two components is not precisely
determined. At

p
s = 7 TeV, a similar analysis was performed for CMS data in [80], without using an

overall scale factor (�), which explains the di↵erent �2 values.

The shape evolution is quantified by the parameter hni2, which tends to increase with increasing ⌘ range
and with increasing centre-of-mass energy. The observed relation hni2 ⇡ 3⇥hni1, is consistent with the
analysis of CMS data reported in [80], despite the fact that the scaling parameter � was not used in their
fit function.

In the bins |⌘|< 1 and |⌘|< 1.5, the CMS data at
p

s= 0.9 TeV showed a di↵erent trend at high multiplicity
as compared to the ALICE data (Section 9.4). These data were fitted under the same conditions as for the
ALICE fits, excluding the bin n = 0 (Table 10). The fits show that the relative weight of the second NBD
component in the CMS data is smaller than in the ALICE data, while other parameters are compatible
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Fig. 16: Evolution of measured multiplicity distributions as a function of centre-of-mass energy (from 0.9 to
8 TeV), for INEL and NSD event classes and for |⌘| < 0.5 (top row) and |⌘| < 1.5 (bottom row).

The appearance of substructures in multiplicity distributions attributed to the occurrence of several
sources in the process of particle production [82–85], can be parameterized by fitting the data with two
NBDs. Indeed, a much better fit to the data is obtained by using a weighted sum of two NBD functions

P (n) = �
⇥
↵PNBD (n, hni1 ,k1)+ (1�↵) PNBD (n, hni2 ,k2)

⇤
(16)

This type of function, however, is not meant to describe the value P(0) for INEL and NSD distributions,
which occurs when the ⌘ acceptance is limited, therefore the bin n = 0 was excluded from the fit and
an overall normalization factor (�) was introduced, as a free parameter, to account for this. Best-fit
parameters are provided in Tables 9 to 11. For all event classes, the values of �2

.
dof indicate that the

fits are under-constrained, as there are 6 free parameters, and the �2 estimates do not account for bin-
to-bin correlations. As a consequence, the relative importance of the two components is not precisely
determined. At

p
s = 7 TeV, a similar analysis was performed for CMS data in [80], without using an

overall scale factor (�), which explains the di↵erent �2 values.

The shape evolution is quantified by the parameter hni2, which tends to increase with increasing ⌘ range
and with increasing centre-of-mass energy. The observed relation hni2 ⇡ 3⇥hni1, is consistent with the
analysis of CMS data reported in [80], despite the fact that the scaling parameter � was not used in their
fit function.

In the bins |⌘|< 1 and |⌘|< 1.5, the CMS data at
p

s= 0.9 TeV showed a di↵erent trend at high multiplicity
as compared to the ALICE data (Section 9.4). These data were fitted under the same conditions as for the
ALICE fits, excluding the bin n = 0 (Table 10). The fits show that the relative weight of the second NBD
component in the CMS data is smaller than in the ALICE data, while other parameters are compatible
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Charged-particle multiplicity distributions over a wide pseudorapidity range in proton-
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Fig. 16: Evolution of measured multiplicity distributions as a function of centre-of-mass energy (from 0.9 to
8 TeV), for INEL and NSD event classes and for |⌘| < 0.5 (top row) and |⌘| < 1.5 (bottom row).

The appearance of substructures in multiplicity distributions attributed to the occurrence of several
sources in the process of particle production [82–85], can be parameterized by fitting the data with two
NBDs. Indeed, a much better fit to the data is obtained by using a weighted sum of two NBD functions

P (n) = �
⇥
↵PNBD (n, hni1 ,k1)+ (1�↵) PNBD (n, hni2 ,k2)

⇤
(16)

This type of function, however, is not meant to describe the value P(0) for INEL and NSD distributions,
which occurs when the ⌘ acceptance is limited, therefore the bin n = 0 was excluded from the fit and
an overall normalization factor (�) was introduced, as a free parameter, to account for this. Best-fit
parameters are provided in Tables 9 to 11. For all event classes, the values of �2

.
dof indicate that the

fits are under-constrained, as there are 6 free parameters, and the �2 estimates do not account for bin-
to-bin correlations. As a consequence, the relative importance of the two components is not precisely
determined. At

p
s = 7 TeV, a similar analysis was performed for CMS data in [80], without using an

overall scale factor (�), which explains the di↵erent �2 values.

The shape evolution is quantified by the parameter hni2, which tends to increase with increasing ⌘ range
and with increasing centre-of-mass energy. The observed relation hni2 ⇡ 3⇥hni1, is consistent with the
analysis of CMS data reported in [80], despite the fact that the scaling parameter � was not used in their
fit function.

In the bins |⌘|< 1 and |⌘|< 1.5, the CMS data at
p

s= 0.9 TeV showed a di↵erent trend at high multiplicity
as compared to the ALICE data (Section 9.4). These data were fitted under the same conditions as for the
ALICE fits, excluding the bin n = 0 (Table 10). The fits show that the relative weight of the second NBD
component in the CMS data is smaller than in the ALICE data, while other parameters are compatible
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Fig. 10: Comparison of dNch/d⌘ vs. ⌘ measurements between the various centre-of-mass energies considered in
this study: NSD (left), INEL (middle), and INEL>0 (right). The lower parts of the figures show the ratios of data
at energies indicated to the data at 0.9 TeV, with corresponding colours. Systematic uncertainties are indicated as
coloured bands.

p
sss (TeV) INEL NSD INEL>0

13 5.30±0.24 6.50±0.20 6.86±0.10
13.5 5.33±0.25 6.56±0.20 6.92±0.10

14 5.37±0.25 6.62±0.20 6.98±0.10

Table 8: Extrapolations of dNch/d⌘, at ⌘ = 0, for the three event classes, to higher energies at the LHC (
p

s = 13
and 14 TeV), using the fits described in the text.

9.3 Multiplicity distributions of primary charged particles: measurements

The results of ALICE measurements of multiplicity distributions of charged primary particles are dis-
played as probability distributions (P(Nch)) in Figures 13 (INEL), 14 (NSD) and 15 (INEL>0). For the
first two event classes the measurements were obtained in three pseudorapidity intervals |⌘| < 0.5, 1 and
1.5, and for INEL>0 in |⌘| < 1. At

p
s = 7 TeV, P(Nch) varies over 6 to 7 orders of magnitude and the

multiplicity range reaches up to 160 in |⌘| < 1.5 for both INEL and NSD event classes. In |⌘| < 0.5 and
|⌘| < 1, the observed multiplicity reaches 10 times the mean multiplicity. It is expected that the average
energy density in proton collisions at the LHC, at

p
s = 14 TeV, is about 5 to 15 times smaller than en-

ergy densities reached in gold ions at RHIC [79]. Therefore, in proton-proton collisions of multiplicity
exceeding 10 times the average multiplicity, energy densities should overlap with those of heavy ion col-
lisions at RHIC, allowing to compare properties of systems with very di↵erent collision volumes (two to
three orders of magnitude) but the same energy density. Future runs of the LHC should allow extending
much further the range of multiplicities probed so far.

The high-multiplicity tail of the distribution increases as expected with increasing energy (Fig. 16). This
behaviour is studied quantitatively in Section 9.6 on KNO scaling and q-moment analysis.

The measurements presented in this publication are consistent with previous ALICE data, for INEL [2] atp
s = 0.9 TeV and INEL>0 [3] at

p
s = 7 TeV, in the multiplicity range where they overlap (Fig. 17). The

wavy structure already observed by ALICE in [2, 3], for multiplicities above Nch = 25, and previously by
UA5 [27], is still hardly significant, and it is not present in the raw data. This feature was also observed
in a study of CMS data [80]. Hence, we suspect that it is an artifact of the unfolding procedure, with a
period related to the width of the response matrix.
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Fig. 7: Total relative systematic uncertainty on dNch/d⌘ (thick black lines), as a function of pseudorapidity, com-
pared to run-to-run fluctuations (thin red lines) at

p
s = 0.9 TeV (top row), 2.76 TeV (second row), 7 TeV (third

row) and 8 TeV (bottom row), for the INEL, NSD and INEL>0 event classes, as indicated.

The data for the INEL event class at
p

s= 0.9 and 7 TeV were compared to simulations with current event
generators (Fig. 11). At

p
s = 0.9 TeV, EPOS LHC [66] and PYTHIA8 4C [67, 68] are consistent with

the data. PHOJET overestimates the data, while PYTHIA6 Perugia0 and Perugia 2011 underestimate
the data. At

p
s = 7 TeV, EPOS LHC, PHOJET and PYTHIA6 Perugia 2011 are consistent with the

data. PYTHIA8 4C overestimates the data, while PYTHIA6 Perugia0 underestimates the data. Note that
PYTHIA6 Perugia 2011, PYTHIA8 4C and EPOS LHC were tuned using LHC data.

9.2 Energy dependence of dNch/d⌘ at ⌘ = 0

The traditional definition for dNch/d⌘ at ⌘ = 0 is an integral of the data over the pseudorapidity range
|⌘| < 0.5

dNch

d⌘

�����
⌘=0
⌘
+0.5Z

�0.5

dNch

d⌘
d⌘ (13)

The results of the measurements of dNch/d⌘ at ⌘ = 0 are given in Table 7. The energy dependence of
dNch/d⌘ at ⌘ = 0 is of interest not only because it provides information about the basic properties of pp
collisions, but also because it is related to the average energy density achieved in the interaction of pro-
tons, and constitutes a reference for the comparison with heavy ion collisions. At mid-rapidity, dNch/d⌘

6Data taken from [2]
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Abstract

The pseudorapidity (h) and transverse-momentum (pT) distributions of charged particles produced in
proton-proton collisions are measured at the centre-of-mass energy

p
s = 13 TeV. The pseudorapidity

distribution in |h |< 1.8 is reported for inelastic events and for events with at least one charged parti-
cle in |h |< 1. The pseudorapidity density of charged particles produced in the pseudorapidity region
|h | < 0.5 is 5.31 ± 0.18 and 6.46 ± 0.19 for the two event classes, respectively. The transverse-
momentum distribution of charged particles is measured in the range 0.15 < pT < 20 GeV/c and
|h | < 0.8 for events with at least one charged particle in |h | < 1. The evolution of the transverse
momentum spectra of charged particles is also investigated as a function of event multiplicity. The
results are compared with calculations from PYTHIA and EPOS Monte Carlo generators.
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Fig. 1: Average pseudorapidity density of charged particles as a function of h produced in pp collisions at
p

s =
13 TeV. The ALICE results are shown in the normalisation classes INEL and INEL>0 and compared to Monte
Carlo calculations [18, 19, 24, 26–28] and to the results from the CMS Collaboration [15]. The uncertainties are
the quadratic sum of statistical and systematic contributions.

analysis are discussed in the following. The uncertainty in detector acceptance and efficiency is estimated
to be about 1.5%, determined from the change of the multiplicity at a given h by varying the range of
the z position of the vertex and performing the measurement in different runs. The material budget
in the ALICE central barrel |h | < 1 is known with a precision of about 5% [16]. The corresponding
systematic uncertainty, obtained by varying the material budget in the simulation, is estimated to be
about 0.1% and is negligibly small compared to the other sources. The sensitivity to tracklet selection
criteria was estimated varying the selection requirements and is negligible. The uncertainty due to the
particle composition is estimated to be about 0.2% and was determined by changing the relative fractions
of charged kaons and protons with respect to charged pions produced by the Monte Carlo generator by
±30%. The uncertainty resulting from the subtraction of the contamination from weak decays of strange
hadrons is estimated to amount to about 0.5% by varying the strangeness correction by ±30%. The
uncertainty due to the correction down to zero pT is estimated to be about 1% by varying the amount of
particles below the 50 MeV/c low-pT cutoff by +100

�50 %.

5 Results

Figure 1 shows the average charged-particle density distribution hdNch/dhi measured in INEL and
INEL>0 events in the pseudorapidity range |h |< 1.8. The data points have been symmetrised averaging
the results obtained in ±h , which were consistent within statistical uncertainties. The corresponding
pseudorapidity densities in |h | < 0.5 are 5.31 ± 0.18 and 6.46 ± 0.19, respectively. The pseudora-
pidity density for the INEL>0 events is also measured in |h | < 1 for direct comparison with INEL>0
results reported by ALICE at lower energies [5] and is 6.61 ± 0.20. Also shown in Fig. 1 are the re-
sults recently published by the CMS Collaboration for inelastic collisions [15], which agree, within the
uncertainties, with the measurement presented here. We compared our measurement to Monte Carlo cal-
culations performed with PYTHIA 6 [18] (Perugia-2011 [19]), PYTHIA 8 [26] (Monash-2013 [24]) and
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INEL>0 events in the pseudorapidity range |h |< 1.8. The data points have been symmetrised averaging
the results obtained in ±h , which were consistent within statistical uncertainties. The corresponding
pseudorapidity densities in |h | < 0.5 are 5.31 ± 0.18 and 6.46 ± 0.19, respectively. The pseudora-
pidity density for the INEL>0 events is also measured in |h | < 1 for direct comparison with INEL>0
results reported by ALICE at lower energies [5] and is 6.61 ± 0.20. Also shown in Fig. 1 are the re-
sults recently published by the CMS Collaboration for inelastic collisions [15], which agree, within the
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1.  Definire stocasticamente la posizione dei nucleoni 
funzione di densità nucleare (distribuzione di Fermi) 

J. ADAM et al. PHYSICAL REVIEW C 91, 064905 (2015)

classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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FIG. 1. (Color online) Distribution of the sum of amplitudes in
the V0A hodoscopes (Pb-going), as well as the NBD-Glauber fit
(explained in the text). Centrality classes are indicated by vertical
lines. The inset shows a zoom in on the most peripheral events.
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La centralità: modello Glauber MC [5] 

[5] B. Alver, M. Baker, C. Loizides, and P. Steinberg, arXiv: 0805.4411 [nucl-ex] 

1.  Definire stocasticamente la posizione dei nucleoni 
funzione di densità nucleare (distribuzione di Fermi) 

 
2.  Simulare una collisione nucleare 

•  sequenza di collisioni indipendenti binarie nucleone-nucleone  
•  approssimazione eikonale 
•  stessa sezione d’urto usata per tutte le collisioni  
•  “diametro della sfera” 

Centrality determination with ALICE ALICE Collaboration

section d <
q

s inel
NN /p . A Gaussian overlap function can be used as an alternative to the black-

disk nucleon-nucleon overlap function [23]. It makes no significant difference within systematic
uncertainty in the global event properties.

Table 1: Geometric properties (Npart, Ncoll, TAA) of Pb–Pb collisions for centrality classes defined by
sharp cuts in the impact parameter b (in fm). The mean values, the RMS, and the systematic uncertainties
are obtained with a Glauber Monte Carlo calculation.

Centrality bmin bmax hNparti RMS (sys.) hNcolli RMS (sys.) hTAAi RMS (sys.)
(fm) (fm) 1/mbarn 1/mbarn 1/mbarn

0–1% 0.00 1.57 403.8 4.9 1.8 1861 82 210 29.08 1.3 0.95
1–2% 1.57 2.22 393.6 6.5 2.6 1766 79 200 27.6 1.2 0.87
2–3% 2.22 2.71 382.9 7.7 3.0 1678 75 190 26.22 1.2 0.83
3–4% 2.71 3.13 372.0 8.6 3.5 1597 72 180 24.95 1.1 0.81
4–5% 3.13 3.50 361.1 9.3 3.8 1520 70 170 23.75 1.1 0.81

5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67
10–15% 4.94 6.05 281.2 17 4.1 1032 91 110 16.13 1.4 0.52
15–20% 6.05 6.98 239.0 16 3.5 809.8 79 82 12.65 1.2 0.39
20–25% 6.98 7.81 202.1 16 3.3 629.6 69 62 9.837 1.1 0.30
25–30% 7.81 8.55 169.5 15 3.3 483.7 61 47 7.558 0.96 0.25
30–35% 8.55 9.23 141.0 14 3.1 366.7 54 35 5.73 0.85 0.20
35–40% 9.23 9.88 116.0 14 2.8 273.4 48 26 4.272 0.74 0.17
40–45% 9.88 10.47 94.11 13 2.6 199.4 41 19 3.115 0.64 0.14
45–50% 10.47 11.04 75.3 13 2.3 143.1 34 13 2.235 0.54 0.11
50–55% 11.04 11.58 59.24 12 1.8 100.1 28 8.6 1.564 0.45 0.082
55–60% 11.58 12.09 45.58 11 1.4 68.46 23 5.3 1.07 0.36 0.060
60–65% 12.09 12.58 34.33 10 1.1 45.79 18 3.5 0.7154 0.28 0.042
65–70% 12.58 13.05 25.21 9.0 0.87 29.92 14 2.2 0.4674 0.22 0.031
70–75% 13.05 13.52 17.96 7.8 0.66 19.08 11 1.3 0.2981 0.17 0.020
75–80% 13.52 13.97 12.58 6.5 0.45 12.07 7.8 0.77 0.1885 0.12 0.013
80–85% 13.97 14.43 8.812 5.2 0.26 7.682 5.7 0.41 0.12 0.089 0.0088
85–90% 14.43 14.96 6.158 3.9 0.19 4.904 4.0 0.24 0.07662 0.062 0.0064
90–95% 14.96 15.67 4.376 2.8 0.10 3.181 2.7 0.13 0.0497 0.042 0.0042
95–100% 15.67 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.03115 0.026 0.0027

0–5% 0.00 3.50 382.7 17 3.0 1685 140 190 26.32 2.2 0.85
5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67

10–20% 4.94 6.98 260.1 27 3.8 921.2 140 96 14.39 2.2 0.45
20–40% 6.98 9.88 157.2 35 3.1 438.4 150 42 6.850 2.3 0.23
40–60% 9.88 12.09 68.56 22 2.0 127.7 59 11 1.996 0.92 0.097
60–80% 12.09 13.97 22.52 12 0.77 26.71 18 2.0 0.4174 0.29 0.026
80–100% 13.97 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.06939 0.068 0.0055

The number of collisions Ncoll and the number of participants Npart are determined by count-
ing, respectively, the binary nucleon collisions and the nucleons that experience at least one
collision. Following the notation in [2], the geometric nuclear overlap function TAA is then
calculated as TAA = Ncoll/s inel

NN , and represents the effective nucleon luminosity in the collision
process.

For nuclear collisions at
p

sNN = 2.76 TeV, we use s inel
NN = (64 ± 5) mb, estimated by inter-

polation [11] of pp data at different center-of-mass energies and from cosmic rays [12, 14],
and subtracting the elastic scattering cross section from the total cross section. The interpo-
lation is in good agreement with the ALICE measurement of the pp inelastic cross section atp

sNN = 2.76 TeV, s inel
NN = (62.8 ± 2.4+1.2

�4.0) mb [18], and with the measurements of ATLAS
[15], CMS [16], and TOTEM [17] at

p
sNN= 7 TeV, as shown in Fig. 1.
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classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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FIG. 1. (Color online) Distribution of the sum of amplitudes in
the V0A hodoscopes (Pb-going), as well as the NBD-Glauber fit
(explained in the text). Centrality classes are indicated by vertical
lines. The inset shows a zoom in on the most peripheral events.
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which gives the probability of measuring n hits per ancestor, where µ is the mean multiplicity per an-
cestor and k controls the width. The simulated distribution describes the experimental one down to the
most peripheral events where they start to deviate due to background contamination and limited trigger
efficiency.

Figure 1 shows the distribution of V0 amplitudes for all triggered events having a vertex within 10cm,
fitted by a Glauber-NBD fit.
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Fig. 1: (Color online) Distribution of the sum of amplitudes in the V0 scintillators. The distribution is fitted with
the NBD-Glauber fit (explained in the text) shown as a line. The insert shows a zoom of the most peripheral region.

2.1 Comparison of Npart with multiplicity or impact parameter selection

We have checked the relation between geometrical parameters (Npart) extracted for centrality classes
selected by the impact parameter hNdata

part iand those selected in the measured multiplicity variable hNgeo
parti.

Table 2 reports mean values and RMS for some centrality classes.

2.2 Mechanism of particle production

The number of emitting sources Nancestors is determined by a function inspired by the two-component
models, i.e. Nancestors = f ·Npart +(1� f ) ·Ncoll. However, other assumptions can be made leading to a
different parametrization, which are briefly discussed in the following. The ancestor dependence on Npart
and Ncoll derives from a parametrization of the dependence of the charged particle multiplicity on Npart
and Ncoll. Systematic studies of this dependence performed at the SPS [5–7], at RHIC [8], and recently
at the LHC [1, 9–11], have been used in an attempt to constrain different models of particle production.

The charged particle multiplicity is expected to scale with Npart in scenarios dominated by soft processes.
In this case, all the participant nucleons can be assumed to contribute with the same amount of energy to
particle production, and the scaling with Npart is approximately linear. By contrast, a scaling with Ncoll
is expected for nuclear collisions in an energy regime where hard processes dominate over soft particle
production. In this case, nuclear collisions can be considered as a superposition of binary nucleon-
nucleon collisions. Two-component models are used to quantify the relative importance of soft and hard
processes in the particle production mechanism at different energies.

To determine the scaling behavior of the particle production, the charged particle multiplicity hdNch/dhi
as a function of the number of participants Npart was fitted with a power-law function of Npart i.e.

La centralità: modello Glauber MC [5] 

[5] B. Alver, M. Baker, C. Loizides, and P. Steinberg, arXiv: 0805.4411 [nucl-ex] 

1.  Definire stocasticamente la posizione dei nucleoni 
funzione di densità nucleare (distribuzione di Fermi) 

 
2.  Simulare una collisione nucleare 

•  sequenza di collisioni indipendenti binarie nucleone-nucleone  
•  approssimazione eikonale 
•  stessa sezione d’urto usata per tutte le collisioni  
•  “diametro della sfera” 
 

3.  Sezione d’urto adronica 
 MC Glauber + fit con NBD !  
 distribuzione di molteplicità 

Centrality determination with ALICE ALICE Collaboration

section d <
q

s inel
NN /p . A Gaussian overlap function can be used as an alternative to the black-

disk nucleon-nucleon overlap function [23]. It makes no significant difference within systematic
uncertainty in the global event properties.

Table 1: Geometric properties (Npart, Ncoll, TAA) of Pb–Pb collisions for centrality classes defined by
sharp cuts in the impact parameter b (in fm). The mean values, the RMS, and the systematic uncertainties
are obtained with a Glauber Monte Carlo calculation.

Centrality bmin bmax hNparti RMS (sys.) hNcolli RMS (sys.) hTAAi RMS (sys.)
(fm) (fm) 1/mbarn 1/mbarn 1/mbarn

0–1% 0.00 1.57 403.8 4.9 1.8 1861 82 210 29.08 1.3 0.95
1–2% 1.57 2.22 393.6 6.5 2.6 1766 79 200 27.6 1.2 0.87
2–3% 2.22 2.71 382.9 7.7 3.0 1678 75 190 26.22 1.2 0.83
3–4% 2.71 3.13 372.0 8.6 3.5 1597 72 180 24.95 1.1 0.81
4–5% 3.13 3.50 361.1 9.3 3.8 1520 70 170 23.75 1.1 0.81

5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67
10–15% 4.94 6.05 281.2 17 4.1 1032 91 110 16.13 1.4 0.52
15–20% 6.05 6.98 239.0 16 3.5 809.8 79 82 12.65 1.2 0.39
20–25% 6.98 7.81 202.1 16 3.3 629.6 69 62 9.837 1.1 0.30
25–30% 7.81 8.55 169.5 15 3.3 483.7 61 47 7.558 0.96 0.25
30–35% 8.55 9.23 141.0 14 3.1 366.7 54 35 5.73 0.85 0.20
35–40% 9.23 9.88 116.0 14 2.8 273.4 48 26 4.272 0.74 0.17
40–45% 9.88 10.47 94.11 13 2.6 199.4 41 19 3.115 0.64 0.14
45–50% 10.47 11.04 75.3 13 2.3 143.1 34 13 2.235 0.54 0.11
50–55% 11.04 11.58 59.24 12 1.8 100.1 28 8.6 1.564 0.45 0.082
55–60% 11.58 12.09 45.58 11 1.4 68.46 23 5.3 1.07 0.36 0.060
60–65% 12.09 12.58 34.33 10 1.1 45.79 18 3.5 0.7154 0.28 0.042
65–70% 12.58 13.05 25.21 9.0 0.87 29.92 14 2.2 0.4674 0.22 0.031
70–75% 13.05 13.52 17.96 7.8 0.66 19.08 11 1.3 0.2981 0.17 0.020
75–80% 13.52 13.97 12.58 6.5 0.45 12.07 7.8 0.77 0.1885 0.12 0.013
80–85% 13.97 14.43 8.812 5.2 0.26 7.682 5.7 0.41 0.12 0.089 0.0088
85–90% 14.43 14.96 6.158 3.9 0.19 4.904 4.0 0.24 0.07662 0.062 0.0064
90–95% 14.96 15.67 4.376 2.8 0.10 3.181 2.7 0.13 0.0497 0.042 0.0042
95–100% 15.67 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.03115 0.026 0.0027

0–5% 0.00 3.50 382.7 17 3.0 1685 140 190 26.32 2.2 0.85
5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67

10–20% 4.94 6.98 260.1 27 3.8 921.2 140 96 14.39 2.2 0.45
20–40% 6.98 9.88 157.2 35 3.1 438.4 150 42 6.850 2.3 0.23
40–60% 9.88 12.09 68.56 22 2.0 127.7 59 11 1.996 0.92 0.097
60–80% 12.09 13.97 22.52 12 0.77 26.71 18 2.0 0.4174 0.29 0.026
80–100% 13.97 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.06939 0.068 0.0055

The number of collisions Ncoll and the number of participants Npart are determined by count-
ing, respectively, the binary nucleon collisions and the nucleons that experience at least one
collision. Following the notation in [2], the geometric nuclear overlap function TAA is then
calculated as TAA = Ncoll/s inel

NN , and represents the effective nucleon luminosity in the collision
process.

For nuclear collisions at
p

sNN = 2.76 TeV, we use s inel
NN = (64 ± 5) mb, estimated by inter-

polation [11] of pp data at different center-of-mass energies and from cosmic rays [12, 14],
and subtracting the elastic scattering cross section from the total cross section. The interpo-
lation is in good agreement with the ALICE measurement of the pp inelastic cross section atp

sNN = 2.76 TeV, s inel
NN = (62.8 ± 2.4+1.2

�4.0) mb [18], and with the measurements of ATLAS
[15], CMS [16], and TOTEM [17] at

p
sNN= 7 TeV, as shown in Fig. 1.
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classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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FIG. 1. (Color online) Distribution of the sum of amplitudes in
the V0A hodoscopes (Pb-going), as well as the NBD-Glauber fit
(explained in the text). Centrality classes are indicated by vertical
lines. The inset shows a zoom in on the most peripheral events.
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•  stessa sezione d’urto usata per tutte le collisioni  
•  “diametro della sfera” 
 

3.  Sezione d’urto adronica 
 MC Glauber + fit con NBD !  
 distribuzione di molteplicità 

 
4.  Anchor Point [6]  
punto di discordanza tra dati e simulazione 
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section d <
q

s inel
NN /p . A Gaussian overlap function can be used as an alternative to the black-

disk nucleon-nucleon overlap function [23]. It makes no significant difference within systematic
uncertainty in the global event properties.

Table 1: Geometric properties (Npart, Ncoll, TAA) of Pb–Pb collisions for centrality classes defined by
sharp cuts in the impact parameter b (in fm). The mean values, the RMS, and the systematic uncertainties
are obtained with a Glauber Monte Carlo calculation.

Centrality bmin bmax hNparti RMS (sys.) hNcolli RMS (sys.) hTAAi RMS (sys.)
(fm) (fm) 1/mbarn 1/mbarn 1/mbarn

0–1% 0.00 1.57 403.8 4.9 1.8 1861 82 210 29.08 1.3 0.95
1–2% 1.57 2.22 393.6 6.5 2.6 1766 79 200 27.6 1.2 0.87
2–3% 2.22 2.71 382.9 7.7 3.0 1678 75 190 26.22 1.2 0.83
3–4% 2.71 3.13 372.0 8.6 3.5 1597 72 180 24.95 1.1 0.81
4–5% 3.13 3.50 361.1 9.3 3.8 1520 70 170 23.75 1.1 0.81

5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67
10–15% 4.94 6.05 281.2 17 4.1 1032 91 110 16.13 1.4 0.52
15–20% 6.05 6.98 239.0 16 3.5 809.8 79 82 12.65 1.2 0.39
20–25% 6.98 7.81 202.1 16 3.3 629.6 69 62 9.837 1.1 0.30
25–30% 7.81 8.55 169.5 15 3.3 483.7 61 47 7.558 0.96 0.25
30–35% 8.55 9.23 141.0 14 3.1 366.7 54 35 5.73 0.85 0.20
35–40% 9.23 9.88 116.0 14 2.8 273.4 48 26 4.272 0.74 0.17
40–45% 9.88 10.47 94.11 13 2.6 199.4 41 19 3.115 0.64 0.14
45–50% 10.47 11.04 75.3 13 2.3 143.1 34 13 2.235 0.54 0.11
50–55% 11.04 11.58 59.24 12 1.8 100.1 28 8.6 1.564 0.45 0.082
55–60% 11.58 12.09 45.58 11 1.4 68.46 23 5.3 1.07 0.36 0.060
60–65% 12.09 12.58 34.33 10 1.1 45.79 18 3.5 0.7154 0.28 0.042
65–70% 12.58 13.05 25.21 9.0 0.87 29.92 14 2.2 0.4674 0.22 0.031
70–75% 13.05 13.52 17.96 7.8 0.66 19.08 11 1.3 0.2981 0.17 0.020
75–80% 13.52 13.97 12.58 6.5 0.45 12.07 7.8 0.77 0.1885 0.12 0.013
80–85% 13.97 14.43 8.812 5.2 0.26 7.682 5.7 0.41 0.12 0.089 0.0088
85–90% 14.43 14.96 6.158 3.9 0.19 4.904 4.0 0.24 0.07662 0.062 0.0064
90–95% 14.96 15.67 4.376 2.8 0.10 3.181 2.7 0.13 0.0497 0.042 0.0042
95–100% 15.67 20.00 3.064 1.8 0.059 1.994 1.7 0.065 0.03115 0.026 0.0027

0–5% 0.00 3.50 382.7 17 3.0 1685 140 190 26.32 2.2 0.85
5–10% 3.50 4.94 329.4 18 4.3 1316 110 140 20.56 1.7 0.67

10–20% 4.94 6.98 260.1 27 3.8 921.2 140 96 14.39 2.2 0.45
20–40% 6.98 9.88 157.2 35 3.1 438.4 150 42 6.850 2.3 0.23
40–60% 9.88 12.09 68.56 22 2.0 127.7 59 11 1.996 0.92 0.097
60–80% 12.09 13.97 22.52 12 0.77 26.71 18 2.0 0.4174 0.29 0.026
80–100% 13.97 20.00 5.604 4.2 0.14 4.441 4.4 0.21 0.06939 0.068 0.0055

The number of collisions Ncoll and the number of participants Npart are determined by count-
ing, respectively, the binary nucleon collisions and the nucleons that experience at least one
collision. Following the notation in [2], the geometric nuclear overlap function TAA is then
calculated as TAA = Ncoll/s inel

NN , and represents the effective nucleon luminosity in the collision
process.

For nuclear collisions at
p

sNN = 2.76 TeV, we use s inel
NN = (64 ± 5) mb, estimated by inter-

polation [11] of pp data at different center-of-mass energies and from cosmic rays [12, 14],
and subtracting the elastic scattering cross section from the total cross section. The interpo-
lation is in good agreement with the ALICE measurement of the pp inelastic cross section atp

sNN = 2.76 TeV, s inel
NN = (62.8 ± 2.4+1.2

�4.0) mb [18], and with the measurements of ATLAS
[15], CMS [16], and TOTEM [17] at

p
sNN= 7 TeV, as shown in Fig. 1.

5

4 ALICE Collaboration

which gives the probability of measuring n hits per ancestor, where µ is the mean multiplicity per an-
cestor and k controls the width. The simulated distribution describes the experimental one down to the
most peripheral events where they start to deviate due to background contamination and limited trigger
efficiency.

Figure 1 shows the distribution of V0 amplitudes for all triggered events having a vertex within 10cm,
fitted by a Glauber-NBD fit.
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Fig. 1: (Color online) Distribution of the sum of amplitudes in the V0 scintillators. The distribution is fitted with
the NBD-Glauber fit (explained in the text) shown as a line. The insert shows a zoom of the most peripheral region.

2.1 Comparison of Npart with multiplicity or impact parameter selection

We have checked the relation between geometrical parameters (Npart) extracted for centrality classes
selected by the impact parameter hNdata

part iand those selected in the measured multiplicity variable hNgeo
parti.

Table 2 reports mean values and RMS for some centrality classes.

2.2 Mechanism of particle production

The number of emitting sources Nancestors is determined by a function inspired by the two-component
models, i.e. Nancestors = f ·Npart +(1� f ) ·Ncoll. However, other assumptions can be made leading to a
different parametrization, which are briefly discussed in the following. The ancestor dependence on Npart
and Ncoll derives from a parametrization of the dependence of the charged particle multiplicity on Npart
and Ncoll. Systematic studies of this dependence performed at the SPS [5–7], at RHIC [8], and recently
at the LHC [1, 9–11], have been used in an attempt to constrain different models of particle production.

The charged particle multiplicity is expected to scale with Npart in scenarios dominated by soft processes.
In this case, all the participant nucleons can be assumed to contribute with the same amount of energy to
particle production, and the scaling with Npart is approximately linear. By contrast, a scaling with Ncoll
is expected for nuclear collisions in an energy regime where hard processes dominate over soft particle
production. In this case, nuclear collisions can be considered as a superposition of binary nucleon-
nucleon collisions. Two-component models are used to quantify the relative importance of soft and hard
processes in the particle production mechanism at different energies.

To determine the scaling behavior of the particle production, the charged particle multiplicity hdNch/dhi
as a function of the number of participants Npart was fitted with a power-law function of Npart i.e.

La centralità: modello Glauber MC [5] 
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classes have been defined as percentiles of the visible cross
section and the measurements are not corrected for trigger
inefficiency.

The centrality determination is performed by exploiting the
rapidity coverage of the various detectors. The raw multiplicity
distributions measured in the Central Barrel are modelled by
assuming particle production sources are distributed according
to a NBD. The zero-degree energy of the slow nucleons emitted
in the nucleon fragmentation requires more detailed models.

In this context, the main estimators used for centrality in
the following are

(i) CL1: the number of clusters in the outer layer of the
silicon pixel detector, |η| < 1.4;

(ii) V0A: the amplitude measured by the VZERO ho-
doscopes on the A side (the Pb-going side in the p-Pb
event sample), 2.8 < η < 5.1;

(iii) V0C: the amplitude measured by the VZERO ho-
doscopes on the C side (the p-going side in the p-Pb
event sample), −3.7 < η < −1.7;

(iv) V0M: the sum of the amplitudes in the VZERO
hodoscopes on the A and C side (V0A + V0C);

(v) ZNA: the energy deposited in the neutron calorimeter
on the A side (the Pb-going side in the p-Pb event
sample).

III. CENTRALITY FROM CHARGED-PARTICLE
DISTRIBUTIONS

A. Negative binomial distribution Glauber fit

To determine the relationship between charged-particle
multiplicity and the collision properties, such as the number
of participating nucleons Npart, binary pN collisions Ncoll, or
nuclear overlap TpPb (=Ncoll/σ

inel
NN ), it is customary to use the

Glauber Monte Carlo (Glauber MC) model combined with
a simple model for particle production [33–37]. The method
was used in Pb-Pb collisions and is described in detail in
Ref. [38]. In the Glauber calculation, the nuclear density
for 208

82 Pb is modelled by a Woods–Saxon distribution for a
spherical nucleus

ρ (r) = ρ0
1

1 + exp
(

r−R
a

) , (2)

with ρ0 being the nucleon density, which provides the overall
normalization, a radius of R = 6.62 ± 0.06 fm, and a skin
depth of a = 0.546 ± 0.010 fm based on data from low-
energy electron-nucleus scattering experiments [39]. Nuclear
collisions are modelled by randomly displacing the projectile
proton and the target Pb nucleus in the transverse plane. A
hard-sphere exclusion distance of 0.4 fm between nucleons
is employed. The proton is assumed to collide with the
nucleons of the Pb nucleus if the transverse distance between
them is less than the distance corresponding to the inelastic
nucleon-nucleon cross section of 70 ± 5 mb at

√
s = 5.02 TeV,

estimated from interpolating data at different center-of-mass
energies [40] including measurements at 2.76 and 7 TeV [41].
The VZERO-AND cross section measured in a van der Meer
scan [32] was found to be compatible, assuming negligible
efficiency and electromagnetic contamination corrections,

TABLE I. Fit parameters of the Npart × NBD for pp collisions at
7 TeV and p-Pb multiplicity distributions.

System pp p-Pb
distribution

µ k µ k

V0A 9.6 0.56 11.0 0.44
V0M 25.2 0.82 23.6 1.08
CL1 9.8 0.64 8.74 0.76

with the Glauber-derived p-nucleus inelastic cross section of
2.1 ± 0.1 b. The Glauber MC determines on an event-by-event
basis the properties of the collision geometry, such as Npart,
Ncoll, and TpPb, which must be mapped to an experimental
observable.

Assuming that the average V0A multiplicity is proportional
to the number of participants in an individual p-A collision,
the probability distribution P (n) of the contributions n to the
amplitude from each p-nucleon collisions can be described by
the NBD, which is defined as

P (n; µ,k) = $ (n + k)
$ (n + 1) $ (k)

(µ/k)n

(µ/k + 1)n+k
, (3)

where $ is the gamma function, µ the mean amplitude per
participant and the dispersion parameter k is related to the
relative width given by σ/µ =

√
1/µ + 1/k. From the closure

of the NBD under convolution, it follows that the conditional
probability P(n|Npart), i.e., Npart repeated convolutions, is
equal to P (n; Npartµ,Npartk).

To obtain the NBD parameters µ and k, the calculated
V0A distribution, obtained by convolving the Glauber Npart
distribution with P(n|Npart), is fit to the measured V0A
distribution. The fit is performed by excluding the low-V0A-
amplitude region, VOA < 10. We note, however, that fitting
with the full range gives consistent results. The measured V0A
distribution together with the NBD-Glauber distribution for the
best fit are shown in Fig. 1. Similar fits have been performed
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lines. The inset shows a zoom in on the most peripheral events.

064905-4



Densità di Pseudorapidità in Pb-Pb  

116, 222302 (2016)  
[7] ALICE Collaboration, PRL 116, 222302 (2016) 
(*) se coefficiente di inelasticità è K ≈ 0.5 per pp 10/14 

Run 2  
Centrality dependence of the charged-particle multiplicity density at mid-rapidity in Pb-
Pb collisions at √sNN = 5.02 TeV [7] 
•  Conferma del trend ricavato da energie 
più basse 
 
In collisioni pp, ~1/2 dell’energia (*)  
usata per la produzione di particelle, 
il resto è energia cinetica 
 
Nucleoni legati del nucleo sembrano essere  
più efficaci nella produzione di particelle 

Centrality dependence of hdNch/dhi in Pb–Pb at
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Fig. 1: Values of 2
hNparti hdNch/dhi for central Pb–Pb [4–7] and Au–Au [8–12] collisions (see text) as a function of

p
sNN. Measurements for inelastic pp and pp collisions as a function of

p
s are also shown [26–28] along with those

from non-single diffractive p–A and d–A collisions [29, 30]. The s-dependencies of the AA and pp (pp) collision
data are well described by the functions s0.155

NN (solid line) and s0.103
NN (dashed line), respectively. The shaded bands

show the uncertainties on the extracted power-law dependencies. The central Pb–Pb measurements from CMS and
ATLAS at 2.76 TeV have been shifted horizontally for clarity.

the charged-particle density is divided by the average number of participating nucleon pairs, hNparti/2.141

The hNparti values are calculated with an MC-Glauber for centrality classes defined by classifying the142

events according to their impact parameter and are also listed in Table 1. The systematic uncertainty143

on hNparti is obtained by independently varying the parameters of the Glauber model within their es-144

timated uncertainties. For the most central 0–5% collisions, a density of primary charged particles at145

mid-rapidity hdNch/dhi = 1943±54 was measured and, normalized per participant pair corresponds to146

2
hNparti hdNch/dhi = 10.1 ± 0.3. In Figure 1 this value is compared to the existing data for central Pb–Pb147

and Au–Au collisions from experiments at LHC [4–6], RHIC [8–12] and SPS [7]. The data shown are for148

0–5% except for the results from PHOBOS [11] and ATLAS [5] which are for 0–6%. The dependence149

of 2
hNparti hdNch/dhi on the center-of-mass energy can be fitted with a power law of the form a · sb. This150

gives an exponent, under the assumption of uncorrelated uncertainties, of b = 0.155±0.004. It is a much151

stronger s-dependence than for proton–proton collisions, where a value of b = 0.103±0.002 is obtained152

from a fit to the same function [28]. The fit results are plotted with their uncertainties shown as shaded153

bands. The result at
p

sNN = 5.02 TeV confirms the trend established by lower energy data since b is not154

significantly different when the new point is excluded from the fit. It can also be seen in the figure that155

the values of 2
hNparti hdNch/dhi measured by ALICE for p–Pb [18] and PHOBOS for d–Au [11] collisions156

fall on the curve for proton–proton collisions, indicating that the strong rise in AA is not solely related to157
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Fig. 2: The 2
hNparti hdNch/dhi for Pb–Pb collisions at

p
sNN = 5.02 TeV in the centrality range 0–80%, as a function

of hNparti in each centrality class. The error bars indicate the point-to-point centrality-dependent uncertainties
whereas the shaded band shows the correlated contributions. Also shown is the result from non-single diffractive
p–Pb collisions at the same

p
sNN [18]. Data from lower energy (2.76 TeV) Pb–Pb and pp collisions [4, 26], scaled

by a factor of 1.2 and 1.13 respectively, are shown for comparison. The error bars for p–Pb at
p

sNN = 5.02 TeV
and lower energy Pb–Pb and pp collisions indicate the total uncertainty.

the multiple collisions undergone by the participants since the proton in p–A collisions also encounters158

multiple nucleons.159

The centrality dependence of 2
hNparti hdNch/dhi is shown in Figure 2. The point-to-point centrality-160

dependent uncertaintes are indicated by error bars whereas the shaded bands show the correlated con-161

tributions. The statistical uncertainties are negligible. The data are plotted as a function of hNparti and162

a strong dependence is observed, with 2
hNparti hdNch/dhi decreasing by a factor 1.8 from the most central163

collisions, large hNparti, to the most peripheral, small hNparti. There appears to be a smooth trend towards164

the value measured in minimum bias p–Pb collisions [18]. The Pb–Pb data measured at
p

sNN = 2.76165

TeV [4] are also shown, scaled by a factor 1.2, which is calculated from the observed s0.155 dependence166

of the results in the most central collisions, and which describes well the increase for all centralities. The167

proton–proton result at the same energy [26] is scaled by a factor 1.13 from the s0.103 dependence. The168

ratio between the data measured at the two collision energies is consistent with being independent of169

Npart, within the uncertainties, which are largely uncorrelated. While in general the uncertainties related170

to the tracklet measurement are correlated between the two analyses, the subtraction of the background171

and the centrality classification are, instead, uncorrelated, depending on the determination of the usable172

fraction of the hadronic cross-section and therefore on the run and detector conditions [15].173
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Fig. 3: (Color online) Centrality dependence of hdNch/dhi per participant nucleon, Npart, calculated with the
single-quark scattering model, as a function of Npart, measured in the Pb–Pb data at

p
sNN = 5.02 TeV. The

hdNch/dhidata [12] are also divided by Npart, calculated from the standard Glauber MC. The dashed lines indicate
a fit with a constant.

see [5] for a review). The results obtained with the two-component model, where 0 < f < 1, indicate
that both the contribution of Npart and Ncoll are needed to explain the particle production confirm this.
However, the c2/NDF indicate an equally good fit for all models, thus revealing that no unique physics
conclusion can be drawn from such fits and that the particular choice of parametrization has no influence
on the results of the centrality determination.

2.3 Glauber Monte Carlo with quark scaling

Following [13], developed alongthe line of [14], we have also performed a Glauber calculation based on
single quark scattering. Constituent quarks are located around nucleon centers with distribution

r(r) = r proton
0 exp(�a · r) (3)

where r proton
0 is the proton radius and a = is the rms charge radius of the proton. We used the often

employed Nc = 3 for three constituent quarks as the effective number of partonic degrees of freedom,
as well as Nc = 5. In case of Nc = 3 the radial distribution is modified to maintain the proton center of
mass at zero and the desired radial distribution as explained in [15]. The effective q-q inelastic scattering
cross section is set to 18 and 10 mb, for Nc = 3 and Nc = 5 respectively, adjusted to reproduce the 70
mb N+N inelastic cross section at 5.02 TeV. Table 4 compare the the number of participants nucleons
from the standard Glauber MC with the number of participant nucleons (Npart) and quarks (Ncpart) for the
extended Glauber MC. Note that Ncpart has been divided by µ = hNcparti in pp collisions which is 3.4 for
Nc = 3 and 4.3 in Nc = 5.

Figure 3 shows hdNch/dhiper participant quark, calculated with the single-quark scattering model, as
a function of Npart. The hdNch/dhidistribution seems to scale well with the number of participating
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MC Glauber con scaling dei quark [8] 
Posizione del singolo quark 
determinata con la densità del protone 
 
 
la densità di molteplicità 
delle particelle scala linearmente  
con il numero dei quark costituenti  
che partecipano alla collisione [8] 
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Fig. 3: (Color online) Centrality dependence of hdNch/dhi per participant nucleon, Npart, calculated with the
single-quark scattering model, as a function of Npart, measured in the Pb–Pb data at

p
sNN = 5.02 TeV. The

hdNch/dhidata [12] are also divided by Npart, calculated from the standard Glauber MC. The dashed lines indicate
a fit with a constant.

see [5] for a review). The results obtained with the two-component model, where 0 < f < 1, indicate
that both the contribution of Npart and Ncoll are needed to explain the particle production confirm this.
However, the c2/NDF indicate an equally good fit for all models, thus revealing that no unique physics
conclusion can be drawn from such fits and that the particular choice of parametrization has no influence
on the results of the centrality determination.

2.3 Glauber Monte Carlo with quark scaling

Following [13], developed alongthe line of [14], we have also performed a Glauber calculation based on
single quark scattering. Constituent quarks are located around nucleon centers with distribution

r(r) = r proton
0 exp(�a · r) (3)

where r proton
0 is the proton radius and a = is the rms charge radius of the proton. We used the often

employed Nc = 3 for three constituent quarks as the effective number of partonic degrees of freedom,
as well as Nc = 5. In case of Nc = 3 the radial distribution is modified to maintain the proton center of
mass at zero and the desired radial distribution as explained in [15]. The effective q-q inelastic scattering
cross section is set to 18 and 10 mb, for Nc = 3 and Nc = 5 respectively, adjusted to reproduce the 70
mb N+N inelastic cross section at 5.02 TeV. Table 4 compare the the number of participants nucleons
from the standard Glauber MC with the number of participant nucleons (Npart) and quarks (Ncpart) for the
extended Glauber MC. Note that Ncpart has been divided by µ = hNcparti in pp collisions which is 3.4 for
Nc = 3 and 4.3 in Nc = 5.

Figure 3 shows hdNch/dhiper participant quark, calculated with the single-quark scattering model, as
a function of Npart. The hdNch/dhidistribution seems to scale well with the number of participating
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Fig. 2: The 2
hNparti hdNch/dhi for Pb–Pb collisions at

p
sNN = 5.02 TeV in the centrality range 0–80%, as a function

of hNparti in each centrality class. The error bars indicate the point-to-point centrality-dependent uncertainties
whereas the shaded band shows the correlated contributions. Also shown is the result from non-single diffractive
p–Pb collisions at the same

p
sNN [18]. Data from lower energy (2.76 TeV) Pb–Pb and pp collisions [4, 26], scaled

by a factor of 1.2 and 1.13 respectively, are shown for comparison. The error bars for p–Pb at
p

sNN = 5.02 TeV
and lower energy Pb–Pb and pp collisions indicate the total uncertainty.

the multiple collisions undergone by the participants since the proton in p–A collisions also encounters158

multiple nucleons.159

The centrality dependence of 2
hNparti hdNch/dhi is shown in Figure 2. The point-to-point centrality-160

dependent uncertaintes are indicated by error bars whereas the shaded bands show the correlated con-161

tributions. The statistical uncertainties are negligible. The data are plotted as a function of hNparti and162

a strong dependence is observed, with 2
hNparti hdNch/dhi decreasing by a factor 1.8 from the most central163

collisions, large hNparti, to the most peripheral, small hNparti. There appears to be a smooth trend towards164

the value measured in minimum bias p–Pb collisions [18]. The Pb–Pb data measured at
p

sNN = 2.76165

TeV [4] are also shown, scaled by a factor 1.2, which is calculated from the observed s0.155 dependence166

of the results in the most central collisions, and which describes well the increase for all centralities. The167

proton–proton result at the same energy [26] is scaled by a factor 1.13 from the s0.103 dependence. The168

ratio between the data measured at the two collision energies is consistent with being independent of169

Npart, within the uncertainties, which are largely uncorrelated. While in general the uncertainties related170

to the tracklet measurement are correlated between the two analyses, the subtraction of the background171

and the centrality classification are, instead, uncorrelated, depending on the determination of the usable172

fraction of the hadronic cross-section and therefore on the run and detector conditions [15].173
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Run 2  
Centrality dependence of the charged-particle multiplicity density at mid-rapidity in Pb-
Pb collisions at √sNN = 5.02 TeV [7] 

 Cresce di 1.8 con la centralità. Rapporto tra 5.02 TeV e 2.76 TeV è piatto entro le incertezze 
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FIG. 8. (Color online) (left) Multiplicity fluctuation bias quantified as the mean multiplicity per ⟨Npart⟩/µ from the NBD-Glauber MC in
p-Pb and Pb-Pb calculations. (right) Relative width of the NBD obtained from the NBD-Glauber fit of various multiplicity distributions in
p-Pb and Pb-Pb calculations.

As an example, the HIJING generator accounts for fluctua-
tions of the number of MPI per NN interaction via a NN overlap
function TNN(bNN), where bNN is the NN impact parameter, i.e.,
the impact parameter between the proton and each wounded
nucleon of the Pb nucleus. The probability for inelastic NN
collisions is given as one minus the probability to have no
interaction:

dσinel = πdb2
NN[1 − e−(σsoft+σhard)TNN(bNN)], (6)

where σsoft is the geometrical soft cross section of 57 mb [29]
related to the proton size and σhard is the energy-dependent
pQCD cross section for 2 → 2 parton scatterings. Further-
more, as in the clan model, there is a Poissonian probability

P (nhard) = ⟨nhard⟩nhard

nhard!
e−⟨nhard⟩ (7)

for multiple hard collisions with an average number deter-
mined by bNN:

⟨nhard⟩ = σhardTNN (bNN) . (8)

Hence, the biases on the multiplicity discussed above
correspond to a bias on the number of hard scatterings (nhard)
and ⟨bNN⟩ in the event. The latter correlates fluctuations
over large rapidity ranges (long-range correlations). As a
consequence, for peripheral (central) collisions we expect a
lower (higher) than average number of hard scatterings per
binary collision, corresponding to a nuclear modification factor
less than one (greater than one).

In general, the number of binary pN collisions, ⟨Ncoll⟩,
is used to scale the reference pp yields and obtain the
nuclear modification factor, which is used to quantify nuclear
matter effects. However, for centrality classes based on
multiplicity, owing to the bias induced by such selection,
hard processes do not simply scale with Ncoll but rather
with an effective number of collisions, obtained by scaling
the ⟨NGlauber

coll ⟩ by the number of hard scatterings per pN
collision: ⟨NGlauber

coll ⟩⟨nhard⟩pN/⟨nhard⟩pp. As discussed in the
HIJING example above, the number of hard scatterings per

pN collision is simulated in Monte Carlo models. In this
specific MC, even without bias, the total number of hard
scatterings deviates from simple Ncoll scaling due to energy
conservation at high Ncoll. Instead, with the objective to study
a baseline corresponding to an incoherent and unconstrained
superposition of nucleon-nucleon collisions, the PYTHIA [54]
event generator has been coupled to the p-Pb MC Glauber
calculation. For each MC Glauber event PYTHIA is used to
generate Ncoll independent pp collisions. In the following we
refer to this model as G-PYTHIA. In this model, the number
of hard scatterings per pN collision shows a strong deviation
from Ncoll scaling which is illustrated in Fig. 9 and resembles
the bias observed in Fig. 8.

B. Jet-veto bias

Additional kinematic biases exist for events containing
high-pT particles. These particles arise from the fragmentation
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Ncoll as a function of the centrality calculated with a toy MC that
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in the text).
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FIG. 17. (Color online) Asymmetry of particle yield, calculated
as the ratio of the pseudorapidity density integrated in 0 < η < 0.5
to that in −1.5 < η < −1 as a function of the pseudorapidity density
integrated at midrapidity for various centrality classes and estimators.

yield divided by the number of participant pairs, with the
exception of the most peripheral point.

For ZNA, there is a clear sign of saturation above Npart ∼
10, as the ⟨Npart⟩ values are closer to each other. Most probably,
this is due to the saturation of forward neutron emission. We
note that none of these curves point towards the pp data point.
This suggests that the geometry bias, present in peripheral
collisions, together with the multiplicity bias for CL1, V0M,
and V0A, has a large effect on this centrality class.

In contrast, the results obtained with the hybrid method,
where the NPb-side

part and the N
high-pT
part give very similar trends,

show, within ±10%, scaling with Npart, which naturally
reaches the pp point, well within the quoted uncertainty of 8%
on the Npart values. In addition, they show that the range in Npart
covered with an unbiased centrality selection is more limited
than what is obtained by using estimators based on particle
multiplicity. The latter do not select on the collision geometry
but rather on the final products of the collision. This effect is
emphasized in the right plot, which shows the same quantity
Nch divided by Npart as a function of Nch. Here the limited

range in Nch reached with the ZNA selection is clearly visible.
This indicates the sensitivity of the Npart-scaling behavior to the
Glauber modeling, as well as the importance of the multiplicity
fluctuations.

B. Nuclear modification factors

As discussed in Sec. V, the various centrality estimators
induce a bias on the nuclear modification factor depending
on the rapidity range they cover. In contrast to minimum-bias
collisions, where ⟨Ncoll⟩ = 6.9 is fixed by the ratio of the pN
and p-Pb cross sections, in general, Ncoll for a given centrality
class cannot be used to scale the pp cross section or to cal-
culate centrality-dependent nuclear modification factors. For a
centrality selected event sample, we therefore define QpPb as

QpPb(pT; cent) =
dN

pPb
cent

/
dpT〈

NGlauber
coll

〉
dNpp/dpT

=
dN

pPb
cent

/
dpT〈

T Glauber
pPb

〉
dσ pp/dpT

(15)

for a given centrality percentile according to a particular
centrality estimator. In our notation we distinguish QpPb from
RpPb because the former is influenced by potential biases
from the centrality estimator which are not related to nuclear
effects. Hence, QpPb can be different from unity even in the
absence of nuclear effects.

The pT distribution of primary charged particles in
minimum-bias collisions is given in Ref. [60]. The charged-
particle spectra are reconstructed with the two main ALICE
tracking detectors, the Inner Tracking System and the Time
Projection Chamber, and are corrected for the detector and
reconstruction efficiency using a Monte Carlo simulation
based on the DPMJET event generator [52]. The systematic
uncertainties on corrections are estimated via a comparison
to a Monte Carlo simulation by using the HIJING event
generator [29], while the pT resolution is estimated from
the space-point residuals to the track fit and verified with
data. The total systematic uncertainty ranges between 3.4%
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FIG. 18. (Color online) Pseudorapidity density of charged particles measured in p-Pb collisions at midrapidity per participant as a function
of Npart (left), or as a function of the midrapidity density (right), for various centrality estimators.
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As an example, the HIJING generator accounts for fluctua-
tions of the number of MPI per NN interaction via a NN overlap
function TNN(bNN), where bNN is the NN impact parameter, i.e.,
the impact parameter between the proton and each wounded
nucleon of the Pb nucleus. The probability for inelastic NN
collisions is given as one minus the probability to have no
interaction:

dσinel = πdb2
NN[1 − e−(σsoft+σhard)TNN(bNN)], (6)

where σsoft is the geometrical soft cross section of 57 mb [29]
related to the proton size and σhard is the energy-dependent
pQCD cross section for 2 → 2 parton scatterings. Further-
more, as in the clan model, there is a Poissonian probability

P (nhard) = ⟨nhard⟩nhard

nhard!
e−⟨nhard⟩ (7)

for multiple hard collisions with an average number deter-
mined by bNN:

⟨nhard⟩ = σhardTNN (bNN) . (8)

Hence, the biases on the multiplicity discussed above
correspond to a bias on the number of hard scatterings (nhard)
and ⟨bNN⟩ in the event. The latter correlates fluctuations
over large rapidity ranges (long-range correlations). As a
consequence, for peripheral (central) collisions we expect a
lower (higher) than average number of hard scatterings per
binary collision, corresponding to a nuclear modification factor
less than one (greater than one).

In general, the number of binary pN collisions, ⟨Ncoll⟩,
is used to scale the reference pp yields and obtain the
nuclear modification factor, which is used to quantify nuclear
matter effects. However, for centrality classes based on
multiplicity, owing to the bias induced by such selection,
hard processes do not simply scale with Ncoll but rather
with an effective number of collisions, obtained by scaling
the ⟨NGlauber

coll ⟩ by the number of hard scatterings per pN
collision: ⟨NGlauber

coll ⟩⟨nhard⟩pN/⟨nhard⟩pp. As discussed in the
HIJING example above, the number of hard scatterings per

pN collision is simulated in Monte Carlo models. In this
specific MC, even without bias, the total number of hard
scatterings deviates from simple Ncoll scaling due to energy
conservation at high Ncoll. Instead, with the objective to study
a baseline corresponding to an incoherent and unconstrained
superposition of nucleon-nucleon collisions, the PYTHIA [54]
event generator has been coupled to the p-Pb MC Glauber
calculation. For each MC Glauber event PYTHIA is used to
generate Ncoll independent pp collisions. In the following we
refer to this model as G-PYTHIA. In this model, the number
of hard scatterings per pN collision shows a strong deviation
from Ncoll scaling which is illustrated in Fig. 9 and resembles
the bias observed in Fig. 8.

B. Jet-veto bias

Additional kinematic biases exist for events containing
high-pT particles. These particles arise from the fragmentation
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FIG. 9. Number of hard scatterings [MSTI(31) in PYTHIA6] per
Ncoll as a function of the centrality calculated with a toy MC that
couples a pp PYTHIA6 calculation to a p-Pb Glauber MC (described
in the text).

064905-11

[9] ALICE Collaboration, Phys. Rev. C91, 064905 (2015) 



Run 1  
Pseudorapidity density of charged particles in p–Pb collisions at √sNN = 5.02 TeV [10] 
 

 

Densità di pseudorapidità in p-Pb 

Valentina Zaccolo - IFAE2017 13/14 

Pseudorapidity density in p–Pb collisions ALICE Collaboration

Fig. 2: Charged-particle pseudorapidity density at midrapidity normalized to the number of participants, calcu-
lated with the Glauber model, for p–Pb, p–Au and d–Au [8, 9] collisions as a function of

p
sNN, compared to

NSD [10–16], and inelastic [17–20] pp (pp) collisions, as well as central heavy-ion [20–31] collisions. The curves
µ s0.11

NN and s0.15
NN (from [29]) are superimposed on the NSD pp (pp) and central heavy-ion data, respectively, while

µ s0.10
NN (from [19]) on the inelastic pp (pp) data.

radius of 6.62± 0.06 fm and a skin depth of 0.546± 0.010 fm, a hard-sphere exclusion distance of
0.4± 0.4 fm for the lead nucleus, a radius of 0.6± 0.2 fm for the proton, and an inelastic nucleon–
nucleon cross section of 70± 5 mb. The latter is obtained by interpolating data at different centre-of-
mass energies [41] including measurements at 2.76 and 7 TeV [34, 42]. The number of participants for
minimum-bias events is found to be distributed with an average hNparti= 7.9 ± 0.6 and an r.m.s. width of
5.1. The uncertainty of 7.6% on hNparti is obtained by varying the parameters of the Glauber calculation
within the ranges mentioned above (as explained in Ref. [43]). Note that the number of participants
would increase by only 2.5% if normalized to NSD events in the Glauber calculation. Normalizing to
the number of participants gives (dNch/dhcms)/hNparti = 2.14 ± 0.17 (syst.). In Fig. 2, this value is
compared to measurements in p–Au and d–Au [8, 9] collisions, NSD [10–16], and inelastic [17–20]
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Rapidità centrale 
 
1.  Tracce globali 
TPC 
•  |η| < 0.9 
•  70 < punti ≤159  
ITS  
•  |η| < 1.3 
•  2 < punti ≤ 6 
"  informazione pT 

2.  Tracce SPD 
Solo SPD 
•  espandere la copertura 
a |η| < 2 
"  no informazione pT 
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Sub-rivelatori usati 

Rapidità in avanti 

1 

4 
3 

2 
5 
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Densità di pseudorapidità in pp 
Run 1  
Charged-particle multiplicities in proton–proton collisions at √s = 0.9 to 8 TeV [1] 
•  Tracce globali  
•  tre classi di eventi: INEL, INEL>0 (almeno una particella in |η|<1) e NSD (Non-Single-Diffr) 
•  Monte Carlo Monte Carlo tuned con: 
1) misure delle sezioni d’urto diffrattive  
2) distribuzione della massa diffrattiva 
 

18 
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Distribuzioni di molteplicità in pp 

19 

Charged–particle multiplicities in proton–proton collisions ALICE Collaboration

pseudorapidity interval than the low (Nch  20) multiplicity part as already noted in Section 9.5.
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Fig. 19: KNO-scaled distribution hNchiP(Nch) versus the KNO variable Nch/ hNchi at
p

s = 0.9, 2.76, 7 and
8 TeV, for three pseudorapidity intervals: |⌘| < 0.5 (top), 1.0 (middle) and 1.5 (bottom). In each case, ratios to the
distribution at

p
s = 0.9 TeV are shown, on the right-hand side parts of the figures. As Nch/ hNchi takes di↵erent

values at di↵erent centre-of-mass energies, ratios were obtained by interpolating the KNO-scaled distributions, and
uncertainties were taken from the nearest data point. Bands represent the total uncertainties.
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Chapter 4. Multiplicity of Charged-Particles

while for the lower limit

lim

W!1
�2

efi(0) ln
✓
2

r
Q2

+m2

W 2

◆
⇠ lim

W!1
2

efi(0)
✓
2 lnW � 2 ln

p
Q2

+m2

◆
⇠ (4.12)

⇠ lnW

Therefore, for W ! 1, the first part of the integral in equation (4.10) scales as lnW .

The second is slightly more complicated, it is possible to use the Lebesgue’s theo-
rem, which allows to bring the limit inside the integral, if a function is monotonically
increasing. This is the case, because efi(x) is limited, due to the energy conservation,
and so it is its derivative for only positive x. Therefore, with @ efi(x)/@x < C:

Z 1
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dx < (4.13)
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r
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Q2
+m2

W 2

◆
dx

and, for the limit in which W ! 1, it scales like ln 4 (as already calculated above).

It is possible then to conclude that

hNi / lnW / ln

p
s (4.14)

Koba–Nielsen–Olesen Scaling

Koba, Nielsen and Olesen demonstrated in 1972 [46] that Feynman’s scaling law im-
plies that the normalized multiplicity distribution keeps its form, independently of the
energy of the beam and just scales as ln s. This is found to be valid for energies up to
30 GeV.

The multiplicity distribution is defined as

Pn(s) =
�n(s)

�tot(s)
(4.15)

where �n(s) is the cross section for multiplicity n at center of mass energy
p
s. They

demonstrated that it has the form

Pn(s) =
1

hni 
✓

n

hni
◆

(4.16)

where  (n/hni) is an energy–independent function that can be different for differ-
ent particles and reaction types. Basically, the starting point is the same integral just
demonstrated for the Feynman scaling (4.10), but using q number of particles. There-
fore, the scaling function is of the form:

f (q)
(x1, Q1; . . . ;xq, Qq) =

1

�tot
E1 · . . . · Eq

d3�

d3p1 . . . d3pq
(4.17)

46

violazione 
KNO 
 

Procedura: 
1.  Unfolding: ricavare lo spettro primario delle particelle cariche  
•  minimizzazione χ2 o metodo  Bayesiano 
2.  Efficienza di Trigger e vertice Generatori tunati per la diffrazione [2]: PYTHIA 6 (Perugia 0) 

e PHOJET 
Run 1  
Charged-particle multiplicities  
in proton–proton collisions  
at √s = 0.9 to 8 TeV [1] 
 
•  Test scaling Koba-Nielen-Olesen  
(Nucl.Phys., vol. B40, 1972) 



Run 1  
Charged-particle multiplicity distributions over a wide pseudorapidity range in proton-
proton collisions with ALICE [3] 

•  SPD e FMD −3.4 < η < 5.0 
  
•  comparazione  
     con Monte Carlo 
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"  PHOJET  
tuned a √s = 0.9 TeV 
"  EPOS LHC 
"  PYTHIA 8 Monash 

0 50 100 150 200

)
ch

N
P(

5−10

4−10

3−10

2−10

1−10

1

10
ALICE Preliminary, INEL

 = 7 TeVspp, 

)1 10×| < 3.4 (η|

| < 2.0η|

PHOJET

PYTHIA 6 (Perugia 0)

PYTHIA 8 (Monash)

EPOS (LHC)

chN
0 50 100 150 200

| <
 2

.0
η|

1
2
3
40 50 100 150 200

| <
 3

.4
η|

1

2

3

4

R
at

io
s 

to
 M

C

0 20 40 60 80 100 120
)

ch
N

P(

4−10

3−10

2−10

1−10

1

10
ALICE Preliminary, INEL

 = 0.9 TeVspp, 

)1 10×| < 3.4 (η|

| < 2.0η|

PHOJET

PYTHIA 6 (Perugia 0)

PYTHIA 8 (Monash)

EPOS (LHC)

chN
0 20 40 60 80 100 120

| <
 2

.0
η|

1
2
3
40 20 40 60 80 100 120

| <
 3

.4
η|

1

2

3

4

R
at

io
s 

to
 M

C

Distribuzioni di molteplicità in pp 



1.  "IP-Glasma" initial conditions IP-Sat model with classical evolution of the glasma gluon 
fields. Contains fluctuations of color charge. 

Comparison with IP-Glasma Model 

[3] ALICE Collaboration, arXiv: 1512.05273 [nucl-ex] 
[11] B. Schenke, P. Tribedy, and R. Venugopalan, Phys.Rev. C89 no. 2, (2014) 024901 
[12] L. McLerran and P. Tribedy, arXiv: 1508.03292 [hep-ph] 
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green  no fluctuations of color charge [11] 
blue   includes Gaussian fluctuations [11] 
black includes asymmetric fluctuations [12] 
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2.  Armesto model [13] geometrical scaling model with no pre-thermal 
evolution of the produced gluons 
3.  EKRT model [14] 
•  dominance of minijets in high  
energy nuclear collisions 
•  saturation of gluon production   
•  no fluctuations of color charge 
4.  Several others (rcBK [16] ,  

 MC-KLN [16] …) 
Challenges:  
•  implementation of glasma 
•  distributions: additional fluctuations 
•  complications at forward rapidities 
 

Other saturation based models 
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