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Proton spin structure from DIS 
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•  Measured via longitudinal and transverse double spin asymmetries 
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! Virtual photoproduction asymmetries: 
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! DIS requires assumptions about triplet and octet axial charges 

•  First moment of polarized structure function g1: 
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! DIS requires assumptions about triplet and octet axial charges 

•  Assuming exact SU(3)f values from weak baryon decays  

•  First moment of polarized structure function g1: 
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•  Still much we don’t know about collinear helicity distributions! 

! Minimal information about sea and glue helicity from DIS 

Proton spin structure from DIS 
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•  Assuming ~20% SU(3)f symmetry breaking in value of a8 

•  How does semi-inclusive DIS affect the shape of Δs+?   

�s+ ⇠ �0.03± 0.03 C. Aidala et. al. Rev. Mod. Phys. 85 655 (2013) 

! More general: what can SIDIS tell us about sea quark contributions? 

N. Sato et. al. Phys. Rev. D94 114004 (2016) 

•  Still much we don’t know about collinear helicity distributions! 

! Minimal information about sea and glue helicity from DIS 

Proton spin structure from DIS 



Proton spin structure from SIDIS 
•  Measured via longitudinal double spin asymmetries 
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•  Polarized structure function at NLO defined in terms of 2-D convolution 

•  SIDIS allows separation of quark and anti-quark helicity distributions – however, 
valence is still the dominant contribution in most asymmetries  
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Proton spin structure from SIDIS 
•  Measured via longitudinal double spin asymmetries 
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Proton spin structure from SIDIS 
•  Measured via longitudinal double spin asymmetries 

9	

A

h
1 (x, z,Q

2) =
g

h
1 (x, z,Q

2)

F

h
1 (x, z,Q

2)

g

h
1 (x, z,Q

2) =
1

2

X

q

e

2
q

⇢
�q(x, µF )D

h
q (z, µFF ) +

↵s(µR)

2⇡

⇥
✓
�q ⌦�Cqq ⌦D

h
q +�q ⌦�Cgq ⌦D

h
g +�g ⌦�Cqg ⌦D

h
q

◆�

•  Polarized structure function at NLO defined in terms of 2-D convolution 

•  SIDIS allows separation of quark and anti-quark helicity distributions – however, 
valence is still the dominant contribution in most asymmetries  

small small 

gK
+

1,p ⇠ 4�uDK+

u +�s̄DK+

s̄

gK
�

1,p ⇠ 4�ūDK�
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Transverse spin structure from SIDIS 
•  Measured via Collins single spin asymmetries 
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Recent JAM Analyses 

First simultaneous extraction of spin-dependent parton distributions

and fragmentation functions from a global QCD analysis

J. J. Ethier,1, 2 Nobuo Sato,3 and W. Melnitchouk2

1
College of William and Mary, Williamsburg, Virginia 23187, USA

2
Je↵erson Lab, Newport News, Virginia 23606, USA

3
University of Connecticut, Storrs, Connecticut 06269, USA

Je↵erson Lab Angular Momentum (JAM) Collaboration

(Dated: October 4, 2017)

We perform the first global QCD analysis of polarized inclusive and semi-inclusive deep-inelastic
scattering and single-inclusive e+e� annihilation data, fitting simultaneously the parton distribution
and fragmentation functions using the iterative Monte Carlo method. Without imposing SU(3)
symmetry relations, we find the strange polarization to be very small, consistent with zero for both
inclusive and semi-inclusive data, which provides a resolution to the strange quark polarization
puzzle. The combined analysis also allows the direct extraction from data of the isovector and octet
axial charges, and is consistent with a small SU(2) flavor asymmetry in the polarized sea.

The decomposition of the proton’s spin into its quark
and gluon helicity and orbital angular momentum con-
tributions has been one of the defining problems that
has engaged the hadron physics community for the bet-
ter part of three decades [1]. Initial explanations of the
small fraction of the proton spin found to be carried by
quarks focused on a large gluonic contribution generated
through the axial anomaly [2], or a large negative polar-
ization of the strange quark sea. Subsequent experiments
failed to find compelling evidence to support either of
these scenarios, although recent results from RHIC have
provided the first clear indications for a nonzero gluon po-
larization, �g [3]. Complementing this has been a grow-
ing e↵ort to determine the quark and gluon orbital angu-
lar momentum components of the proton spin, through
measurements of generalized parton distributions in ex-
clusive processes [4]. Critical to all these endeavors is the
necessity to reliably extract from the experimental data
the fundamental parton distribution functions (PDFs)
that characterize the partons’ spin and momentum dis-
tributions through global QCD analysis.

Typically, global QCD analyses [5–11] of inclusive
deep-inelastic scattering (DIS) and other polarized data
extract spin-dependent PDFs using constraints from
weak baryon decays under the assumption of SU(3) fla-
vor symmetry. This puts significant restriction on the
first moment of the polarized strange PDF, with �s

+ ⌘
�s+ �s̄ ⇡ �0.1. Further assumptions about the behav-
ior of the PDFs at large parton momentum fractions x

induces a shape for �s

+(x) with magnitude peaking at
x ⇠ 0.1. With the inclusion of semi-inclusive DIS (SIDIS)
data, a strikingly di↵erent shape for the strange polariza-
tion emerges [10, 12], changing sign to become positive
at x ⇠ 0.1. This was found, however, to be strongly de-
pendent on the assumed s ! K fragmentation function
(FF), which enters in the calculation of the SIDIS cross
section [12, 13]. Ideally, an unambiguous determination
of the strange quark polarization requires a simultaneous

QCD analysis of both the PDFs and FFs.
In this paper we report on the first such analysis, using

data from inclusive and semi-inclusive DIS and single-
inclusive e

+
e

� annihilation (SIA) to simultaneously con-
strain the spin-dependent PDFs and ⇡

± and K

± FFs.
To avoid biasing the extraction of �s

+ by assumptions
about SU(3) symmetry, we allow for the combined data
sets to determine the octet axial charge directly. This is
not feasible in a DIS-only analysis, but becomes viable
with the flavor separation capability of SIDIS data. We
perform the analysis within the iterative Monte Carlo
(IMC) approach [5, 14], which avoids potential bias in
single-fit analyses introduced by fixing parameters not
well constrained by data, and allows a statistically rig-
orous determination of PDF and FF uncertainties by an
e�cient exploration of the parameter space.

In this first combined study of PDFs and FFs, which
is performed within collinear factorization at next-to-
leading order (NLO) in the MS scheme, and referred to
as “JAM17”, we simplify the analysis by placing cuts
on the DIS and SIDIS kinematics to avoid higher twist
contributions, with the four-momentum transfer squared
Q

2
> 1 GeV2 and hadronic final state mass squared

W

2
> 10 GeV2. The higher twists were extracted in a

previous IMC analysis [5], with a lower cut W > 2 GeV,
but did not significantly a↵ect the determination of the
leading twist PDFs.

The detailed expressions for DIS and SIA observables
can be found Refs. [5] and [14], respectively. For the
SIDIS data, the observables measured are the longitudi-
nal double spin asymmetries A
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•  Emphasis on SIDIS impact to sea quark helicity distributions 
•  SU(2) and SU(3) constraints used in DIS only analyses are released 
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First Monte Carlo global analysis of nucleon transversity with lattice QCD constraints

H.-W. Lin,1 W. Melnitchouk,2 A. Prokudin,2, 3 N. Sato,4 and H. Shows III5
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5
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We report on the first global QCD analysis of the quark transversity distributions in the nucleon
from semi-inclusive deep-inelastic scattering (SIDIS), using a new Monte Carlo method based on
nested sampling and constraints on the isovector tensor charge gT from lattice QCD. A simultaneous
fit to the available SIDIS Collins asymmetry data is compatible with gT values extracted from a
comprehensive reanalysis of existing lattice simulations, in contrast to previous analyses which found
significantly smaller gT values. The contributions to the nucleon tensor charge from u and d quarks
are found to be �u = 0.3(2) and �d = �0.7(2) at a scale Q2 = 2 GeV2.

Along with the unpolarized (f1) and helicity-
dependent (g1) parton distribution functions (PDFs), the
transversity distribution (h1) completes the full set of
quark PDFs that characterize the collinear structure of
the nucleon at leading twist. While considerable infor-
mation has been accumulated on the first two distribu-
tions from several decades of deep-inelastic scattering
(DIS) and other high-energy scattering experiments [1–
4], comparitively little is known about the transversity
PDFs. The transversity PDF, hq

1(x), gives the distribu-
tion of a transversely polarized quark q carrying a mo-
mentum fraction x in a transversely polarized nucleon,
and its lowest moment, �q ⌘ R 1

0 dx[hq
1(x) � hq̄

1(x)], gives
the nucleon’s tensor charge for quark q [5–11]. In addi-
tion to providing fundamental information on the quark
spin structure of the nucleon, the tensor charge also
plays an important role in constraining hadronic physics
backgrounds in probes of physics beyond the Standard
Model [12–14].

Compared with the chiral-even f1 and g1 PDFs,
the experimental exploration of the chiral-odd h1 is
considerably more involved, requiring the coupling of
the transversity distribution to another chiral-odd func-
tion [6]. Observables sensitive to transversity include the
Collins single-spin asymmetries in semi-inclusive deep-
inelastic scattering (SIDIS), where h1 couples to the
chiral-odd Collins fragmentation function (FF) H?

1 [15],
while two Collins FFs generate an azimuthal asymmetry
in two-hadron production in e+e� annihilation [16].

Several previous analyses have attempted to extract
the transverse momentum dependent (TMD) transver-
sity distributions, from both SIDIS and e+e� data.
Anselmino et al. [17–19] employed a factorized Gaussian
ansatz to relate the TMD distributions to the hq

1 PDFs,
while Kang et al. [20, 21] used in addition the TMD evo-
lution formalism [22]. In both cases the collinear hq

1(x)
was parametrized in terms of the sum of unpolarized and

helicity distributions at the initial scale. Working within
collinear factorization, Bacchetta et al. [23, 24] also ex-
tracted transversity PDFs from pion-pair production in
SIDIS using dihadron FFs from e+e� data. These anal-
yses gave values for the isovector moment gT ⌘ �u � �d
in the range 0.5–1, with sizeable (30%–50%) uncertain-
ties. In all these studies, the experimental coverage was
restricted to the region 0.02 . x . 0.3, so that the de-
termination of the full moment required extrapolation
outside the measured region.

Complementing the challenging empirical extractions
of transversity, first-principles lattice QCD calculations
can provide additional information on the nucleon trans-
verse spin structure. While recent breakthroughs in
quasi-PDFs have allowed the first direct lattice computa-
tions of the x dependence of transversity [25, 26], calcu-
lations of moments of the isovector hq

1 PDF are more de-
veloped, with a number of simulations of gT having been
performed [27–33] at physical pion masses and with mul-
tiple lattice spacings and volumes to control lattice arti-
facts. No significant contamination from excited states
has been observed, along with very mild volume and lat-
tice spacing dependence, making gT a “golden” channel
in lattice nucleon structure studies. Curiously, however,
all the simulations give values of gT close to unity, in
contrast to the phenomenological values, which are gener-
ally smaller [10, 21]. This prompts the question whether
the systematic di↵erences between the lattice and phe-
nomenological results suggest a real tension between the
two. From the uncertainties found by Kang et al. [21], for
example, one would conclude that, after inclusion of data
from the future SoLID experiment at Je↵erson Lab [10],
the phenomenological values of gT would be incompatible
with lattice at more than 5� CL.

In this paper we address the question of whether
the experimental data on transversity are compatible
with the lattice gT results — whether there indeed is a
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JAM Fitting Methodology 
•  Based on Bayesian statistical methods – robust determination of “observables” O 

(PDFs,FFs,etc.) and their uncertainties 

E [O] =

Z
dnaP(~a|data)O(~a)

V [O] =

Z
dnaP(~a|data)⇥O(~a)� E[O]

⇤2

•  Bayes’ theorem defines probability      as P
P(~a|data) = 1

Z
L(data|~a)⇡(~a)
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P(~a|data) = 1

Z
L(data|~a)⇡(~a)

Likelihood	func8on	

L = exp

✓
�1

2

�2
(~a)

◆
! Gaussian form in data with �2 =

N
expX

e

N
dataX

i

(De
i � Ti)2

(�e
i )

2



15	

JAM Fitting Methodology 

E [O] =

Z
dnaP(~a|data)O(~a)

V [O] =

Z
dnaP(~a|data)⇥O(~a)� E[O]

⇤2

•  Bayes’ theorem defines probability      as P
P(~a|data) = 1

Z
L(data|~a)⇡(~a)

“Evidence”	 Z =

Z
dnaL(data|~a)⇡(~a)

Priors	

•  Based on Bayesian statistical methods – robust determination of “observables” O 
(PDFs,FFs,etc.) and their uncertainties 
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JAM Fitting Methodology 
•  Based on Bayesian statistical methods – robust determination of “observables” O 

(PDFs,FFs,etc.) and their uncertainties 

E [O] =

Z
dnaP(~a|data)O(~a)

V [O] =

Z
dnaP(~a|data)⇥O(~a)� E[O]

⇤2

•  Bayes’ theorem defines probability      as P
P(~a|data) = 1

Z
L(data|~a)⇡(~a)

•  JAM uses Monte Carlo techniques to evaluate expectation value and variance 
integrals 

! samples parameter space and assigns weights wk to each parameter ak such 
that 

E[O(~a)] =
X

k

wkO(~ak) V [O(~a)] =
X

k

wk(O (~ak)� E[O])2
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Iterative Monte Carlo (IMC) (Used in JAM17 combined analysis) 

! Data is partitioned for cross-validation 
– training set is fitted via chi-square 
minimization 

! Samples wide region of parameter 
space 

! Posteriors sent through sampler – 
Kernel density estimation (KDE): 
estimates the multi-dimensional 
probability density function of the 
parameters 

! Procedure iterated until converged 

E[O] =
1

n

nX

k=1

O(ak)

V[O] =
1

n

nX

k=1

(O(ak)� E[O])2
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Nested Sampling (Used in JAM transversity analysis) 

•  Sta8s8cal	mapping	of	mul8dimensional	integral	to	1-D	

Z =

Z
dnaL(data|~a)⇡(~a) =

Z 1

0
dXL(X)

where	the	prior	volume		dX = ⇡(~a)dna

Feroz et al. arXiv:1306.2144 
[astro-ph]  

•  Algorithm: 

L1 L2

L3

L4

. .

.

.

(a)

.

L1

L2

L3

L4

X1

.

.

.

.

X2X3X4

(b)

Figure 1: Cartoon illustrating (a) the posterior of a two dimensional problem; and (b) the trans-
formed L(X) function where the prior volumes, Xi, are associated with each likelihood, Li.

be recovered by integration over its survival function (a result evident from integration by parts)
we have (unconditionally):

Z =

Z 1

0

X(�)d�. (5)

When L(X), the inverse of X(�), exists (i.e., when L(⇥) is a continuous function with connected
support; Chopin and Robert 2010) the evidence integral may thus be further rearranged as:

Z =

Z
1

0

L(X)dX. (6)

Indeed, if L(X) were known exactly (and Riemann integrable1), by evaluating the likelihoods,
Li = L(Xi), for a deterministic sequence of X values,

0 < XN < · · · < X
2

< X
1

< X
0

= 1, (7)

as shown schematically in Fig. 1, the evidence could in principle be approximated numerically
using only standard quadrature methods as follows:

Z ⇡ ˆZ =

NX

i=1

Liwi, (8)

where the weights, wi, for the simple trapezium rule are given by wi =
1

2

(Xi�1

�Xi+1

). With L(X)

typically unknown, however, we must turn to MC methods for the probabilistic association of prior
volumes, Xi, with likelihood contours, Li = L(Xi), in our computational evidence estimation.

3.1 Evidence estimation

Under the default nested sampling algorithm the summation in Eq. (8) is performed as follows.
First N

live

‘live’ points are drawn from the prior, ⇡(⇥), and the initial prior volume, X
0

, is set to
1We give a brief measure-theoretic formulation of NS in Appendix C.

4

L1 L2

L3

L4

. .

.

.

(a)

.

L1

L2

L3

L4

X1

.

.

.

.

X2X3X4

(b)

Figure 1: Cartoon illustrating (a) the posterior of a two dimensional problem; and (b) the trans-
formed L(X) function where the prior volumes, Xi, are associated with each likelihood, Li.

be recovered by integration over its survival function (a result evident from integration by parts)
we have (unconditionally):

Z =

Z 1

0

X(�)d�. (5)

When L(X), the inverse of X(�), exists (i.e., when L(⇥) is a continuous function with connected
support; Chopin and Robert 2010) the evidence integral may thus be further rearranged as:

Z =

Z
1

0

L(X)dX. (6)

Indeed, if L(X) were known exactly (and Riemann integrable1), by evaluating the likelihoods,
Li = L(Xi), for a deterministic sequence of X values,

0 < XN < · · · < X
2

< X
1

< X
0

= 1, (7)

as shown schematically in Fig. 1, the evidence could in principle be approximated numerically
using only standard quadrature methods as follows:

Z ⇡ ˆZ =

NX

i=1

Liwi, (8)

where the weights, wi, for the simple trapezium rule are given by wi =
1

2

(Xi�1

�Xi+1

). With L(X)

typically unknown, however, we must turn to MC methods for the probabilistic association of prior
volumes, Xi, with likelihood contours, Li = L(Xi), in our computational evidence estimation.

3.1 Evidence estimation

Under the default nested sampling algorithm the summation in Eq. (8) is performed as follows.
First N

live

‘live’ points are drawn from the prior, ⇡(⇥), and the initial prior volume, X
0

, is set to
1We give a brief measure-theoretic formulation of NS in Appendix C.

4

! Initialize X0 = 1, L = 0 and choose N active points X1, X2, …, XN from prior 
! For each iteration, sample new point and remove lowest Li, replacing with 
point such that L is monotonically increasing    

! Repeat until entire parameter space has been explored 

Zi ⇠
X

i

Liwi

wi =
1

2
(Xi�1 �Xi+1)where		
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Polarized PDF Distributions 

•  Δu+ consistent with previous 
analysis 

0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

0.3

0.4 x�u+

JAM17

JAM15

0 0.2 0.4 0.6 0.8 1

�0.15

�0.10

�0.05

0 x�d+

0.4 0.810�3 10�2 10�1

�0.04

�0.02

0

0.02

0.04 x(�ū + �d̄)

DSSV09

0.4 0.810�3 10�2 10�1

�0.04

�0.02

0

0.02

0.04

x(�ū � �d̄)

0.01 0.1 0.5x
0

0.2

0.4

0.6

A⇡�
1p

JAM17

�q̄ = 0

COMPASS

Q2 = 1GeV2 •  Δd+ slightly larger in 
magnitude 

! Anti-correlation with ∆s+, 
which is less negative than 
JAM15 at x ~ 0.2 

•  Isoscalar sea distribution consistent with zero 

•  Isovector sea slightly prefers positive shape at 
low x 

! Non-zero asymmetry given by small 
contributions from SIDIS asymmetries 
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Strange polarization 

0.4 0.8
x

10�3 10�2 10�1

�0.04

�0.02

0

0.02

0.04
x�s+ JAM17 + SU(3)

DSSV09

JAM15

0.03 0.1 0.2 0.5x
�0.2

0

0.2

0.4

0.6

0.8

AK�
1d

JAM17

�s+ < 0

HERMES

•  Δs+ distribution consistent with zero, 
slightly positive in intermediate x range 

•  Primarily influenced by HERMES K- 
data from deuterium target 
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Strange polarization 

0.4 0.8
x

10�3 10�2 10�1

�0.04

�0.02

0

0.02

0.04
x�s+ JAM17 + SU(3)

DSSV09

JAM15

0.03 0.1 0.2 0.5x
�0.2

0

0.2

0.4

0.6

0.8

AK�
1d

JAM17

�s+ < 0

HERMES

Why does DIS+SU(3) give large negative ∆s+?  

•  Low x DIS deuterium data from 
COMPASS prefers small negative Δs+ 

•  Needs to be more negative in 
intermediate region to satisfy SU(3) 
constraint  

•  Δs+ distribution consistent with zero, 
slightly positive in intermediate x range 

•  Primarily influenced by HERMES K- 
data from deuterium target 

•  Large-x shape parameter for ∆s+ 
typically fixed, producing a peak at 
x~0.1  
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Helicity Analysis - Moments 
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d a3 SU(2)
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a8 SU(3)
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N
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d

�⌃

�0.2 0 0.2

�ū �d̄�

Confirmation of SU(2) symmetry to ~2% 

~20% SU(3) breaking ± ~20%; large uncertainty  

•  Need better determination of Δs+ moment to reduce a8 uncertainty! 

gA = 1.24± 0.04

a8 = 0.46± 0.21

�s+ = �0.03± 0.09
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Transversity Analysis - Tensor charge 

0 0.2 0.4
�u

–1.2

–0.8

–0.4

0

�
d SIDIS

SIDIS+lattice

(a)

0 0.5 1 gT

0
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rm

a
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d
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ie

ld (b)SIDIS+lattice

SIDIS

�q =

Z 1

0
dx

�
h

q
1 � h

q̄
1

�
gT ⌘ �u� �dIsovector moment:  

•  Significant reduction of peak widths with lattice input 

Lin	et	al	analysis:	 Kang	et	al:	

�u = 0.3(3) ! 0.3(2)

�d = �0.6(5) ! �0.7(2)

gT = 0.9(8) ! 1.0(1)

2 GeV2 
�u = 0.39(11)

�d = �0.22(14)

gT = 0.61(25)

10	GeV2	

H.-W. Lin et al. arXiv:1710.09858 

glattT = 1.01(6)
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Transversity distributions 

0 0.2 0.4 0.6 x
–3

–2

–1

0

1 hu
1

hd
1

0.2 0.4 0.6 z
–0.4

–0.2

0

0.2

0.4 zH?(1)
1(fav)

zH?(1)
1(unf)

•  Distributions computed at 2 GeV2 – yellow bands indicate SIDIS only fit, colored 
are SIDIS + Lattice fit 

•  Significant reduction of uncertainties with Lattice data 

•  Larger |h1| for down flavor w.r.t up comes from larger π –  asymmetry 

•  Fitted anti-quark distributions consistent with zero 

H.-W. Lin et al. arXiv:1710.09858 
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Summary and Outlook 

! Difficult to determine a8 with DIS+SIDIS, but results confirm SU(2) 
symmetry to ~2% 

•  JAM extraction of helicity distributions from DIS+SIDIS resolves strange 
polarization puzzle 

! Large uncertainties on sea distributions – need to include other 
observables sensitive to sea (W production) 

•  Monte Carlo statistical methods important for rigorous determination of non-
perturbative functions and their uncertainties   

! Will be needed in future global analyses that contain large data sets and 
require many fit parameters (TMDs, GPDs) 

•  JAM extraction of transversity distributions first to use Monte Carlo fitting 
methodology – shows compatibility between SIDIS data and lattice results 

! Significant reduction of uncertainties with lattice input 
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Parameterizations and Chi-square 

•  Chi-squared definition: 

�2(a) =
X

e

2

4
X

i

 
D(e)

i N (e)
i � T (e)

i (a)

↵(e)
i N (e)

i

!2

+
X

k

⇣
r(e)k

⌘2
3

5+
X

`

✓
a(`) � µ(`)

�(`)

◆2

•  PDFs: n = 1  

•  FFs: n = 2, c = 0 Favored: Dh
q+ = T(z;a) + T(z;a0

)

Unfavored: Dh
q+,g = T(z;a)

Pions: Kaons: 

DK+

s = T(z;a)

DK+

ū = DK+

d =
1

2
DK+

d+

D⇡+

s = D⇡+

s̄ =
1

2
D⇡+

s+

D⇡+

ū = D⇡+
d = T(z;a)

T(x;a) =
M x

a(1� x)b(1 + c

p
x)

B(n+ a, 1 + b) + cB(n+ 1
2 + a, 1 + b)

Template function: 

�q

+
,�q̄,�g = T(x;a)
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Parameterizations and Chi-square 

•  Chi-squared definition: 

�2(a) =
X

e

2

4
X

i

 
D(e)

i N (e)
i � T (e)

i (a)

↵(e)
i N (e)

i

!2

+
X

k

⇣
r(e)k

⌘2
3

5+
X

`

✓
a(`) � µ(`)

�(`)

◆2

•  PDFs: n = 1  

•  FFs: n = 2, c = 0 Favored: Dh
q+ = T(z;a) + T(z;a0

)

Unfavored: Dh
q+,g = T(z;a)

Pions: Kaons: 

DK+

s = T(z;a)

DK+

ū = DK+

d =
1

2
DK+

d+

D⇡+

s = D⇡+

s̄ =
1

2
D⇡+

s+

D⇡+

ū = D⇡+
d = T(z;a)

T(x;a) =
M x

a(1� x)b(1 + c

p
x)

B(n+ a, 1 + b) + cB(n+ 1
2 + a, 1 + b)

Template function: 

�q

+
,�q̄,�g = T(x;a)

Penalty for fitting normalizations 
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Parameterizations and Chi-square 

•  Chi-squared definition: 

�2(a) =
X

e

2

4
X

i

 
D(e)
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•  PDFs: n = 1  

•  FFs: n = 2, c = 0 Favored: Dh
q+ = T(z;a) + T(z;a0

)

Unfavored: Dh
q+,g = T(z;a)

Pions: Kaons: 

DK+

s = T(z;a)

DK+

ū = DK+

d =
1

2
DK+

d+

D⇡+

s = D⇡+

s̄ =
1

2
D⇡+
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ū = D⇡+
d = T(z;a)

T(x;a) =
M x

a(1� x)b(1 + c

p
x)

B(n+ a, 1 + b) + cB(n+ 1
2 + a, 1 + b)

Template function: 

�q

+
,�q̄,�g = T(x;a)

Modified likelihood to include prior information 
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Data vs Theory – SIDIS 
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process target Ndat �2

DIS p, d, 3He 854 854.8
SIA (⇡±,K±) 850 997.1
SIDIS (⇡±)
HERMES d 18 28.1
HERMES p 18 14.2
COMPASS d 20 8.0
COMPASS p 24 18.2

SIDIS (K±)
HERMES d 27 18.3
COMPASS d 20 18.7
COMPASS p 24 12.3

Total: 1855 1969.7

Good agreement with all SIDIS data! 
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1 =

gh1
Fh
1
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Moments 

Slightly larger central value than previous 
analyses, but consistent within uncertainty �⌃ = 0.36± 0.09

�ū��d̄ = 0.05± 0.08
Preference for slightly positive 
sea asymmetry; not very well 
constrained by SIDIS 
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Transversity Parameterizations 

f

q(x, k2?) = f

q(x)Gq
f (k

2
?)

Factorized	form:	

fq
= fq

1 or hq
1

Gq
f (k

2
?) =

1

⇡hk2?i
q
f

exp

"
� k2?
hk2?i

q
f

#where	

Similarly	for	the	TMD	FFs:	

Dh/q
1 (z, p2?) = Dh/q

1 (z) Gh/q
D1

(p2?)

H
?h/q
1 (z, p?) =

2z2m2
h

hp2?i
h/q

H?
1

H
?(1)
1h/q(z) G

h/q

H?
1
(p2?)
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Data vs Theory – Single Spin Asymmetries 
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H.-W. Lin et al. arXiv:1710.09858 


