
Drell-Yan lepton angular 
dependencies at the LHC

D. Bachas1 on behalf of the ATLAS, CMS and LHCb 
collaborations 

1INFN Lecce 

Transversity 2017 at Frascati 
December 13, 2017



December 13, 2017

Outline
• Angular coefficients in Z-boson events 

• ATLAS (JHEP08(2016)159) 
• CMS (Phys. Lett. B 750 (2015) 154) 

• φ* measurement 
• ATLAS: (Eur. Phys. J. C 76(5), 1-61 (2016) ) 
• CMS:  arXiv:1710.07955(CMS-SMP-17-002),  (CMS PAS 

SMP-15-011) 

• LHCb: (JHEP 09 (2016) 136 ), JHEP01(2016)155, 
JHEP05(2015)109, JHEP08(2015)039, JHEP02(2013)106 

• Measurement of AFB and sin2θW
eff 

• ATLAS: (JHEP 09 (2015) 049 ),arXiv:1710.05167v1  

• CMS: (CMS PAS SMP-16-007) 
• LHCb: (JHEP 1511(2015) 190)
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Introduction
• The Drell Yan process denotes the: “Massive lepton pair production in 

hadron-hadron collisions at high energies” ( Phys. Rev.Lett.25, 316 
(1970) ) 

• The Drell-Yan mechanism was proposed and observed in 1970. It was a 
milestone in the building of QCD as the theory of the strong interaction 

• In 1983 lead to the discovery of W and Z bosons, which confirmed the 
theory of the electroweak unification  

• After ~47 years, is this process still of interest and what can we learn 
from it? 

3

Stefano Camarda 3

Introduction
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in 1970. It was a milestone in the building of QCD as 
the theory of the strong interation

In 1983 lead to the discovery of W and Z bosons, which 
confirmed the theory of the electroweak unification

Phys. Rev.Lett.25, 316 (1970)

After 45 years, why is this 
process still of interest and 
what can we learn from it?

Phys. Rev. Lett. 25 (1970) 1523

Phys.Rev.Lett. 25 (1970) 316-320 
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Motivation

• The Drell-Yan process at the LHC nowadays allows: 
• Stress testing of the factorization theorem at higher 

energies  
• Probing the proton PDFs, by e.g providing valuable 

information on the d-valence PDF and unique 
information of the light sea decomposition 

• Measuring fundamental electroweak parameters 
• Searching for new physics in high dilepton mass final 

states 

4
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Angular coefficients in Z-boson events
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Angular distributions of charged lepton pairs in Drell–Yan

• Angular distributions provide a way to study the 
D-Y QCD production dynamics through spin 
correlation effects between the initial-state 
partons and the final-state leptons  

• mediated by a spin- 1 intermediate state, 
predominantly the Z boson. 

• Define lepton polar and azimuthal angular 
variables (cosθ and φ) in Collins-Soper frame 

• The full five-dimensional differential cross-section 
can be decomposed as a sum of 9 harmonic 
polynomials Pi(cosθ,φ) multiplied by 
corresponding helicity cross-sections that 
depend on pTZ,yZ,mZ 

• factorize out the unpolarized cross-section(σU+L) 
• dimensionless angular coefficients 

A0−7(pTZ,yZ,mZ): ratios of helicity cross-sections 
with respect to the unpolarized one
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Z-boson angular coefficients at 8 TeV

The angular coefficients are ratios of helicity cross sections

Coefficients defined in the 
Collins-Soper frame

pp ! Z/�⇤ +X ! l+l� +X

Kristof Schmieden Lowx 2016 - Gyöngyös, Hungary

A bit of Theory
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1. Introduction56

The angular distributions of charged lepton pairs produced in hadron-hadron collisions via the Drell-Yan57

neutral current process provide a portal to precise measurements of the production dynamics through58

spin correlation e�ects between the initial-state partons and the final-state leptons mediated by a spin-59

1 intermediate state, predominantly the Z-boson. In the Z-boson rest frame, a plane spanned by the60

directions of the incoming protons can be defined, e.g. using the Collins-Soper (CS) reference frame [1].61

This provides a reference for the lepton polar and azimuthal angular variables, denoted as cos ✓ and �62

in the following formalism. The spin correlations are described by a set of nine helicity density matrix63

elements, which can be calculated within the context of the parton model using perturbative quantum64

chromodynamics (QCD). The theoretical formalism is elaborated in Refs. [2–5].65

The full five-dimensional di�erential cross-section describing the kinematics of the two Born-level leptons66

from the Z-boson decay can be decomposed as a sum of nine harmonic polynomials, which depend67

on cos ✓ and �, multiplied by corresponding helicity cross-sections that depend on the Z-boson transverse68

momentum (pZ
T ), rapidity (yZ ), and invariant mass (mZ ). It is a standard convention to factorise out69

the unpolarised cross-section, denoted in the literature as �U+L , and to present the five-dimensional70

di�erential cross-section as an expansion into nine harmonic polynomials Pi (cos ✓, �) and dimensionless71

angular coe�cients A0�7(pZ
T , y

Z,mZ ), which represent ratios of helicity cross-sections with respect to the72

unpolarised one, �U+L , as explained in detail in Appendix A:73

d�
dpZ

T dyZ dmZ d cos ✓ d�
=

3
16⇡

d�U+L

dpZ
T dyZ dmZ

⇢
(1 + cos2 ✓) +

1
2

A0(1 � 3 cos2 ✓) + A1 sin 2✓ cos � (1)

+
1
2

A2 sin2 ✓ cos 2� + A3 sin ✓ cos � + A4 cos ✓

+A5 sin2 ✓ sin 2� + A6 sin 2✓ sin � + A7 sin ✓ sin �
�
.

The dependence of the di�erential cross-section on cos ✓ and � is thus completely manifest analytically.74

In contrast, the dependence on pZ
T , yZ , and mZ is entirely contained in the Ai coe�cients and �U+L .75

Therefore, all hadronic dynamics from the production mechanism are described implicitly within the76

structure of the Ai coe�cients, and are factorised from the decay kinematics in the Z-boson rest frame.77

This allows the measurement precision to be essentially insensitive to all uncertainties on QCD, quantum78

electrodynamics (QED), and electroweak (EW) e�ects related to Z-boson production and decay. In79

particular, EW corrections that couple the initial-state quarks to the final-state leptons have a negligible80

impact (below 0.05%) at the Z-boson pole. This has been shown for the LEP precision measurements [6,81

7], when calculating the interference between initial-state and final-state QED radiation.82

When integrating over cos ✓ or �, the information about the A1 and A6 coe�cients is lost, so both angles83

must be explicitly used to extract the full set of eight coe�cients. Integrating Eq. 1 over cos ✓ yields:84

d�
dpZ

T dyZ dmZ d�
=

1
2⇡

d�U+L

dpZ
T dyZ dmZ

(
1 + 1

4
A2 cos 2� + 3⇡

16
A3 cos � + 1

2
A5 sin 2� + 3⇡

16
A7 sin �

)
,

(2)
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Angular distributions parametrized by coefficients Ai 
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Angular coefficients
• All hadronic dynamics from the production 

mechanism are described implicitly within the 
structure of the Ai coeffcients. 

• They are extracted from the shapes of the angular 
distributions 

• The weighted average of angular distributions with 
respect to some polynomial isolates an average reference 
value or moment of its corresponding Ai 

• At LO in QCD: only A4 is non-zero.  

• At NLO in QCD:  A0−A3 also become non-zero  

• At NNLO: A5,6,7 are expected to become non-zero, 
while remaining small 

• they arise from gluon loops that are included in the 
calculations. 

• The Lam–Tung relation predicts A0 − A2 = 0 is expected 
to hold up to O(αs), but can be violated at higher orders. 

• A3 and A4 depend on the product of vector and 
axial couplings to quarks and leptons, and are 
sensitive to the Weinberg angle sin2θW.

7

< 1 + cos

2 ✓ >
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A bit of Theory
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•  Ai are the ratios of the helicity cross-sections for Z/γ* relative to 
unpolarized productions 

•  Ai can be extracted from generated MC events: 

DIS2016, DESY, Hamburg 

P cosθ,φ( ) =
P(cosθ,φ)dσ (cosθ,φ)dcosθ dφ∫

dσ (cosθ,φ)dcosθ dφ∫
<
1
2
(1−3cos2θ )>= 3

20
(A0 −

2
3
)

< sin2θ cosφ >= 1
5
A1

< sin2θ cos2φ >= 1
10

A2

< sinθ cosφ >= 1
4
A3

< cosθ >= 1
4
A4

< sin2θ sin2φ >= 1
5
A5

< sin2θ sinφ >= 1
5
A6

< sinθ sinφ >= 1
4
A7

Theoretical prediction: A
i
 measurements 
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< sinθ sinφ >= 1
4
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Theoretical prediction: A
i
 measurements 

longitudinal polarization

product of v-a couplings, sensitive to Weinberg angle

interference term: 
longitudinal / transverse

transverse polarization

Predicted to be 0 @ NLO

Non zero contributions @ NNLO for large pT(Z)

Orthogonal polynomials used to 
parametrize angular distribution: Ai are neither input to theory 

calculations, nor simulations! 

8/3 * forward backward asymmetry AFB, sensitive to Weinberg angle
non-zero already at LO qq̄ ! Z/�⇤ ! l+l�

normalization of unpolarized cross section, also applied to all other P
< 1 + cos

2 ✓ >
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Analysis Selection
• Data at √s=8 TeV, 20.3 fb-1 

• Measure all Ai (A0-A7) 
• Measurement performed in 3 

independent channels  
• Muons: central central (CC) 
• Electrons: central central (CC) 

• Electrons: central forward (CF) 

• Fiducial volume: 
• CC and μμ: pt>25 GeV, |η| < 2.4 
• CF: pt>20 GeV, 2.5 < |η| < 4.9 

• OS dileptons 80 < Mll <100 GeV 

• Backgrounds: 
• EW & ttbar from simulation  

• Multi-jet: data driven 

• Binning scheme 
• |y|= [0, 1.0, 2.0, 3.5] 
• pT

Z = [0, 2.5, 5, 8, 11.4, 14.9, 18.5, 22, 25.5, 
29, 32.6, 36.4, 40.4, 44.9, 50.2, 56.4, 63.9, 
73.4, 85.4, 105, 132, 173, 253, 600]

8

• Data at √s=8 TeV, 19.7 fb-1 

• Measure A0-A4 

• Measurement performed in the muon 
channel 

• Fiducial volume: 

• μ(μ): pt>25(10) GeV, |η| < 2.1(2.4) 

• OS dimuons 81 < Mll <101 GeV 

• Backgrounds: 

• EW & ttbar from data  

• Multi-jet: data driven 

• Binning scheme 

• |y|= [0, 1.0, 2.1] 

• pT
Z= [0.0, 10, 20, 35, 55, 80, 120, 200, inf]

ATLAS CMS
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Methodology
• Similar methodology is applied to both ATLAS and CMS 

• The coefficients are extracted from the data by fitting templates of 
the Pi polynomial terms to the reconstructed angular distributions.  

• Each template is normalized by free parameters for its 
corresponding coefficient Ai, (plus a common parameter for the 
unpolarized cross-section) 
• Defined independently in each bin of pT

Z 

• Ai extracted from fit 

• Fit implemented as maximum likelihood fit  
• Nuisance parameter for each systematic uncertainty  

• Background templates included
9

Angular distributions sculpted 
by fiducial acceptance selection 

Templates of the Pi terms 
account for this (MC models the 

acceptance, efficiency, and 
migrations)
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Angular coefficients in Z-boson events, 8 TeV - A0

• ATLAS: NNLO perturbative QCD predictions (DYNNLO) are in good agreement with the data for A0 

• CMS: Madgraph and FEWZ(NNLO) agree better with data than Powheg(NLO)

10

0<yz<1

1<yz<2

0<yz<3.5

0<yz<3.5
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Angular coefficients in Z-boson events, 8 TeV - A2

• A2 in data rises more slowly as pT
Z increases than in the calculations 

• Some disagreement at very low and at high pt between NNLO perturbative QCD 
predictions and data for A2

11

0<yz<1

1<yz<2

0<yz<3.5

0<yz<3.5
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Angular coefficients in Z-boson events, 8 TeV - A0-A2

12

0<yz<1

1<yz<2

0<yz<3.5

0<yz<3.5

• Violation of the Lam–Tung relation (A0 = A2) anticipated by QCD calculations 
beyond LO 

• Significant deviation from NNLO calculations is observed for A0-A2
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Angular coefficients in Z-boson events, 8 TeV - A3,A4

• NNLO perturbative QCD predictions are in good agreement with 
the data for A3,A4

13

0<yz<1 1<yz<20<yz<3.5
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Angular coefficients in Z-boson events, 8 TeV - A5, A6, A7 

• ATLAS measured the A5, A6, 
A7 coefficients for the first time 

• Evidence at the 3σ level is 
found for non-zero A5,6,7 
coefficients 
• consistent with expectations 

from DYNNLO at O(α2s ). 

14

0<yz<3.5

0<yz<3.5 0<yz<3.5
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φ* measurement

15
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φ* measurement
• Measurements of pT

𝓁𝓁 require a precise understanding of the pT 
calibration and resolution of the final-state leptons.  
• Associated systematic uncertainties affect the resolution and limit the 

ultimate precision of the measurements, particularly at low-pT  

• To minimize the impact of these uncertainties, the φ* was 
introduced as an alternative probe of pT

𝓁𝓁 

• φ* probes the same physics! 

• depends exclusively on angular measurements of the leptons.  
• φ* is correlated to pT

𝓁𝓁/M 

• Better resolution than pT in particular for low-pT values
16

1 Introduction

In high-energy hadron–hadron collisions the vector bosons W and Z/�⇤ are produced via quark–antiquark
annihilation, and may be observed with very small backgrounds in their leptonic decay modes. The
vector bosons may have non-zero momentum transverse to the beam direction p(W,Z)

T due to the emission
of quarks and gluons from the initial-state partons as well as to the intrinsic transverse momentum of
the initial-state partons in the proton. Phenomenologically, the spectrum at low p(W,Z)

T can be described
using soft-gluon resummation [1] together with a non-perturbative contribution from the parton intrinsic
transverse momentum. At high p(W,Z)

T the spectrum may be described by fixed-order perturbative QCD
predictions [2–4]. Parton-shower models [5, 6] may be used to compensate for missing higher-order
corrections in the fixed-order QCD predictions.

Measurements of p(W,Z)
T thus test several aspects of QCD. The correct modelling of p(W,Z)

T is also important
in many physics analyses at the LHC for which the production of W and/or Z bosons constitutes a back-
ground. Moreover, it is a crucial ingredient for a precise measurement of the W-boson mass, at both the
LHC and the Tevatron. Measurements of the dependence of p(W,Z)

T on the boson rapidity [7] are sensitive
to the gluon distribution function of the proton [8]. High-precision measurements at large values of p(W,Z)

T
could be sensitive to electroweak (EW) corrections [9].

Drell–Yan events with final states including e+e� or µ+µ� (‘Drell–Yan lepton pairs’) allow the transverse
momentum p``T of Z/�⇤ bosons to be measured with greater precision than is possible in the case of W
bosons, because of the unobserved neutrino produced in W leptonic decays. Measurements of p``T for
lepton-pair masses, m``, around the Z-boson mass peak have been made by the CDF Collaboration [10]
and the D0 Collaboration [11–13] at the Tevatron, and the ATLAS Collaboration [14, 15], the CMS
Collaboration [16, 17] and the LHCb Collaboration [18–20] at the LHC. Measurements of p``T require a
precise understanding of the transverse momentum pT calibration and resolution of the final-state leptons.
Associated systematic uncertainties a↵ect the resolution in p``T and limit the ultimate precision of the
measurements, particularly in the low-p``T domain. To minimise the impact of these uncertainties, the �⇤⌘
observable was introduced [21] as an alternative probe of p``T . It is defined as

�⇤⌘ = tan
 
⇡ � ��

2

!
· sin(✓⇤⌘) , (1)

where �� is the azimuthal angle in radians between the two leptons. The angle ✓⇤⌘ is a measure of the
scattering angle of the leptons with respect to the proton beam direction in the rest frame of the dilepton
system and is defined by cos(✓⇤⌘) = tanh[(⌘� � ⌘+)/2], where ⌘� and ⌘+ are the pseudorapidities of the
negatively and positively charged lepton, respectively [21]. Therefore, �⇤⌘ depends exclusively on the
directions of the two leptons, which are more precisely measured than their momenta. Measurements of
�⇤⌘ for m`` around the Z-boson mass peak were first made by the D0 Collaboration [22] at the Tevatron
and subsequently by the ATLAS Collaboration [23] for

p
s = 7 TeV and the LHCb Collaboration forp

s = 7 TeV [18, 19] and 8 TeV [20] at the LHC. First measurements of �⇤⌘ for ranges of m`` above and
below the Z-boson mass peak were recently presented by the D0 Collaboration [24].

Measurements are presented here of �⇤⌘ and p``T for Drell–Yan lepton-pair events using the completep
s = 8 TeV data set of the ATLAS experiment at the LHC, corresponding to an integrated luminosity

of 20.3 fb�1. The data are corrected for detector e↵ects. The measurements are presented for e+e� and
µ+µ� final states, in bins of m``, above and below, as well as at the Z-boson mass peak, and in bins of
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1 Introduction

In high-energy hadron–hadron collisions the vector bosons W and Z/�⇤ are produced via quark–antiquark
annihilation, and may be observed with very small backgrounds in their leptonic decay modes. The
vector bosons may have non-zero momentum transverse to the beam direction p(W,Z)

T due to the emission
of quarks and gluons from the initial-state partons as well as to the intrinsic transverse momentum of
the initial-state partons in the proton. Phenomenologically, the spectrum at low p(W,Z)

T can be described
using soft-gluon resummation [1] together with a non-perturbative contribution from the parton intrinsic
transverse momentum. At high p(W,Z)

T the spectrum may be described by fixed-order perturbative QCD
predictions [2–4]. Parton-shower models [5, 6] may be used to compensate for missing higher-order
corrections in the fixed-order QCD predictions.

Measurements of p(W,Z)
T thus test several aspects of QCD. The correct modelling of p(W,Z)

T is also important
in many physics analyses at the LHC for which the production of W and/or Z bosons constitutes a back-
ground. Moreover, it is a crucial ingredient for a precise measurement of the W-boson mass, at both the
LHC and the Tevatron. Measurements of the dependence of p(W,Z)

T on the boson rapidity [7] are sensitive
to the gluon distribution function of the proton [8]. High-precision measurements at large values of p(W,Z)

T
could be sensitive to electroweak (EW) corrections [9].

Drell–Yan events with final states including e+e� or µ+µ� (‘Drell–Yan lepton pairs’) allow the transverse
momentum p``T of Z/�⇤ bosons to be measured with greater precision than is possible in the case of W
bosons, because of the unobserved neutrino produced in W leptonic decays. Measurements of p``T for
lepton-pair masses, m``, around the Z-boson mass peak have been made by the CDF Collaboration [10]
and the D0 Collaboration [11–13] at the Tevatron, and the ATLAS Collaboration [14, 15], the CMS
Collaboration [16, 17] and the LHCb Collaboration [18–20] at the LHC. Measurements of p``T require a
precise understanding of the transverse momentum pT calibration and resolution of the final-state leptons.
Associated systematic uncertainties a↵ect the resolution in p``T and limit the ultimate precision of the
measurements, particularly in the low-p``T domain. To minimise the impact of these uncertainties, the �⇤⌘
observable was introduced [21] as an alternative probe of p``T . It is defined as

�⇤⌘ = tan
 
⇡ � ��

2

!
· sin(✓⇤⌘) , (1)

where �� is the azimuthal angle in radians between the two leptons. The angle ✓⇤⌘ is a measure of the
scattering angle of the leptons with respect to the proton beam direction in the rest frame of the dilepton
system and is defined by cos(✓⇤⌘) = tanh[(⌘� � ⌘+)/2], where ⌘� and ⌘+ are the pseudorapidities of the
negatively and positively charged lepton, respectively [21]. Therefore, �⇤⌘ depends exclusively on the
directions of the two leptons, which are more precisely measured than their momenta. Measurements of
�⇤⌘ for m`` around the Z-boson mass peak were first made by the D0 Collaboration [22] at the Tevatron
and subsequently by the ATLAS Collaboration [23] for

p
s = 7 TeV and the LHCb Collaboration forp

s = 7 TeV [18, 19] and 8 TeV [20] at the LHC. First measurements of �⇤⌘ for ranges of m`` above and
below the Z-boson mass peak were recently presented by the D0 Collaboration [24].

Measurements are presented here of �⇤⌘ and p``T for Drell–Yan lepton-pair events using the completep
s = 8 TeV data set of the ATLAS experiment at the LHC, corresponding to an integrated luminosity

of 20.3 fb�1. The data are corrected for detector e↵ects. The measurements are presented for e+e� and
µ+µ� final states, in bins of m``, above and below, as well as at the Z-boson mass peak, and in bins of

3

azimuthal angle in radians 
between the two leptons 

is a measure of the scattering angle of 
the leptons with respect to the proton 
beam direction in the rest frame of the 

dilepton system
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φ* analysis ATLAS
• Low range: 

• Non perturbative effects 
• Soft gluon resummation 
• ResBos predictions agree with data  

• High range dominated by : 
• Emission of hard partons  
• ResBos predictions not consistent with data  

• Comparison in 3 regions of M𝓁𝓁  
• Up to φ*~2 MC describe data within ~10%  
• Disagreement between simulation & data 

in peak region 
• Significant disagreement between PowHeg 

and Sherpa for large φ* values 
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Born-level data for (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom). The light-green (light-blue) band represents
the statistical uncertainty on the data for �⇤⌘ (p``T ) and the dark-green (dark-blue) band represents the total uncertainty
(statistical and systematic) on the data. The yellow band represents the uncertainty in the ResBos calculation arising
from varying [53] the QCD scales, the non-perturbative parameter aZ , and PDFs.
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φ* analysis  CMS
• At 8 TeV (muon + electron channels):  

• None of the predictions matches the measurements perfectly 

• MADGRAPH+PYTHIA6 provides the best description (Disagreement 
< 5%) 

• RESBOS, aMC@NLO+PYTHIA8 and POWHEG+PYTHIA8 predictions 
are also successful at low φ∗ but they disagree ~10% for φ∗ > 0.1.  

• POWHEG+PYTHIA6 provides the least accurate prediction, with a 
disagreement up to 11% for φ∗ < 0.1 and up to 15% for φ∗ > 0.1 

• At 13 TeV (muon channel): 
• NNLO prediction from FEWZ gives a good agreement in many 

regions of the probed phase-space 
• absence of resummation leads to expected deviations at low values of φ∗ 

• MADGRAPH5_aMC@NLO and POWHEG show small deviations with 
a tendency to over predict the distribution, covered by the theory 
uncertainties 
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Figure 6: The measured absolute (left) and the normalised (right) cross sections after the combi-
nation of dielectron and dimuon channels. The measurement is compared with the predictions
from RESBOS, MADGRAPH and POWHEG interfaced with PYTHIA6 (Z2* tune), and aMC@NLO
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aMC@NLO and only the statistical uncertainty for MADGRAPH.
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φ* analysis  LHCb
• LHCb data agree better with Pythia8 predictions 

than with Powheg 

• Pythia8 with LHCb specific tune of does not 
describe the data significantly better than the 
Pythia8+Monash 2013 tune. 
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statistical.
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AFB and weak mixing angle measurements
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AFB and weak mixing angle at the LHC
• Angular distributions of leptons in DY also useful for AFB and in turn 

sin2θW
eff measurements 

• AFB originates from the interference of vector and axial vector coupling 

• Differential cross-section at LO: 

• Linear term describes the asymmetry in the polar angle θ defined as: 

• AFB(M) is sensitive to the electroweak mixing angle, sin2θW 

• AFB has strong dependence on dilepton mass and rapidity  
• AFB is close to zero near MZ, large and negative at low MZ, but large and 

positive at high MZ 

• More pronounced at large YZ due to better identification of q direction…  

• …sensitivity to the weak mixing angle increases at higher YZ
21

θ is the angle of the neg. lepton 
relative to the quark momentum 

in the dilepton rest frame 

• Forward(Backward,asymmetry,(AFB),of,Drell(Yan,process

✓ Forward(Backward,asymmetry,is,defined,as

✓ AFB,originate,from,the,interference,of,vector,and,axial,coupling

✓ AFB,has,strong,dependence,on,dilepton,mass,(M)

( AFB,is,close,to,zero,near,Z,boson,mass,peak

( AFB,is,large,and,negaFve,at,low,M,,but,large,and,posiFve,at,high,M

✓ AFB(M),is,sensiFve,to,the,electroweak,mixing,angle,,sin2θW

( AFB(M),is,used,to,extract,the,effecFve,weak,mixing,angle

Introduction 2

AFB =
�F � �B

�F + �B
:,,F,(B),denotes,cosθ>0,(<0)

Dilepton)rest)frame

l+

l−

θ* defined in the 
Collins-Shoper 

frame

1 Introduction

The vector and axial-vector couplings in the neutral current annihilation process qq̄ ! Z/�⇤ ! `+`�
lead to a forward-backward asymmetry AFB in the polar angle distribution of the final state lepton `� with
respect to the quark direction in the rest frame of the dilepton system. This paper presents measurements
of the forward-backward asymmetry in electron and muon pairs from Z/�⇤ boson decays and the extrac-
tion of the weak mixing angle by the ATLAS experiment. The results are based on the full set of pp
collision data collected in 2011 at the LHC at a centre-of-mass energy of

p
s = 7 TeV, corresponding to

an integrated luminosity of 4.8 fb�1.

The di↵erential cross section for the annihilation process can be written at leading order as

d�
d(cos ✓)

=
4⇡↵2

3ŝ

"
3
8

A(1 + cos2 ✓) + B cos ✓
#
, (1)

where ↵ is the fine-structure constant,
p

ŝ is the centre-of-mass energy of the quark and anti-quark, and
✓ is the angle between the lepton and the quark in the rest frame of the dilepton system. The coe�cients
A and B are functions of

p
ŝ and of the electroweak vector and axial-vector couplings. In the case that

the dilepton system has non-vanishing transverse momentum, pT, the four-momentum of the incoming
(anti-)quark is not known, as it is no longer collinear with the incoming beams. The impact of this e↵ect
on the asymmetry measurement is minimized by choosing a particular rest frame of the dilepton system,
the Collins–Soper (CS) frame [1], in which the angle between the lepton and the quark, ✓⇤CS, is calculated.
The sign of cos ✓⇤CS is defined with respect to the direction of the quark, which is, however, ambiguous in
pp collisions. It is therefore chosen by measuring the longitudinal boost of the final-state dilepton system
in the laboratory frame, and assuming that this is in the same direction as that of the quark in the initial
state. This assumption leads to a fraction of events with wrongly assigned quark direction, which causes a
dilution of the observed asymmetry. The probability of correct quark direction assignment increases with
the boost of the dilepton system, thus reducing the dilution for dileptons produced at large rapidities. With
this assumption, cos ✓⇤CS can be written as a function of the lepton momenta in the laboratory frame,

cos ✓⇤CS =
pz,``

|pz,``|
2(p+1 p�2 � p�1 p+2 )

m``
q

m2
`` + p2

T,``

(2)

with

p±i =
1p
2

(Ei ± pz,i),

where E is the energy and pz the longitudinal momentum of the lepton (i = 1) and anti-lepton (i = 2).
The variables pz,``, m``, and pT,`` denote the longitudinal momentum, invariant mass and transverse
momentum of the dilepton system, respectively. The first factor in eq. 2 defines the sign of cos ✓⇤CS
according to the longitudinal direction of flight of the dilepton system, as discussed above. The events

3

F (B) denotes cosθ*>0 (<0)
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AFB in ATLAS (1/2)
• 7 TeV data, ∫Ldt = 4.8 (4.6) fb-1 for electron 

(muon) channel 

• Electron selection : ET>25 GeV 
• Central (C) electron (|η|<2.47) 
• Forward (F) electron (2.5<|η|<4.9) :  

• Muon selection : pT>20 GeV and |η|<2.4 

• Red bands contain all experimental systematic 
uncertainties  

• CC and muon channel measure up to mll < 
1000 GeV. Backgrounds in Z peak region ~ 1%  

• CF electron only up to Mee < 250 GeV due to 
large backgrounds. Backgrounds in Z peak 
region ~ 5%  
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Figure 2: Distributions of the cosine of the polar angle in the Collins–Soper frame (cos ✓⇤CS) obtained from the event
selections described in the text, for the (a) CC electron and (b) muon channels. The corresponding distribution for
the CF electron channel is shown using both (c) a linear and (d) a logarithmic scale. Data are shown by open circles
and the total expectation is shown as a line with a band representing the total uncertainty (statistical and systematic
added in quadrature). The data-driven estimate for the multi-jet background and the simulation-based estimates for
all other backgrounds are shown by the shaded areas.
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Figure 2: Distributions of the cosine of the polar angle in the Collins–Soper frame (cos ✓⇤CS) obtained from the event
selections described in the text, for the (a) CC electron and (b) muon channels. The corresponding distribution for
the CF electron channel is shown using both (c) a linear and (d) a logarithmic scale. Data are shown by open circles
and the total expectation is shown as a line with a band representing the total uncertainty (statistical and systematic
added in quadrature). The data-driven estimate for the multi-jet background and the simulation-based estimates for
all other backgrounds are shown by the shaded areas.

10

For CF electrons in linear 
scale asymmetry is directly 

visible on the plot 

Unfolding AFB

• The,measured,AFB,in,the,reconstructed,level,is,defined,as

• The,measured,AFB,is,unfolded,using,iteraFve,Bayesian,method,for
✓Detector,effect,(efficiencies,,detector,resoluFon,,acceptance,(CMS,only))
✓QED,radiaFon,correcFons

• ATLAS,result,is,further,corrected,for,the,diluFon,and,acceptance,effect
✓ PYTHIA,signal,sample,is,used,to,esFmate,the,correcFon,factors

10

AFB =
N

cos ✓⇤
CS�0

�N
cos ✓⇤

CS<0

N
cos ✓⇤

CS�0

+N
cos ✓⇤

CS<0

ATLAS,measures,AFB,in,mass,for,ee(CC),,ee(CF),,μμ
CMS,measures,AFB,in,mass,,y,

Measured,AFB Unfolded,AFB
DiluFon,,Acceptance

,corrected,AFB

AFB measurement is used to 
extract the effective weak 

mixing angle 

sin2θW
eff = 0.2308 ± 

0.0005(stat) ± 0.0006(syst) ± 
0.0009(PDF)
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AFB in ATLAS (2/2)
• 8 TeV data, ∫Ldt = 20.2 fb-1, 

measurement in the context of the 
Triple differential cross-section 
measurement 

• Channels and binning:  
• central |ηl < 2.4, pT > 20 GeV 

electrons and muons,  
• seven 46 < M𝓁𝓁 < 200 GeV, twelve yll 

< 2.4 and six cosθCS bins 

• one central (with pT cut increased to 
25 GeV) and one forward electron |η|
>2.5, pT >20 GeV  

• in five 66< M𝓁𝓁 <150, five 1.2 < yll < 
3.6 and six cosθCS bins 

• Prediction from Powheg including 
NNLO QCD and NLO Ewk K-factors  

• AFB in good agreement with 
predictions 

• The total uncertainty is dominated by 
the data statistical uncertainty 
everywhere 
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Figure 16: Forward-backward asymmetry, AFB, determined from the combined Born-level fiducial cross section.
The kinematic region shown is labelled in each plot. The data are shown as solid markers and the error bars
represent the total experimental uncertainty. The prediction from Powheg including NNLO QCD and NLO EW
K-factors is shown as the solid line and the hatched band represents the statistical and PDF uncertainties in the
prediction.
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Figure 16: Forward-backward asymmetry, AFB, determined from the combined Born-level fiducial cross section.
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Figure 15: The high rapidity electron channel Born-level fiducial cross section d3�. The kinematic region shown is
labelled in each plot. The data are shown as solid markers and the prediction from Powheg including NNLO QCD
and NLO EW K-factors is shown as the solid line. In each plot, the lower panel shows the ratio of prediction to
measurement. The inner error bars represent the statistical uncertainty of the data and the solid band shows the total
experimental uncertainty. The contribution from the uncertainty of the luminosity measurement is excluded. The
hatched band represents the statistical and PDF uncertainties in the prediction.
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Figure 3: Distributions of dilepton rapidity (left) and cos ✓⇤ (right) in the central rapidity muon channel for mµµ
bins 46–66 GeV (top row), 80–91 GeV (middle), and 116–150 GeV (bottom). The data (solid markers) and the
prediction (stacked histogram) are shown after event selection. The lower panels in each plot show the ratio of
data to prediction. The error bars represent the data statistical uncertainty while the hatched band represents the
systematic uncertainty in the prediction.
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Figure 3: Distributions of dilepton rapidity (left) and cos ✓⇤ (right) in the central rapidity muon channel for mµµ
bins 46–66 GeV (top row), 80–91 GeV (middle), and 116–150 GeV (bottom). The data (solid markers) and the
prediction (stacked histogram) are shown after event selection. The lower panels in each plot show the ratio of
data to prediction. The error bars represent the data statistical uncertainty while the hatched band represents the
systematic uncertainty in the prediction.
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Figure 4: Comparison between data and best-fit AFB distributions in the dimuon (top) and
dielectron (bottom) channels. The best-fit AFB value in each bin is obtained by linear interpo-
lation between the two neighboring templates. The templates are based on the central PDF of
the NLO NNPDF3.0 set.

AFB in CMS
• 8 TeV data, ∫Ldt = 19.6 (18.8) fb-1 for electron 

(muon) channel 
• Electron selection: ET>30 and 20 GeV 
• Muon selection : pT>25 GeV and 15 GeV |η|

<2.4 
• 60 GeV < Mll < 120 GeV 

• Measurement in 12 bins of Mll and 6 bins of |
Yll| up to 2.4 

• sin2θW
eff  extracted from simulation samples 

generated with different values of sin2θW
eff 

are compared with the  measured AFB, using 
χ2 

24

9

 (GeV)µµM

FBA

0.2−

0

0.2

0.4
| < 0.4µµ |Y≤0.0 | < 0.8µµ |Y≤0.4 | < 1.2µµ |Y≤0.8 | < 1.6µµ |Y≤1.2 | < 2.0µµ |Y≤1.6 | < 2.4µµ |Y≤2.0 

 (8 TeV)-118.8 fbCMSPreliminary

Data
Fit

 (GeV)µµM

D
at

a 
- F

it

0.05−

0

0.05

70 90 110 70 90 110 70 90 110 70 90 110 70 90 110 70 90 110

 (GeV)eeM

FBA

0.2−

0

0.2

0.4
| < 0.4ee |Y≤0.0 | < 0.8ee |Y≤0.4 | < 1.2ee |Y≤0.8 | < 1.6ee |Y≤1.2 | < 2.0ee |Y≤1.6 | < 2.4ee |Y≤2.0 

 (8 TeV)-119.6 fbCMSPreliminary

Data
Fit

 (GeV)eeM

D
at

a 
- F

it

0.05−

0

0.05

70 90 110 70 90 110 70 90 110 70 90 110 70 90 110 70 90 110

Figure 4: Comparison between data and best-fit AFB distributions in the dimuon (top) and
dielectron (bottom) channels. The best-fit AFB value in each bin is obtained by linear interpo-
lation between the two neighboring templates. The templates are based on the central PDF of
the NLO NNPDF3.0 set.

7

Ev
en

ts
 / 

0.
05

50

100
310×  (8 TeV)-118.8 fb

CMS
Preliminary

| < 0.4
µµ

 |Y≤0.0 

Data
µµ →* γZ / 
ττ →* γZ / 

Dibosons
Jets

, tXtt

*θcos
1− 0.5− 0 0.5 1

D
at

a 
/ M

C

0.9
1

1.1

Data MC (stat)  sys)⊕MC (stat 

Ev
en

ts
 / 

0.
05

20

40

60

310×

| < 0.4
ee

 |Y≤0.0 

 (8 TeV)-119.6 fb

CMS
Preliminary

Data
 ee→* γZ / 
ττ →* γZ / 

Dibosons
Jets

, tXtt

*θcos
1− 0.5− 0 0.5 1

D
at

a 
/ M

C

0.9
1

1.1

Data MC (stat)  sys)⊕MC (stat 

Ev
en

ts
 / 

0.
05

20

40

60

80

310×  (8 TeV)-118.8 fb

CMS
Preliminary

| < 1.2
µµ

 |Y≤0.8 

Data
µµ →* γZ / 
ττ →* γZ / 

Dibosons
Jets

, tXtt

*θcos
1− 0.5− 0 0.5 1

D
at

a 
/ M

C

0.9
1

1.1

Data MC (stat)  sys)⊕MC (stat 

Ev
en

ts
 / 

0.
05

20

40

60
310×

| < 1.2
ee

 |Y≤0.8 

 (8 TeV)-119.6 fb

CMS
Preliminary

Data
 ee→* γZ / 
ττ →* γZ / 

Dibosons
Jets

, tXtt

*θcos
1− 0.5− 0 0.5 1

D
at

a 
/ M

C

0.9
1

1.1

Data MC (stat)  sys)⊕MC (stat 

Ev
en

ts
 / 

0.
05

20

40

60

310×  (8 TeV)-118.8 fb

CMS
Preliminary

| < 2.0
µµ

 |Y≤1.6 

Data
µµ →* γZ / 
ττ →* γZ / 

Dibosons
Jets

, tXtt

*θcos
1− 0.5− 0 0.5 1

D
at

a 
/ M

C

0.9
1

1.1

Data MC (stat)  sys)⊕MC (stat 

Ev
en

ts
 / 

0.
05

10

20

30

310×

| < 2.0
ee

 |Y≤1.6 

 (8 TeV)-119.6 fb

CMS
Preliminary

Data
 ee→* γZ / 
ττ →* γZ / 

Dibosons
Jets

, tXtt

*θcos
1− 0.5− 0 0.5 1

D
at

a 
/ M

C

0.9
1

1.1

Data MC (stat)  sys)⊕MC (stat 

Figure 3: The muon (left) and electron (right) cos q⇤ distributions in three representative rapid-
ity bins: |Y``| < 0.4 (top), 0.8 < |Y``| < 1.2 (center), and 1.6 < |Y``| < 2.0 (bottom).

AFB measurement is used to 
extract the effective weak 

mixing angle 

sin2θW
eff = 0.23101 ± 

0.00036(stat) ± 0.00018(syst) 
± 0.00016(theory) ± 

0.00030(PDF)
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Forward-backward asymmetry in 
Z→µµ (II) 

✦ The true (at proton level) asymmetry AFB is 
obtained from the measured asymmetry through 
a Bayesian unfolding technique.  

✦ Systematic error dominated by curvature/
momentum (PDFs uncertainties for sin2θW,eff) 

✦ AFB at 7 and 8 TeV compared to theory: 
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Figure 2: The measurements of AFB as a function of the dimuon invariant mass for data compared
to SM predictions for (left)

Ô
s = 7 TeV and (right)

Ô
s = 8 TeV. The SM predictions are calculated

using Powheg interfaced with Pythia for parton showering with the world average value for
sin2◊e�

W = 0.2315 [27]. The data include both statistical and systematic uncertainties, and the
SM predictions include the theoretical uncertainties described in Sec. 5.
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used, and the FSR calculation. Each of
these uncertainties, referred to collectively as theoretical uncertainties, are obtained from
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To estimate the theoretical uncertainty of the PDF set, one hundred replica samples

are produced, each with a unique PDF set provided by NNPDF [29]. The value of
Apred

FB is calculated as a function of m
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for each of these replicas, and the corresponding
68% confidence level interval determined. The size of this uncertainty is larger than the
di�erence observed using CT10 [30] as an alternative PDF parameterisation.
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FB in a way that is correlated across all dimuon
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AFB in LHCb
• 7 and 8 TeV data with ∫Ldt = 1 and 2 fb-1 respectively 

• Muon channel only: 
• 2.0 < η < 4.5, pt> 20 GeV  

• invariant mass within 60 < mμμ < 160 GeV.  

• The true asymmetry AFB is obtained from the measured AFB 
through unfolding 

• Systematic error dominated by curvature/momentum (PDFs 
uncertainties for sin2θW

eff)  

• Simulation samples generated with different values of sin2θW
eff 

• Compare simulations with measured AFB, using χ2
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✦ The true (at proton level) asymmetry AFB is 
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a Bayesian unfolding technique.  

✦ Systematic error dominated by curvature/
momentum (PDFs uncertainties for sin2θW,eff) 

✦ AFB at 7 and 8 TeV compared to theory: 
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to 0.24, indicated by the crosses on the plot. A quadratic fit is used to determine the minimum
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energies and the combination. The black dashed horizontal line corresponds to one unit of ‰2

from the minimum and the intersecting sin2◊e�
W for the combination are indicated by the vertical

red dashed lines.

A comparison between the sin2◊e�
W result obtained here and those from other experiments

is shown in Fig. 4. The LHCb result agrees well with the world average and is one of the
most precise measurements from hadron colliders.

6 Conclusions
The forward-backward asymmetry for the process qq̄ æ Z æ µ+µ≠ as a function of the
dimuon invariant mass is measured with the LHCb detector using proton proton collision
data collected at centre-of-mass energies of

Ô
s = 7 and 8 TeV. The measurements are

performed in the Collins-Soper frame, using muons with pT > 20 GeV and 2.0 < ÷ < 4.5
with a combined invariant mass 60 < m

µµ

< 160 GeV. The forward-backward asymmetry
for each invariant mass bin is measured, together with the statistical and experimental
uncertainties. The measurements at each centre-of-mass energy are used to determine a
value for sin2◊e�

W , by comparing to SM predictions that include FSR. The best fit values
obtained are sin2◊e�

W = 0.23219 ± 0.00148 and sin2◊e�
W = 0.23074 ± 0.00123 for the two

samples at
Ô

s = 7 and 8 TeV respectively. This leads to the combined result

sin2◊e�
W = 0.23142 ± 0.00073 ± 0.00052 ± 0.00056,

where the first uncertainty is statistical, the second systematic and the third theoretical.

9

eff
Wθ

2sin
0.228 0.229 0.23 0.231 0.232 0.233 0.234 0.235

2 m
in

χ
 - 2 χ

0

2

4

6

8

10
Combined

 = 7 TeVs
 = 8 TeVs

LHCb

Figure 3: Di�erence between the ‰2 and the minimum ‰2 obtained by comparing the final
AFB(m

µµ

) measurements in data to Apred
FB calculated using values of sin2◊e�

W ranging from 0.22
to 0.24, indicated by the crosses on the plot. A quadratic fit is used to determine the minimum
value for sin2◊e�

W and the corresponding uncertainty, and is shown for the di�erent centre-of-mass
energies and the combination. The black dashed horizontal line corresponds to one unit of ‰2

from the minimum and the intersecting sin2◊e�
W for the combination are indicated by the vertical

red dashed lines.

A comparison between the sin2◊e�
W result obtained here and those from other experiments

is shown in Fig. 4. The LHCb result agrees well with the world average and is one of the
most precise measurements from hadron colliders.

6 Conclusions
The forward-backward asymmetry for the process qq̄ æ Z æ µ+µ≠ as a function of the
dimuon invariant mass is measured with the LHCb detector using proton proton collision
data collected at centre-of-mass energies of

Ô
s = 7 and 8 TeV. The measurements are

performed in the Collins-Soper frame, using muons with pT > 20 GeV and 2.0 < ÷ < 4.5
with a combined invariant mass 60 < m

µµ

< 160 GeV. The forward-backward asymmetry
for each invariant mass bin is measured, together with the statistical and experimental
uncertainties. The measurements at each centre-of-mass energy are used to determine a
value for sin2◊e�

W , by comparing to SM predictions that include FSR. The best fit values
obtained are sin2◊e�

W = 0.23219 ± 0.00148 and sin2◊e�
W = 0.23074 ± 0.00123 for the two

samples at
Ô

s = 7 and 8 TeV respectively. This leads to the combined result

sin2◊e�
W = 0.23142 ± 0.00073 ± 0.00052 ± 0.00056,

where the first uncertainty is statistical, the second systematic and the third theoretical.

9

theorysyststat



December 13, 2017

Summary
• After 47 years, the DY process is still an important 

measurement, which allows  
• fundamental tests of the SM 
• precise determination of QCD and EW parameters 
• searching for new physics  

• ATLAS, CMS and LHCb have an extensive and 
complementary program of DY measurements 

• DY measurements will benefit from the large data sample 
which is being collected in Run 2 
• Larger statistic will allow exploring new corners of the phase space  
• Reduce the systematic uncertainties related to the calibration of 

the detector 
26
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Lepton angular distributions and AFB

• Ambiguity in the definition of the θ angle (and cosθ* sign)  when pT
𝓁𝓁 >0 in 

the Lab.Frame 
• In pp collision, the quark and anti-quark directions are not known 

• q carries more momentum than qbar as qbar must originate from the parton sea  

• On average, Z boson is boosted into the q direction 

• The Collins-Soper frame resolves this ambiguity by using a symmetric axis 
with respect to the incoming partons  

• The quark direction (positive z-axis) is determined based on the rapidity 
direction of the dilepton system in the laboratory frame  

• This assumption leads to a fraction of events  
with wrongly assigned quark direction, which causes  
a dilution of the observed asymmetry 

28

θ* is the angle between the 
lepton momentum and the 
axis that bisects the direction 
of one proton and the 
direction opposite to the other 
proton in the c.m. frame of the 
dileptons 

  

       Measurement of  AFB in pp collisions 
•  An ambiguity is present  in the definition of  the angle � when the 

transverse momentum of  the lepton pair in the lab frame is not negligible 
(pT

Z>0) 
•  The Collins-Soper dileptons reference frame  resolves this ambiguity by 

using a symmetric axis with respect to the incoming partons 
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Z-boson angular coefficients at 8 TeV

The angular coefficients are ratios of helicity cross sections

Coefficients defined in the 
Collins-Soper frame
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MC generators - ATLAS
• DYNNLO (v1.3): Inclusive fixed-order pQCD predictions at NNLO for pZT 

> 2.5 GeV 
• leading order in EW, using the Gμ scheme 

• The Powheg + MiNLO only including statistical uncertainties obtained 
using the Z + jet process at NLO 
• The formal accuracy of both calculations is O(αs) for the predictions of the Ai as a 

function of pZT. 

• Agreement between the two programs and the data within uncertainties 
for most coefficients.

30

Table 2: MC samples used to estimate the signal and backgrounds in the analysis.

Signature Generator PDF Refs.
Z/�⇤ ! `` PowhegBox + Pythia 8 CT10 NLO [14–17, 33, 34]
Z/�⇤ ! `` PowhegBox + Jimmy/Herwig CT10 NLO [37]
Z/�⇤ ! `` Sherpa CT10 NLO [39–42]
Z/�⇤ ! `` + jet Powheg +MiNLO CT10 NLO [43]
W ! `⌫ PowhegBox + Pythia 8 CT10 NLO
W ! `⌫ Sherpa CT10 NLO
tt̄ pair MC@NLO + Jimmy/Herwig CT10 NLO [38, 46]
Single top quark:
t channel AcerMC + Pythia 6 CTEQ6L1 [47, 48]
s and Wt channels MC@NLO + Jimmy/Herwig CT10 NLO

Dibosons Sherpa CT10 NLO
Dibosons Herwig CTEQ6L1
�� ! `` Pythia 8 MRST2004QED NLO [49]

Candidate µµCC events are retained for analysis using a dimuon trigger requiring two muon candidates
with pT > 18 GeV and 8 GeV, respectively, combined with single high-pT muon triggers. Muon candid-
ates are required to have pT > 25 GeV and are identified as tracks in the inner detector which are matched
and combined with track segments in the muon spectrometer [52]. Track-quality and longitudinal and
transverse impact-parameter requirements are imposed for muon identification to suppress backgrounds,
and to ensure that the muon candidates originate from a common primary pp interaction vertex. Events
are required to contain exactly two muon candidates of opposite charge satisfying the above criteria.

Candidate eeCF events are obtained using a single-electron trigger, requiring an isolated central electron
candidate with pT > 24 GeV, combined with a looser high-pT single-electron trigger. The central electron
candidate is required to have pT > 25 GeV. Because the expected background from multijet events is
larger in this channel than in the eeCC channel, the central electron candidate is required to satisfy a set of
“tight” selection criteria [50], which are optimised for the level of pile-up observed in the 2012 data. The
forward electron candidate is required to have pT > 20 GeV and to satisfy a set of “medium” selection
criteria, based only on the shower shapes in the electromagnetic calorimeter [50] since this region is
outside the acceptance of the inner tracker. Events are required to contain exactly two electron candidates
satisfying the above criteria.

Since this analysis is focused on the Z-boson pole region, the lepton pair is required to have an invariant
mass (m``) within a narrow window around the Z-boson mass, 80 < m`` < 100 GeV. Events are selected
for yZ-integrated measurements without any requirements on the rapidity of the lepton pair (y``). For the
yZ-binned measurements, events are selected in three bins of rapidity: |y``| < 1.0, 1.0 < |y``| < 2.0, and
2.0 < |y``| < 3.5. Events are also required to have a dilepton transverse momentum (p``T ) less than the
value of 600 (100) GeV used for the highest bin in the eeCC and µµCC (eeCF) channels. The variables m``,
y``, and p``T , which are defined using reconstructed lepton pairs, are to be distinguished from the variables
mZ , yZ , and pZ

T, which are defined using lepton pairs at the Born level, as described in Section 2.

The simulated events are required to satisfy the same selection criteria, after applying small corrections
to account for the di↵erences between data and simulation in terms of reconstruction, identification and
trigger e�ciencies and of energy scale and resolution for electrons and muons [50–53]. All simulated

10

Parton Sh + Hadr. FSR Comments
AU2 PHOTOS

S
Used to test the dependence on 

different matrix-element calculations 
and parton-shower models

Herwig PHOTOS
SHERPA
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MC generators - CMS
• The coefficients, measured as a function of qT and |y|, are compared 

with three perturbative QCD predictions  
• FEWZ at NNLO  

• POWHEG at NLO 

• MADGRAPH at LO 

• Signal simulated with MADGRAPH with zero to four additional jets, 
interfaced with PYTHIAv6 with the Z2* tune  
• The CTEQ6L1 PDFs are used  

• Multiple-parton interactions are simulated by PYTHIA.  

• The POWHEG generator interfaced with PYTHIAv6 and the CT10 PDF 
set are used as an alternate to test any model dependence in the 
shapes of the angular distributions.  

• Background simulations are performed with MADGRAPH (W+jets, tt, 
ττ), POWHEG (single top quark), and PYTHIA (WW, WZ, ZZ).  

• The normalizations of the inclusive Drell– Yan, W boson, and tt 
distributions are set using NNLO cross sections. 
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Figure 4: The cos ✓CS (left) and �CS (right) angular distributions, averaged over all Z-boson pT, for the eeCC (top),
µµCC (middle) and eeCF (bottom) channels. The distributions are shown separately for the di↵erent background
sources contributing to each channel. The multijet background is determined from data, as explained in the text.
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Background composition - ATLAS
• Total background in cc events below 0.5%  

• uncertainty dominated by the large uncertainty in multijet 
background of ~50% 

• uncertainty in the top+ewk taken conservatively to be 20%  

• Total background in cf events at the level of 2% 

• Non fiducial backgrounds (migrations due to finite 
resolutions) contribute more in the cf topology
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Background - CMS
• Background contribution ranges from ∼0.1% at low 

qT to ∼1.5% at high qT.  

• tt, ττ, WW, tW, and W+jets production are estimated 
from data using lepton flavor universality.  
• Most of these backgrounds typically have two prompt 

leptons, which may have the same flavor.  
• W+jets is flavor asymmetric, small contribution 
• Assume that the ratio of the number of oppositely 

charged background μμ and eμ events is the same in 
data and simulation.  

• Use the ratio of the eμ yields in data and simulation after 
applying muon and electron selection criteria to 
normalize the simulation to data. 

33



December 13, 2017

Angular distributions modeling in MC - ATLAS

• The data and MC distributions 
are not normalized to each 
other, resulting in normal- 
ization differences at the level 
of a few percent.  
• The measurement of the 

angular coefficients is, 
however, independent of the 
normalization between data 
and simulation in each bin of 
pT

Z. 

• The differences in shape in the 
angular distributions reflect 
the mis-modelling of the 
angular coefficients in the 
simulation 
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More on template methodology - CMS
• Ai are measured in 8 bins of qT and 2 bins of |y|, by fitting the two-

dimensional (cos θ∗, φ∗) distribution in data with a linear combination of 
templates.  

• The templates are built for each coefficient Ai by reweighting the simulation 
at generator level to the corresponding angular distribution.  

• The templates are based on reconstructed muons,  
• Incorporate the effects of resolution, efficiency and acceptance.  

• Template built for the term (1 + cos2 θ∗) also.  

• An additional template, with shape and normalization fixed, for backgrounds.  

• A binned maximum-likelihood method with Poisson uncertainties is 
employed for the fit.  

• A5, A6, and A7 are set to zero and excluded from the fit.  

• Since A0 through A4 are sign invariant in φ∗, the absolute value |φ∗| is used.  

• The fit is made in 12×12 equidistant bins in cos θ∗ and |φ∗|.  

• The statistical uncertainties from the fit are confirmed by comparison with 
pseudo-experiments. 
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Uncertainties - ATLAS  
• Uncertainties from data and MC sample size  

• The amount of available data is the largest source of uncertainty 

• Lepton-related 
• Reconstruction, identification, trigger, electron mis-charge rate, efficiencies are 

applied MC 

• Background-related:  
• Multijet normalization in each ptll bin and systematic using alternative criteria 

to define the multijet templates.  
• top+electroweak: 20% systematic 

• Other experimental: 
• event pileup, detector misalignments, integrated luminosity  ± 2.8% 

• QCD scale negligible:  
• Varying factorisation and renormalisation scale in the region |yZ| > 3.5 

• PDF (the only non-negligible source of theoretical systematic 
uncertainty - especially for A0 at low pTZ):  

• Computed with the 52 CT10 eigenvectors representing 26 independent 
sources.  

• Events are also reweighted using NNPDF2.3 and MSTW and are treated as 
independent systematics 

• Parton showers:  
• The Powheg + Herwig samples are used to compute an alternative set of 

templates 

• Event generator:  
• New set of templates from reweighting Yll of the nominal PowhegPythia8 to 

Sherpa 

• QED/EW corrections negligible
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Figure 8: Uncertainty breakdown for A0�A2 as a function of pZ
T in the yZ-integrated eeCC+µµCC measurement: the

systematic uncertainty (top) and the total uncertainty (bottom). The left column shows the unregularised version,
while the right column shows the regularised one.

uncertainty correlations. The �2 values are first computed for each coe�cient i and across all pZ
T bins

j, then for all coe�cients and pZ
T bins simultaneously. This test is done in the yZ-integrated case for the

di↵erences between the measurements extracted from the µµCC and eeCC events and from the µµCC and
eeCF events, as well as in the first two yZ bins for the µµCC and eeCC events. The �2 values are tabulated
in Table 8 and indicate almost all the di↵erences are compatible with zero.

The �Ai j spectra are shown in Fig. 10 for the yZ-integrated eeCC and µµCC channels. The regularised
and unregularised spectra are overlayed. Visually, it appears that these results are compatible with zero.
In some cases, the unregularised �Ai j show alternating fluctuations above and below zero due to anti-
correlations between neighbouring pZ

T bins. These are smoothed out in the regularised results, which
come at the expense of larger bin-to-bin correlations.

7.2. Results in the individual and combined channels

The measurements represent the full set of yZ-integrated coe�cients, including the di↵erence A0 � A2,
as a function of pZ

T, as well as the yZ-dependent coe�cients as a function of pZ
T in the available yZ

bins. The combination of the eeCC and µµCC channels is used for the yZ-integrated measurements and
the measurements in the first two yZ bins, while the eeCF channel is used for the measurements in the
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Uncertainties - ATLAS
• Statistics dominant uncertainty of the Ai 

coefficients is in most cases 
• Exception is A0 coefficient where PDF and 

electron efficiency dominate for pZT values 
below 80 GeV.  

• The next largest uncertainty is due to the 
signal MC statistical uncertainty 

• Regularization can be significant for A0 
and A2 

• Event migration between pTZ bins leads to 
anti-correlations between Ai in 
neighbouring bins enhance statistical 
fluctuations 

• Ai spectra are regularised by multiplying the 
unregularised likelihood by a Gaussian 
penalty term, (function of the significance of 
higher-order derivatives of the Ai with 
respect to pTZ)
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Figure 9: The total uncertainty as a function of pZ
T along with a breakdown into statistical and systematic compon-

ents for all coe�cients in the regularised yZ-integrated eeCC + µµCC measurement.
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Uncertainties - CMS
• Dominant is the muon efficiency  

• includes the trigger, track reconstruction, isolation, and 
identification.  

• Uncertainty from statistical precision of the templates, 
estimated using pseudo-experiments.  

• Pileup uncertainty is estimated by varying the cross section 
of the minimum bias events by ±5%.  

• A systematic uncertainty is assessed to take into account 
possible global offsets from the peak position of the Z 
boson mass.  

• Systematics for the background estimated by varying the 
normalization scale factor of the eμ sample by 10% and the 
yields of WZ and ZZ events by 50%.  

• Acceptance uncertainty, related to the values of Ai assumed 
in the simulation, is estimated by reweighting with the fitted 
values of Ai, and the difference in results is included as a 
systematic uncertainty.  

• Generally, the statistical uncertainties dominate in the 
highest bins in qT, whilst the systematic uncertainty in the 
efficiency tends to be the most important elsewhere. 
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Figure 4: Absolute uncertainties in the five angular coefficients A0 to A4. Each figure shows the
qT dependence in the indicated ranges of |y|.
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Results in y-bins - ATLAS
• A1, A3, and A4 overall, the 

predictions and the data agree 
for all three yZ bins.  

• The only coefficients that display 
any significant yZ dependence 

• For high values of pZT, the A1 
and A3 increase with yZ.  

• Strong dependence of the value 
of the A4 on |yZ| is mostly a 
consequence of the 
approximation made for the 
interacting quark direction in 
the CS reference frame  

• The impact of this decreases at 
higher values of |yZ|, and  the 
measured and expected values 
of the A4 increase
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Figure 16: Distributions of the angular coe�cients A1 (top), A3 (middle) and A4 (bottom) as a function of pZ
T

for 0 < |yZ | < 1. The results from the measurements are compared to the DYNNLO and PowhegMiNLO predictions
(left). The di↵erences between the two calculations and the data are also shown (right), with the shaded band
around zero representing the total uncertainty in the measurements. The error bars for the calculations show the
total uncertainty for DYNNLO, but only the statistical uncertainties for PowhegMiNLO (see text).
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T

for 0 < |yZ | < 1. The results from the measurements are compared to the DYNNLO and PowhegMiNLO predictions
(left). The di↵erences between the two calculations and the data are also shown (right), with the shaded band
around zero representing the total uncertainty in the measurements. The error bars for the calculations show the
total uncertainty for DYNNLO, but only the statistical uncertainties for PowhegMiNLO (see text).
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for 0 < |yZ | < 1. The results from the measurements are compared to the DYNNLO and PowhegMiNLO predictions
(left). The di↵erences between the two calculations and the data are also shown (right), with the shaded band
around zero representing the total uncertainty in the measurements. The error bars for the calculations show the
total uncertainty for DYNNLO, but only the statistical uncertainties for PowhegMiNLO (see text).
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Figure 17: Distributions of the angular coe�cients A1 (top), A3 (middle) and A4 (bottom) as a function of pZ
T

for 1 < |yZ | < 2. The results from the measurements are compared to the DYNNLO and PowhegMiNLO predictions
(left). The di↵erences between the two calculations and the data are also shown (right), with the shaded band
around zero representing the total uncertainty in the measurements. The error bars for the calculations show the
total uncertainty for DYNNLO, but only the statistical uncertainties for PowhegMiNLO (see text).
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Figure 17: Distributions of the angular coe�cients A1 (top), A3 (middle) and A4 (bottom) as a function of pZ
T

for 1 < |yZ | < 2. The results from the measurements are compared to the DYNNLO and PowhegMiNLO predictions
(left). The di↵erences between the two calculations and the data are also shown (right), with the shaded band
around zero representing the total uncertainty in the measurements. The error bars for the calculations show the
total uncertainty for DYNNLO, but only the statistical uncertainties for PowhegMiNLO (see text).
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Figure 17: Distributions of the angular coe�cients A1 (top), A3 (middle) and A4 (bottom) as a function of pZ
T

for 1 < |yZ | < 2. The results from the measurements are compared to the DYNNLO and PowhegMiNLO predictions
(left). The di↵erences between the two calculations and the data are also shown (right), with the shaded band
around zero representing the total uncertainty in the measurements. The error bars for the calculations show the
total uncertainty for DYNNLO, but only the statistical uncertainties for PowhegMiNLO (see text).
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Effect of parton-shower modelling - ATLAS
• Comparison with DYNNLO at NLO and 

NNLO, PowhegBox (without parton 
shower), PowhegPythia8 and Herwig  

• DYNNLO at NLO and Powheg without 
parton shower agree for A1 and A2.  

• For A2 adding parton-shower simulation 
to the Powheg brings the predictions 
closer to DYNNLO at NNLO.  

• This is consistent with the assumption 
that the parton-shower model emulates 
higher-order effects, although the 
discrepancy between the measurements 
and the parton-shower models is larger 
than that with DYNNLO at NNLO.  

• DYNNLO at NLO and NNLO agree well 
with the data measurements for the A0 
but overestimate the rise of the A2 at 
higher values of pZT 

• A1 displays significant differences 
between the Pythia8 and Herwig
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Figure 19: Distributions of the angular coe�cients A0, A2, A0 � A2 and A1 (from top to bottom) as a function of pZ
T.

The results from the yZ-integrated measurements are compared to the DYNNLO predictions at NLO and at NNLO,
as well as to those from PowhegBox + Pythia8 and PowhegBox + Herwig (left). The di↵erences between the
calculations and the data are also shown (right), with the shaded band around zero representing the total uncertainty
in the measurements. The error bars for the calculations show the total uncertainty for DYNNLO, but only the
statistical uncertainties for PowhegBox.
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Figure 19: Distributions of the angular coe�cients A0, A2, A0 � A2 and A1 (from top to bottom) as a function of pZ
T.

The results from the yZ-integrated measurements are compared to the DYNNLO predictions at NLO and at NNLO,
as well as to those from PowhegBox + Pythia8 and PowhegBox + Herwig (left). The di↵erences between the
calculations and the data are also shown (right), with the shaded band around zero representing the total uncertainty
in the measurements. The error bars for the calculations show the total uncertainty for DYNNLO, but only the
statistical uncertainties for PowhegBox.
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Signal MC samples - ATLAS
• ResBos (Evgen only):  

• Does not include hadronic activity in the event nor of FSR.  

• Initial-state QCD corrections to Z-boson production simulated at approximately NNLO accuracy using approximate 
NNLO Wilson coefficient functions.  

• γ∗ from Z/γ∗ interference are simulated at NLO 

• Uses a resummed treatment of soft-gluon emissions at NNLL accuracy.  
• It uses the GNW parameterisation of non-perturbative effects at small pTZ 
• uses CT14 NNLO PDF  

• Dynnlo (Evgen only):  
• simulates initial-state QCD corrections to NNLO.  
• CT10 NNLO PDF   
• Uses Gμ electroweak parameter scheme.  
• Does not account for the effects of multiple soft-gluon emission and therefore is not able to make accurate 

predictions at low φ* and pT
Z  

• Powheg+Pythia(Evgen only): 
•  Uses the AZNLO tune which includes the ATLAS 7 TeV φ* and pT

Z results in a mass region around the Z peak.  
• The sample uses Pythia8 and CTEQ6L1 PDF for the parton shower, while CT10 is used for the Powheg calculation.  

• Powheg+Pythia (Full Simulation):  
• CT10 PDFs interfaced to Pythia with the AU2 Tune and Photos for FSR.  

• Powheg+Herwig (Full Simulation):   
• Herwig for parton shower and hadronisation, Jimmy for the underlying event, and Photos for FSR 

• Sherpa (Full Simulation): 
• Has its own implementation of the parton shower, hadronisation, underlying event and FSR, with CT10 PDF.
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Signal MC- CMS 8,13TeV
Signal MC at 8 TeV analysis: 
• Baseline: MADGRAPH at LO matrix element generator  

• includes up to 4 extra partons in the calculation 
• Used to estimate the efficiency and to unfold the data 
• PDF set CTEQ6L1  
• Parton shower and hadronisation  are implemented by PYTHIA6 with the kT-MLM matching scheme the Z2* tune 

for the underlying event 

• POWHEG (NLO) with the CT10NLO PDF interfaced with PYTHIA6 and the Z2* tune 

• POWHEG (NLO) with the CT10NLO PDF interfaced with PYTHIA8 and the CUETP8M1 tune using 
NNPDF2.3 LO PDF  

• RESBOS (resummed NNLL/NLO QCD) with CT10NLO PDF 

• MADGRAPH5 aMC@NLO (NLO) with the NNPDF3.0 NLO PDF and PYTHIA8 for the parton shower and 
FxFx merging scheme  

Signal MC at 13 TeV analysis: 
• Baseline: MADGRAPH5 AMC@NLO with NLO matrix elements for final states with up to 2 additional 

partons 
• NNPDF 3.0 PDFs are used 

• POWHEG +Pythia8 (NLO) for he parton shower and hadronization with the TuneCUETP8M1 

• FEWZ (NNLO QCD) and NNPDF 3.0 PDFs. The renormalization and factorization scales are set to the 
mass of the Z boson. Electroweak NLO corrections included. 
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Event Selections - ATLAS
• Electron Selection: 

• pT > 20 GeV and |η| < 2.4, but 
excluding 1.37 < |η| < 1.52.  

• ‘medium’ selection criteria  
• Exactly two electron candidates 
• Isolated, Ie < 0.2 (cone ∆R < 0.4) 

• Muon selection: 
• pT > 20 GeV and |η| < 2.4.  

• Track-quality requirements 
• Isolated, Iμ < 0.1 (cone ∆R < 0.2) 

• Exactly two muon candidates of 
opposite charge 

• Multijet background from data 

• All other backgrounds from MC
44

Table 1: Synopsis of the �⇤⌘ and p``T measurements, and of the fiducial region definitions used. Full details including
the definition of the Born, bare and dressed particle levels are provided in the text. Unless otherwise stated criteria
apply to both �⇤⌘ and p``T measurements.

Particle-level definitions (Treatment of final-state photon radiation)
electron pairs dressed; Born
muon pairs bare; dressed; Born
combined Born

Fiducial region
Leptons pT > 20 GeV and |⌘| < 2.4
Lepton pairs |y``| < 2.4

Mass and rapidity regions
46 GeV < m`` < 66 GeV |y``| < 0.8; 0.8 < |y``| < 1.6; 1.6 < |y``| < 2.4

(�⇤⌘ measurements only)

|y``| < 2.4

66 GeV < m`` < 116 GeV |y``| < 0.4; 0.4 < |y``| < 0.8; 0.8 < |y``| < 1.2;
1.2 < |y``| < 1.6; 1.6 < |y``| < 2.0; 2.0 < |y``| < 2.4;
|y``| < 2.4

116 GeV < m`` < 150 GeV |y``| < 0.8; 0.8 < |y``| < 1.6; 1.6 < |y``| < 2.4
(�⇤⌘ measurements only)

|y``| < 2.4

Very-low mass regions
12 GeV < m`` < 20 GeV )

|y``| < 2.4, p``T > 45 GeV, p``T measurements only20 GeV < m`` < 30 GeV
30 GeV < m`` < 46 GeV

8.170 [6, 30] with the AU2 set of tuned parameters (tune) [31] to simulate the parton shower, hadronisa-
tion and underlying event, and to Photos [32] to simulate FSR. This is referred to as Powheg+Pythia in
the text. The second is Powheg interfaced to Herwig 6.520.2 [5] for the parton shower and hadronisation,
Jimmy [33] for the underlying event, and Photos for FSR (referred to as Powheg+Herwig). The Sherpa
1.4.1 [34] generator is also used, which has its own implementation of the parton shower, hadronisation,
underlying event and FSR, and which again uses the CT10 PDF set. Di↵erences between the results
obtained using these three generators are used to estimate systematic uncertainties related to the choice
of generator.

Background events from the process Z ! ⌧⌧ are produced using Alpgen [35] interfaced to Herwig to sim-
ulate the parton shower and Jimmy to simulate the underlying event. Single W-boson decays to electrons,
muons and ⌧ leptons are produced with Sherpa, and the diboson processes WW, WZ and ZZ are produced
with Herwig. The tt̄ process is simulated with MC@NLO [36] interfaced to Jimmy, as is the single-top
process in the s-channel and Wt-channel. The t-channel is generated with AcerMC [37] interfaced to
Pythia. Exclusive �� ! `` production is generated using the Herwig++ 2.6.3 generator [38]. Photon-
induced single-dissociative dilepton production, is simulated using Lpair 4.0 [39] with the Brasse [40] and
Suri–Yennie [41] structure functions for proton dissociation. For double-dissociative �� ! `` reactions,

6

Table 3: The number of events in data satisfying the selection criteria in the muon-pair channel for six di↵erent
regions of m`` and the estimated contribution to this value from the various background sources considered. The
uncertainties quoted on the background samples include contributions from statistical and systematic sources.

m`` [GeV] Data Total Bkg Multi-jet tt̄, single top Z ! ⌧⌧ W ! `⌫ WW/WZ/ZZ �� ! ``
12–20 25 297 1 220±180 440±170 605±32 1±0 9±2 107±10 64±26
20–30 19 485 2 100±250 590±240 1 156±61 20±2 8±2 241±19 84±33
30–46 20 731 3 980±330 730±290 2 540±130 156±16 12±3 429±36 114±45
46–66 318 117 30 900±4 100 7 400±3 000 5 370±280 9 940±990 174±35 1 460±120 6 600±2 600

66–116 9 084 639 46 500±4 200 7 400±3 000 13 730±720 4 150±420 870±170 13 640±420 6 700±2 700
116–150 100 697 9 960±520 1 270±520 5 790±300 58±6 153±38 1 310±110 1 380±550
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Figure 1: The distribution of events passing the selection requirements in the electron-pair channel as a function of
dilepton invariant mass m`` (left) and electron pseudorapidity ⌘ (right). Events are shown for the m`` range 46 GeV
to 150 GeV. The MC signal sample (yellow) is simulated using Powheg+Pythia. The statistical uncertainties on the
data points are smaller than the size of the markers and the systematic uncertainties are not plotted. The prediction
is normalised to the integral of the data. The vertical dashed lines on the left-hand plot at m`` values of 66 GeV
and 116 GeV indicate the boundaries between the three principal m`` regions employed in the analysis. The small
discontinuities in the m`` distribution at 66 GeV and 116 GeV are due to the absence of the isolation requirement
around the Z-boson mass peak.

3.4 Estimation of backgrounds

The number and properties of the background events arising from multi-jet processes are estimated using
a data-driven technique. A background-dominated sample is selected using a modified version of the
signal-selection criteria. In the electron-pair channel, both electrons are required to satisfy the ‘loose’
identification criteria [58], but not the ‘medium’ criteria, and are also required to have the same charge.
For the muon-pair channel, two samples of lepton pairs are used: the light-flavour background is estimated
by requiring a pair of muons with the same charge, whilst the heavy-flavour background is estimated by
requiring one electron and one muon with opposite charge. The electron is required to be identified as
‘loose’ and the electron isolation cut is inverted. It is assumed that in all other variables the shape of the
distribution of the multi-jet events is the same in both the signal- and background-dominated samples.
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Figure 2: The distribution of events passing the selection requirements in the muon-pair channel as a function of
dilepton invariant mass m`` (left) and muon pseudorapidity ⌘ (right). Events are shown for the m`` range 46 GeV to
150 GeV. The MC signal sample (yellow) is simulated using Powheg+Pythia. The statistical uncertainties on the
data points are smaller than the size of the markers and the systematic uncertainties are not plotted. The prediction
is normalised to the integral of the data. The vertical dashed lines on the left hand plot at m`` values of 66 GeV and
116 GeV indicate the boundaries between the three principal m`` regions employed in the analysis.

The normalisation of the multi-jet background is determined by performing a �2 minimisation in a vari-
able that discriminates between the signal and multi-jet background. The contribution from all sources
other than the multi-jet background is taken from MC simulation. Two independent fits are performed,
using lepton isolation and m`` as discriminating variables. The signal event-selection criteria are applied,
except that the selection criteria on the isolation variables are removed for the fit that uses lepton isolation.
In the muon-pair final state, the fit using isolation is performed using the values of Iµ. In the electron-pair
final state, the isolation variable I⇤e is defined as the scalar sum of the ET of energy deposits in the calor-
imeter within a cone of size �R = 0.2 around the electron cluster divided by the pT of the electron. The
ET sum excludes cells assigned to the electron cluster and can be negative due to cell noise and negative
signal contribution from pile-up in neighbouring bunches [59]. The fit is performed using the quantity
Imin
e , where Imin

e is the smaller of the I⇤e values of the two electrons in an event. Example results of fits to
the isolation variables for the electron- and muon-pair channels are shown in Figure 3 for the m`` region
around the Z-boson mass peak. The di↵erence in the results of the fits to isolation and m`` is taken as the
systematic uncertainty on the normalisation of the multi-jet background. As a cross-check the procedure
is repeated in bins of |y``| and gives results consistent with the fit performed inclusively in |y``|.
The backgrounds from all sources other than multi-jet processes are estimated using the MC samples
detailed in Section 3.2. These estimates are cross-checked by comparing MC simulation to data in control
regions, selected using criteria that increase the fraction of background. The Z ! ⌧⌧ and tt̄ backgrounds
are enhanced by requiring exactly one electron and one muon candidate per event according to the criteria
described in Section 3.3. The MC simulation is found to be consistent with the data within the assigned
uncertainties on the cross sections (see Section 3.6). In addition, a subset of these events is studied in
which two jets with pT > 25 GeV are identified, which significantly enhances the contribution from the tt̄
background. Again, the MC simulation is consistent with the data within the assigned uncertainties.
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Event Selections - CMS 8,13TeV
• Lepton Selection 8TeV: 

• pT1 > 30 GeV and |η1| < 2.1, pT2 > 20 
GeV and |η2| < 2.4. but excluding 1.444 
< |η| < 1.566 for electrons 

• d0< 0.02cm, z0<0.1(0.5)cm electron 
(muon) 

• 60 < mZ <120 GeV 

• Isolation electrons (muons) in dR < 
0.3(0.4) with I < 0.15(0.12)  

• opposite sign muons 
• φ* < 3.227 to keep the stat. and syst. 

uncertainties comparable in the relevant 
bin 

• Background only 0.6% and 0.5% for 
electron and muon 

• Wjets +MultiJet from Data, others from MC 

• Muon Selection 13 TeV: 
• pT > 25 GeV and |η| < 2.4 

• Isolation: dR < 0.4 with I < 0.15 
• 60 < mZ <120 GeV
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Figure 1: Distributions of dilepton transverse momentum qT (upper), f⇤ (middle), and rapid-
ity |y| (lower) in the dielectron (left) and dimuon (right) channels. The points represent the data
and the shaded histograms represent the expectations which are based on simulation, except
for the contributions from QCD multijet and W+jets events in the dielectron channel, which
are obtained from control samples in data. Here “MG+PY6” refers to a sample produced with
MADGRAPH interfaced with PYTHIA6 (Z2* tune). The error bars indicate the statistical uncer-
tainties for data and for simulation only. No unfolding procedure has been applied to these
distributions.

8 9 Conclusion

Figure 2: Detector level distributions for Z boson candidate events. The plots show the mass
(Left), and the transverse momentum (Right) of the di-muon system. MC is normalized to the
data-yields. Signal from MADGRAPH5 AMC@NLO is shown in yellow, background contribu-
tion from tt̄ is shown in green, diboson and W+jets contribution is shown in orange.
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Uncertainties - ATLAS
• Statistical uncertainties on the data and MC samples used to correct the 

data(considered as uncorrelated between bins and between channels) 
dominant in most kinematic regions 

• Systematics due to detector modelling:  
• lepton energy (electron) and momentum (muon) scales and their resolution  

• lepton reconstruction, identification, trigger and isolation efficiencies, d0 (very small) 

• pile-up distribution (small, but non-negligible contribution) 

• lepton angular resolution of an order similar to that of the pile-up 

• Systematics due to background: 
• Due to varying the normalisation of each MC background within its theoretical cross-

section (treated as correlated between channels). 
• Small in the mll region around the Z- boson peak, more significant in regions away from the 

peak.  

• Multi-jet background normalization obtained from template fits(treated as fully 
correlated between bins). Small contribution to the total uncertainty, important for the 
mll regions below the Z peak. 

• Systematic due to the choice of signal MC  
• Central values from Powheg+Pythia and the difference in the results obtained when 

unfolding the data with Sherpa. 
• below the Z-boson mass peak significant contribution due to the differences in FSR modeling 

between Photos and Sherpa.  

• PDFs (negligible). 

• Systematic on the integrated luminosity is 2.8% (negligible) 

• For φ∗ the total systematic uncertainties at the Z-boson mass peak are at the 
level of around 1 per mille at low φ∗, rising to around 0.5% for high φ∗

46

η
*φ

-310 -210 -110 1 10

 [%
]

η*φ
/d
σ

 d
σ

U
nc

er
ta

in
ty

 o
n 

1/

-110

1

10

Detector Background

Model Data statistics

Total systematic

-1 = 8 TeV, 20.3 fbs
| < 2.4

ll
 < 116 GeV, |yll m≤66 GeV 

ee-channel

ATLAS

η
*φ

-310 -210 -110 1 10

 [%
]

η*φ
/d
σ

 d
σ

U
nc

er
ta

in
ty

 o
n 

1/

-210

-110

1

10
Detector Background

Model Data statistics

Total systematic

-1 = 8 TeV, 20.3 fbs
| < 2.4

ll
 < 116 GeV, |yll m≤66 GeV 

-channelµµ

ATLAS

 [GeV]ll
T

p
1 10 210

 [%
]

ll T
/d

p
σ

 d
σ

U
nc

er
ta

in
ty

 o
n 

1/

1−10

1

10
Data statistics
Detector
Background
Model
Total systematic

ATLAS -1=8 TeV, 20.3 fbs
ee-channel

| < 2.4
ll

 < 116 GeV, |yll m≤66 GeV 

 [GeV]ll
T

p
1 10 210

 [%
]

ll T
/d

p
σ

 d
σ

U
nc

er
ta

in
ty

 o
n 

1/

1−10

1

10 Data statistics
Detector
Background
Model
Total systematic

ATLAS -1=8 TeV, 20.3 fbs
-channelµµ

| < 2.4
ll

 < 116 GeV, |yll m≤66 GeV 

Figure 4: Uncertainty from various sources on (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom) for events with
66 GeV < m`` < 116 GeV and |y`` | < 2.4. Left: electron-pair channel at dressed level. Right: muon-pair channel at
bare level.
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Uncertainties - CMS 8,13 TeV
Uncertainties at 8 TeV analysis: 
• Integrated luminosity dominant 2.6%.  

• Uniform across all φ* and |y| bins (relevant only 
for the absolute cross section measurements) 

• The unfolding uncertainty originates from the 
finite size of the MC signal sample used for the 
response matrix  

• O(stat uncertainty)  

• Lepton identification, isolation, and trigger 
efficiency values from the simulation.  

• Electron energy scale affects all φ* bins ~0.15% 
(0.06%) for the absolute (normalized) cross 
section measurement 

• PDF uncertainties are negligible
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Figure 2: The variation of statistical and systematic uncertainties with f⇤. The upper row shows
the relative uncertainty for the absolute cross section while the lower one shows the relative
uncertainty for the normalised cross section. The left plots pertain to the dielectron channel
and the right plots pertain to the dimuon channel. The uncertainties from the background,
pileup, the electron energy scale or the muon pT resolution, and from QED-FSR modelling are
combined under the label “Other”.

4 8 Results

events that belong to the same truth bin, and at least 50 expected events define the choice of
the binning.

7 Systematic uncertainties
The different sources of systematic uncertainties are studied in detail for each observable pre-
sented in this summary. Two groups of systematic uncertainties are identified: theoretical and
experimental uncertainties. The theoretical uncertainties have impact on the predictions of
the simulation, changing the predicted yield or shapes. Considered are cross section, PDF,
and scale uncertainties. The experimental uncertainties stem from the luminosity, muon mo-
mentum scale, resolution and identification efficiencies, background subtraction, and model
dependence in the unfolding procedure.

The effect of the systematic uncertainties on the inclusive cross section is listed in Table 1. The
uncertainty on the luminosity dominates the measurement with 2.7% [37]. A graphical rep-
resentation of the different contribution to the systematic is given in Figures 1 as function of
the observable under study. The luminosity uncertainty is the dominant systematic in many
regions of the phase space. The model dependence uncertainty is assigned in order to cover
possible difference induced by the underlying spectra in the unfolding procedure. This uncer-
tainty is assessed using POWHEG event generator as alternate model. Statistical uncertainties
on the limited size of the sample used for constructing the response matrix are included as well.
The uncertainty typically ranges from ⇡ 1% to 5% and increases to 10% for large boson pT due
to small MC dataset size. The uncertainties in the muon momentum scale and resolution, as
well as in the scale factor are considered. These uncertainties have a very small impact on the
analysis, typically around 1% each. The background subtraction is based on MC simulations.
An uncertainty is assigned to this procedure corresponding to a 10% variation in the tt̄ yields,
and a 30% variation in the dibosons yields. Control samples of opposite flavor lepton pairs
and a 3-lepton events, as well as the early CMS measurements on these processes, are used to
derive the level of uncertainty. The small background contamination results in an uncertainty
of below the permil in almost all the probed regions of phase space.

Table 1: Systematic uncertainties on the inclusive measurement in percent.
Lepton reco. & id. [%] 1.3
Bkg. subtraction / modeling [%] 0.1
Total experimental [%] 1.3
PDF [%] 0.7
QCD corrections [%] 1.1
EW corrections [%] 0.4
Theoretical Uncertainty [%] 1.4
Lumi [%] 2.7
Total [%] 3.3

8 Results
8.1 Inclusive cross sections

The theoretical predictions of inclusive cross sections are computed at NNLO QCD with the
program FEWZ [29–32] and the NNPDF 3.0 set of PDFs. The renormalization and factorization
scales are set to the mass of the Z boson. Electroweak NLO corrections are included and the
calculatoin is done by FEWZ. The final state radiation contributions are not included when

Uncertainties at 13 TeV analysis:

7

Figure 1: Systematic uncertainties. The plots show the systematic uncertainties as function
of boson pT (Top Left), f⇤

h (Top Right), y (Bottom Left), and the pT of the positively charged
muon (Bottom Right). The blue dashed line represents the uncertainty on the scale-factors,
the solid dark red line the uncertainty on the muon momentum and resolution, the dotted
dark green line the uncertainty on the background subtraction, the dash-dot green line the
uncertainties associated to the unfolding model, and the dashed orange line the uncertainty on
the luminosity. The black line groups togheter these uncertainties except the luminosity.
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Uncertainties - LHCb 13 TeV
• Statistical precisions of the lepton efficiencies are assigned as systematic 

uncertainties.  

• The uncertainties on the purity estimates treated as correlated between all bins 

• The uncertainties on the FSR corrections are taken as uncorrelated between all 
bins.  

• A systematic uncertainty on unfolding with different number of iterations is at 
the per-mille level in each bin

48

Table 1: Summary of the relative uncertainties on the Z boson total cross-section.

Source ��

µµ
Z

[%] ��

ee

Z

[%]
Statistical 0.5 0.9
Reconstruction e�ciencies 2.4 2.4
Purity 0.2 0.5
FSR 0.1 0.2
Total systematic (excl. lumi.) 2.4 2.5
Luminosity 3.9 3.9

the e�ciencies are determined using di↵erent methods for muons and electrons these
uncertainties are taken as uncorrelated between the dimuon and dielectron final states.

The uncertainties on the purity estimates described in Sect. 3 introduce uncertainties
on the overall cross-sections of 0.2% for muons and 0.5% uncertainty for electrons, treated
as correlated between all bins. For the muon analysis, the purity is assumed to be uniform
across all bins. To evaluate the uncertainty associated with this assumption, the purity
is allowed to vary in each bin, with the change from the nominal result providing an
additional uncertainty at the per-mille level for the di↵erential measurement.

The statistical uncertainty on the FSR corrections is treated as a systematic uncertainty
on the corrections. This is combined in quadrature with the di↵erence between the
corrections derived using the Herwig++ [34] and Pythia 8 [16] simulated datasets.
The uncertainties on the FSR corrections are taken as uncorrelated between all bins.

The dimuon analysis is repeated using a momentum scale calibration and detector
alignment determined from Z ! µµ events, in a similar approach to that documented
in Ref. [35]. The impact on the measured total cross-section and the di↵erential y

Z

and
�

⇤
⌘

measurements is negligible. The mean e↵ect in any bin of transverse momentum is
typically 1% and is not statistically significant. However this is assigned as an additional
uncertainty on the di↵erential cross-section in each bin of transverse momentum. While
the Z boson transverse momentum distribution is not measured in the dielectron final
state, the momentum scale plays a larger role in the analysis of the dielectron final state
due to the significant e↵ect of bremsstrahlung and migrations in electron p

T

across the
20 GeV threshold. The impact of the scale around this threshold is evaluated in the
same way as in previous Z ! ee analyses at LHCb [1, 4]. A fit to the min[p

T

(e+), p
T

(e�)]
spectrum returns a momentum scale correction factor of 1.000 ± 0.005 for simulation.
Propagating this uncertainty on the electron momentum scale onto the cross-section
measurement yields an uncertainty of about 0.6%, which is treated as correlated between
all bins.

The transverse momentum distribution is unfolded to account for potential migration
of events between bins arising from the experimental resolution using correction factors in
each bin. A systematic uncertainty on this approach is set by considering the Bayesian
method [36, 37] with two iterations as an alternative. The di↵erence between the two
approaches is at the per-mille level in each bin and is assigned as the uncertainty. As in
previous analyses [3, 5], the unfolding is studied using di↵erent models of the underlying
distribution, and no significant additional variation is observed.

The only uncertainty treated as correlated between the muon and electron final states

8
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Results in y, pt and mass bins
• For mll above the Z peak ResBos is consistent 

with the data within uncertainties for all values of 
φ∗  

• For mll 46 to 66 GeV  ResBos lies below the data 
for φ∗ > 0.4.  

• known deficiency of  ResBos is the lack of NNLO 
QCD corrections for the contributions from γ∗ and 
from Z/γ∗ interference 

• Generally  the evolution of the x-section wrt 
to y and mass is described well by Resbos
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the uncertainty in the ResBos calculation arising from varying [53] the QCD scales, the non-perturbative parameter
aZ , and PDFs.
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Figure 10: The ratio of (1/�) d�/d�⇤⌘ as predicted by ResBos to the combined Born-level data, for the three |y`` |
regions in the two m`` regions adjacent to the Z-boson mass peak. The light-green band represents the statistical
uncertainty on the data and the dark-green band represents the total uncertainty (statistical and systematic) on the
data. The yellow band represents the uncertainty in the ResBos calculation arising from varying [53] the QCD
scales, the non-perturbative parameter aZ , and PDFs.
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Figure 8: The ratio of the predictions of ResBos for the Z-boson mass peak and for |y`` | < 2.4 to the combined
Born-level data for (1/�) d�/d�⇤⌘ (top) and (1/�) d�/dp``T (bottom). The light-green (light-blue) band represents
the statistical uncertainty on the data for �⇤⌘ (p``T ) and the dark-green (dark-blue) band represents the total uncertainty
(statistical and systematic) on the data. The yellow band represents the uncertainty in the ResBos calculation arising
from varying [53] the QCD scales, the non-perturbative parameter aZ , and PDFs.
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Di-leptons Invariant mass and cosθ* - ATLAS 7 TeV

• Signal samples simulated with PYTHIA 6.4 (MSTW2008LO ) and NLO POWHEG (MC) + 
PYTHIA6.4 for parton shower  

• Background is taken from MC  
• For QCD multijet and like W+j use data-driven methods 

51

Di-leptons Invariant mass and cos�*
cs distributions 
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"  Signal samples simulated with  PYTHIA 6.4 (MSTW2008LO ) and  NLO POWHEG (MC) 
+ PYTHIA6.4 for parton shower    

"  Background is taken from MC 
"  For QCD multijet and like W+j use  data-driven methods 

•  Red bands contain all 
experimental systematic 
uncertainties 

•  CC and muon channel 
measure up to mll < 1000 
GeV. Backgrounds in Z 
peak region ~ 1% 

•  CF electron only up to mee  
< 250 GeV due to large 
backgrounds. 
Backgrounds in Z peak 
region ~ 5% 

ATLAS 7 TeV, 4.8fb-1 

•  For CF electrons in 
linear scale asymmetry 
is directly visible on the 
plot 
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Detector-level AFB asymmetry  - ATLAS 7 TeV
• Calculate AFB from cosθ* distribution at detector level after 

background subtraction 

• Good agreement with Pythia and Powheg predictions is found
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Detector-level AFB asymmetry 
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Unfolding AFB from detector to particle level  - ATLAS 7 TeV

• Unfolding AFB at detector level to particle level using a Bayesian iterative method to 
compare with theoretical predictions  

• Response matrix built with Pythia6.4 MC signal samples to correct for ‘mass bin migration 
effects’:  

• Detector effects : finite resolution, lepton reconstruction efficiency • cross-check with PYTHIA LO MC  

• QED : radiative corrections or real photon in the final-state (FSR) • cross-check with 
SHERPA+PHOTON++ MC  

• NLO EWK corrections• cross-check with HORACE MC  

• NLO QCD effects cross-check with POWHEG simulated sample as pseudo-data and unfolding the 
asymmetry using the PYTHIA derived response matrix  

• All cross-check effects smaller than the statistical uncertainties 
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Unfolding AFB
 from detector to particle level   
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•  Unfolding AFB
meas  to particle level using a Bayesian iterative method (RootUnfoldtoolkit) to 

compare with theoretical predictions 
•  Response matrix built with Pythia6.4 MC signal samples to correct for  ‘mass bin migration 

effects’: 
–  Detector effects : finite resolution, lepton reconstruction efficiency  

•   cross-check with PYTHIA LO MC 

–  QED : radiative corrections or real photon in the final-state (FSR)  
•  cross-check with SHERPA+PHOTON++ MC 

–  NLO EWK corrections  
•  cross-check with HORACE MC 

–  NLO QCD effects cross-check with POWHEG simulated sample as pseudo-data and unfolding the 
asymmetry using the PYTHIA derived response matrix 

•  All cross-check effects smaller than the statistical uncertainties 
 

CC electrons CF electrons CC muons 
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AFB corrected for dilution and acceptance  - ATLAS 7 TeV

• Similar unfolding procedure using PYTHIA MC samples to remove also: 
• Dilution effect  

• Wrong choice for quark direction 

• Rely heavily on MC simulation, in particular on the precise PDFs knowledge  

• Geometrical acceptance correction to extrapolate to full phase-space 

• Magnitude of the corrections bigger than previous steps 
• Dominated by the PDF systematic uncertainties
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Similar unfolding procedure using PYTHIA MC samples to remove also: 
•  Dilution effect 

•  Wrong choice for quark direction 
•  Rely heavily on MC simulation, in particular on the precise PDFs knowledge 

•  Geometrical acceptance correction to extrapolate to full phase-space 
•  Magnitude of  the corrections bigger than previous steps 

•  Dominated by the PDF systematic uncertainties 
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Systematics on AFB observed  - ATLAS 7 TeV
• Sources of uncertainties: 

• Unfolding uncertainties 
from data reweighting and 
response matrix statistics  

• Energy scale and resolution  

• Background uncertainty 
from difference between 
methods (negligible in CC 
electrons and muons)  

• PDF uncertainties from 
CT10 error set.  

• For each error set the MC 
sample is reweighted, the 
response matrix calculated 
and unfolding is repeated  

• The results quoted at 
68%CL  

• No single dominating 
uncertainty overall
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Systematics on AFB
obs 
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Sources of  uncertainties: 
 
•  Unfolding uncertainties from 

data reweighting and response 
matrix statistics 

•  Energy scale and resolution 

•  Background uncertainty from 
difference between methods 
(negligible in CC electrons  and 
muons) 

•  PDF uncertainties from CT10  
error set. 
•  For ech error set the MC 

sample  is reweighted, the 
response matrix 
calculated  and unfolding 
is repeated 

•  The results quoted at 
68%CL 

•  No single dominating 
uncertainty overall 
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Uncertainties - CMS

• PDF uncertainties dominate
56

12 7 Theory systematic uncertainties

by varying them by ±100%. Varying the diboson background prediction by 100% results in a
negligible change in the result (< 0.00001). Varying all electroweak and top quark backgrounds
by luminosity uncertainty of 2.6% also results in a negligible change in the result (< 0.00001).
The total systematic uncertainty from the background estimation is ±0.00003 and ±0.00005 in
the dimuon and dielectron channels, respectively.

6.5 Pileup

To take into account the uncertainty originating from differences in pileup between data and
simulation, we vary the minimum bias cross section by ±5% and recompute the expected
pileup distribution in data. Then the analysis is repeated and the difference with respect to
the central value is considered as a systematic uncertainty. The pileup uncertainty is ±0.00003
and ±0.00002 in the dimuon and dielectron channels, respectively.

All the experimental systematic uncertainties discussed above are summarized in Table 2.

Table 2: Summary of experimental systematic uncertainties.

Source muons electrons
MC statistics 0.00015 0.00033
Lepton momentum calibration 0.00008 0.00019
Lepton selection efficiency 0.00005 0.00004
Background subtraction 0.00003 0.00005
Pileup modeling 0.00003 0.00002
Total 0.00018 0.00039

7 Theory systematic uncertainties

Several sources of systematic uncertainties in modeling of the MC templates are studied. Sys-
tematic uncertainty associated with boson pT modeling is evaluated by reweighting MC pT

distribution to data in each |Y``| bin and taking the difference of resulting sin2 q
lept
eff with respect

to the default value.

The QCD renormalization and factorization scales, µR and µF, are each varied by a factor of
2 independently, such that their ratio is within 0.5  µR/µF  2.0. The maximum deviation
among these six variations with respect to the nominal choice (excluding the two opposite
largest variations) is assigned as a systematic uncertainty associated with the missing higher
order terms.

Additionally, we use “Z+j” process with a multi-scale improved NLO (MiNLO [29]) calculation
to assess the uncertainty from the missing higher order QCD terms and modeling of the angular
coefficients. The MiNLO “Z+j” process has a NLO accuracy for both Z+0 and Z+1 jet events
and thereby provides a better description of the pT-dependence of the angular coefficients. In
particular, it does not predict an unphysical negative A0 coefficient at pT = 0, which is the case
for the default NLO POWHEG [30].

Systematic uncertainty in FSR modeling is estimated by comparing results obtained with PHO-
TOS and PYTHIA 8 templates. In case of PHOTOS the effect from changing the AFB(M``) distri-
bution is largely canceled with the effect of calibrating the lepton energies to match the PHOTOS
dilepton mass distributions to data. In particular, in the dimuon channel the shift with respect
to the nominal value would be 0.00020 using PHOTOS templates but the muon calibrations de-
rived with PYTHIA 8 reference distributions. The shift reduces to 0.00003 when using PHOTOS
to derive muon calibration coefficients as well.
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Electroweak effects from the difference between the quark and leptonic effective mixing an-
gles are estimated by changing sin2 qu

eff and sin2 qd
eff by 0.00011 and 0.00023, respectively, with

respect to the sin2 q
lept
eff . These differences were obtained using ZFITTER [31] program and are

consistent with those predicted by ZGRAD. We find that sin2 q
lept
eff extracted by fitting the data

AFB distributions with the corresponding templates is shifted by 0.00001.

The underlying event tune parameters are varied up and down within their uncertainties and
sin2 q

lept
eff values are extracted using the corresponding templates. The maximum difference

from default tune is taken as a corresponding uncertainty. The systematic uncertainties from
all the above sources are summarized in Table 3.

Table 3: Theory systematic uncertainties in the dimuon (left) and dielectron (right) channels.
Detailed descriptions of each systematics are given in the text.

model variation Muons Electrons
Dilepton pT reweighting 0.00003 0.00003
QCD µR/F scale 0.00011 0.00013
POWHEG MiNLO Z+j vs NLO Z model 0.00009 0.00009
FSR model (PHOTOS vs PYTHIA) 0.00003 0.00005
UE tune 0.00003 0.00004
Electroweak (sin2 q

lept
eff � sin2 qu, d

eff ) 0.00001 0.00001
Total 0.00015 0.00017

We also separately study the modeling of the A0 angular coefficient. The A0 angular coefficient
is included in the definition of our observable AFB. As a baseline the average A0 value in each
measurement Y``–M`` bin is used in the definition of the weighted AFB. Several other options
are studied: (1) the leading-order expression: A0 = p2

T/(p2
T + m2), (2) the pT-dependent A0 in

each Y``–M`` bin as predicted by the baseline NLO POWHEG simulation, (3) the pT-dependent
A0 as predicted by the MiNLO “Z+j” POWHEG generator, (4) and finally A0 is set to 0. In all
these cases the same definition is used for both the data and simulation, and the extracted
sin2 q

lept
eff is the same within ±0.00002 of the default choice. Additionally we weight the cos q⇤

distribution of MiNLO Z+j MC sample to match A0(pT) distribution in each bin to the corre-
sponding values of the baseline MC simulation. The change in the resulting sin2 q

lept
eff is also

negligible.

8 PDF uncertainties

The observed AFB values depend on the size of the dilution effect, as well as on the relative con-
tributions from u and d valence quarks to the total dilepton production cross section. There-
fore, the PDF uncertainties translate into sizable variations in the observed AFB values. How-
ever, changes in PDFs affect the AFB(M``, Y``) distribution in a different way from changes in
sin2 q

lept
eff .

Changes in PDFs result in changes in AFB’s in regions where the absolute values of AFB is
large, i.e. at high and low dilepton masses. On the contrary, the effect of changes in sin2 q

lept
eff

are largest near the Z-peak and are significantly smaller at high and low masses. Because of
this behavior, which is illustrated in Fig. 5, we apply the Bayesian c2 reweighting method to
constrain the PDF uncertainties [32–34] and reduce the PDF errors in the extracted value of
sin2 q

lept
eff .
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Weak mixing angle extraction
• ATLAS:  

• Measure the AFB in bins of Mll with two central electrons (CC), one 
central and one forward electron (CF) and two muons in the mass 
range 70-250 GeV.  

• Produce 17 Pythia MC templates for AFB for different values of 
sin2θeff

lep  
• Use a re-weighting technique to obtain fully simulated samples  

• Extract sin2θeff
lep by fitting measured AFB from data to template 

samples with different sin2θeff
lep values 

• CMS   : 
• Multivariate likelihood method using variables: decay angle cosθ∗ 

invariant mass and rapidity only for the muon events  
• Use analytical prediction for differential cross section, convoluted with 

analytical models for PDFs, dilution, detector effects 
• Perform unbinned extended maximum likelihood fit to extract the 

weak mixing angle 
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AFB and effective weak mixing angle
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AFB and weak mixing angle measurements 

•  The weak mixing angle can be measured from Drell-Yan Z  production    
                                                      using the  LO differential cross-section at parton 
       level:   

 
•  Linear term leads to an asymmetry AFB in  the polar angle � distribution of  

the lepton: 
 
 
 
cos� > 0 : Forward event 
cos� < 0 : Backward event 

 

•  sin2�w at three level is defined as: 1- m2
w /mz

2 . Including higher order EW   corrections 
the tree level expression of  the couplings gv  and gA are modified. The sin2 �eff   is 
related to the EW coupling gv 

•  The EW corrections are absorbed into �f and �f. 
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� is the angle of  the neg. lepton relative 
to the quark momentum in the di-lepton 
rest frame. 

the weak mixing angle  can be 
extracted by  AFB  at the Mz scale 


