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In the LHC physics, the precise understanding of Parton 
Distribution Functions plays a major role (e.i. Higgs boson 
discovery, searches for new physics, …).  
In recent years a new generation of PDF sets have been 
developed for the LHC Run II and this has a fall-out also on other 
research fields. 
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Motivations

● LHCb offers a complementary phase space 
region with respect to ATLAS and CMS for 
Electroweak measurements.

 
● Cross-sections measurements of W and Z 
production in the forward acceptance are 
important tests of the Standard Model.

● These measurements provide access to Parton 
Distribution Functions in two different regions:

● We can aim to precisely measure fundamental 
parameters of the SM: the electroweak mixing 
angle, the W mass etc.

➔ at high Bjorken-x values;

➔ at low x values, unexplored by other 
experiments.
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W, Z production (sensitive to the underlying 
dynamics of strongly interacting particles):  
 
- constitutes important tests for the SM 
(e.w. mixing angle, W mass, etc…)  
 
-provides access to PDFs in different 
regions on the phase-space. In particular: 

 -at high-x 
 -at low-x ~10-6 (unexplored by other 
 experiments)	
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-ATLAS and CMS have precision 
tracking in central region and can 
reconstruct electrons and jets in the 
forward calorimeter for the Vector 
Boson associate production 
 
-LHCb provides precision 
measurements with a coverage for 
2<η<5, performing complementary 
measurements 

In the LHC physics, the precise understanding of Parton 
Distribution Functions plays a major role (e.i. Higgs boson 
discovery, searches for new physics, …).  
In recent years a new generation of PDF sets have been 
developed for the LHC Run II and this has a fall-out also on other 
research fields. 
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•  Inclusive 
 
•  Vector Boson + Jet   
 
•  Vector Boson + Heavy Flavour Jet   
 
	
  

Measurements 
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Figure 5: Ratios (red line) of W+ to W� boson (left) and W± to Z boson (right) combined production cross sections
in the fiducial region compared to predictions based on di↵erent PDF sets. The inner (yellow) shaded band corres-
ponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties added
in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars.

collaborations in the past [24, 53–56], proved to be powerful tools to constrain PDF fits. The ratio of W+

to W�-boson cross sections is mostly sensitive to the di↵erence of uv and dv valence-quark distributions
at low Bjorken-x, while the ratio of W± to Z constrains the strange-quark distribution [18].

The systematic uncertainties of the ratio measurements are largely uncorrelated between the electron and
muon channels, apart from the common luminosity uncertainty. However, there is a strong correlation
between W+ and W�-boson measurements and between the W± and Z-boson results for the same-flavour
measurement. The results for the measured W+/W� and W±/Z ratios of fiducial production cross sections
in the combined electron and muon channels as well as the corresponding predictions as described in
Section 2 are given in Table 3 and presented in Figure 5. The dominant components of the systematic
uncertainty in the W±/Z ratio are from both the multijet background and the jet-energy scale/resolution
while that of the W+/W� ratio is from the uncorrelated part of the multijet background uncertainty. For the
ratios RW+/W� = �fid

W+/�
fid
W� and RW/Z = �fid

W±/�
fid
Z , several predictions agree within quoted uncertainties,

although all predictions are above the central value for the data in both cases.

8 Conclusion

Measurements with the ATLAS detector at the LHC of the W ! `⌫ and Z ! `+`� production cross
sections based on 938,158 and 79,907 candidates, respectively, are presented. These results correspond
to a total integrated luminosity of approximately 81 pb�1of proton–proton collisions at

p
s = 13 TeV,

the highest centre-of-mass energy ever available from a collider. The size of the W± and Z-boson pro-
duction cross sections at this LHC Run-2 centre-of-mass energy are enhanced by a factor of nearly two
from those at

p
s = 7 TeV and 8 TeV in Run-1. The measurements of the fiducial cross sections of

W+, W�, and Z-boson production are made separately in the electron and muon decay channels and are
found to be consistent between the two channels. The datasets for electron and muon decay channels are
then combined using a methodology which accounts for the correlations of the experimental systematic
uncertainties. The measured fiducial and total cross sections are found to agree with theoretical calcu-
lations based on NNLO QCD with NLO EW corrections. These measured cross sections have a global
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Cross section ratios performed in the 
fiducial region of the detector   
 
Results compared to NNLO pQCD 
prediction for different PDF sets, variation 
shows the sensitivity to PDFs	
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in the fiducial region compared to predictions based on di↵erent PDF sets. The inner (yellow) shaded band corres-
ponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties added
in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars.
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Figure 4. The ratios Rfid
Zi/Zj

, for i, j = 13, 8, 7 compared to predictions based on different PDF sets.
The inner shaded band (barely visible since it is small) corresponds to the statistical uncertainty,
the middle band to the statistical and experimental systematic uncertainties added in quadrature,
while the outer band shows the total uncertainty, including the luminosity uncertainty. The theory
predictions are given with the corresponding PDF uncertainties shown as inner bars while the outer
bars include all other uncertainties added in quadrature.

The difference between data and predictions for the 7 and 8TeV results is consistent with

the results published by ATLAS for the ratio of tt̄ cross sections at these two energies [1],

as is discussed in section 5.4.2.

5.4.2 Single ratios at different
√
s

The ratios of the fiducial Z-boson cross sections at various
√
s values are compared in

figure 4 to predictions employing different PDF sets. The uncertainty in these ratios is

dominated by the luminosity uncertainty. Even though the total luminosity uncertainties

are of comparable magnitude at 7, 8 and 13TeV, they are mostly uncorrelated and therefore

do not cancel in the cross-section ratios.

The measurements are consistent with the predictions for all PDF sets. Most of these

predictions agree with the data within the experimental uncertainties, even omitting the

luminosity uncertainty. This observation may indicate that the luminosity-determination

uncertainty in the measured ratio is conservative. The smallness of the PDF uncertainties

for different predictions and the overall small spread among them suggest that the measured

Z-boson data could be used to cross-normalise the measurements at the different centre-of-

mass energies, thereby avoiding the penalty associated with the combination of uncorrelated

luminosity uncertainties. This aspect is explored in section 5.4.3 by taking double ratios

of tt̄ to Z-boson cross sections, but this approach can be used for other processes as well.
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ponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties added
in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars.

collaborations in the past [24, 53–56], proved to be powerful tools to constrain PDF fits. The ratio of W+

to W�-boson cross sections is mostly sensitive to the di↵erence of uv and dv valence-quark distributions
at low Bjorken-x, while the ratio of W± to Z constrains the strange-quark distribution [18].

The systematic uncertainties of the ratio measurements are largely uncorrelated between the electron and
muon channels, apart from the common luminosity uncertainty. However, there is a strong correlation
between W+ and W�-boson measurements and between the W± and Z-boson results for the same-flavour
measurement. The results for the measured W+/W� and W±/Z ratios of fiducial production cross sections
in the combined electron and muon channels as well as the corresponding predictions as described in
Section 2 are given in Table 3 and presented in Figure 5. The dominant components of the systematic
uncertainty in the W±/Z ratio are from both the multijet background and the jet-energy scale/resolution
while that of the W+/W� ratio is from the uncorrelated part of the multijet background uncertainty. For the
ratios RW+/W� = �fid

W+/�
fid
W� and RW/Z = �fid

W±/�
fid
Z , several predictions agree within quoted uncertainties,

although all predictions are above the central value for the data in both cases.

8 Conclusion

Measurements with the ATLAS detector at the LHC of the W ! `⌫ and Z ! `+`� production cross
sections based on 938,158 and 79,907 candidates, respectively, are presented. These results correspond
to a total integrated luminosity of approximately 81 pb�1of proton–proton collisions at

p
s = 13 TeV,

the highest centre-of-mass energy ever available from a collider. The size of the W± and Z-boson pro-
duction cross sections at this LHC Run-2 centre-of-mass energy are enhanced by a factor of nearly two
from those at

p
s = 7 TeV and 8 TeV in Run-1. The measurements of the fiducial cross sections of

W+, W�, and Z-boson production are made separately in the electron and muon decay channels and are
found to be consistent between the two channels. The datasets for electron and muon decay channels are
then combined using a methodology which accounts for the correlations of the experimental systematic
uncertainties. The measured fiducial and total cross sections are found to agree with theoretical calcu-
lations based on NNLO QCD with NLO EW corrections. These measured cross sections have a global
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Figure 4. The ratios Rfid
Zi/Zj

, for i, j = 13, 8, 7 compared to predictions based on different PDF sets.
The inner shaded band (barely visible since it is small) corresponds to the statistical uncertainty,
the middle band to the statistical and experimental systematic uncertainties added in quadrature,
while the outer band shows the total uncertainty, including the luminosity uncertainty. The theory
predictions are given with the corresponding PDF uncertainties shown as inner bars while the outer
bars include all other uncertainties added in quadrature.

The difference between data and predictions for the 7 and 8TeV results is consistent with

the results published by ATLAS for the ratio of tt̄ cross sections at these two energies [1],

as is discussed in section 5.4.2.

5.4.2 Single ratios at different
√
s

The ratios of the fiducial Z-boson cross sections at various
√
s values are compared in

figure 4 to predictions employing different PDF sets. The uncertainty in these ratios is

dominated by the luminosity uncertainty. Even though the total luminosity uncertainties

are of comparable magnitude at 7, 8 and 13TeV, they are mostly uncorrelated and therefore

do not cancel in the cross-section ratios.

The measurements are consistent with the predictions for all PDF sets. Most of these

predictions agree with the data within the experimental uncertainties, even omitting the

luminosity uncertainty. This observation may indicate that the luminosity-determination

uncertainty in the measured ratio is conservative. The smallness of the PDF uncertainties

for different predictions and the overall small spread among them suggest that the measured

Z-boson data could be used to cross-normalise the measurements at the different centre-of-

mass energies, thereby avoiding the penalty associated with the combination of uncorrelated

luminosity uncertainties. This aspect is explored in section 5.4.3 by taking double ratios

of tt̄ to Z-boson cross sections, but this approach can be used for other processes as well.
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The inner shaded band (barely visible since it is small) corresponds to the statistical uncertainty,
the middle band to the statistical and experimental systematic uncertainties added in quadrature,
while the outer band shows the total uncertainty, including the luminosity uncertainty. The theory
predictions are given with the corresponding PDF uncertainties shown as inner bars while the outer
bars include all other uncertainties added in quadrature.

The difference between data and predictions for the 7 and 8TeV results is consistent with

the results published by ATLAS for the ratio of tt̄ cross sections at these two energies [1],

as is discussed in section 5.4.2.

5.4.2 Single ratios at different
√
s

The ratios of the fiducial Z-boson cross sections at various
√
s values are compared in

figure 4 to predictions employing different PDF sets. The uncertainty in these ratios is

dominated by the luminosity uncertainty. Even though the total luminosity uncertainties

are of comparable magnitude at 7, 8 and 13TeV, they are mostly uncorrelated and therefore

do not cancel in the cross-section ratios.

The measurements are consistent with the predictions for all PDF sets. Most of these

predictions agree with the data within the experimental uncertainties, even omitting the

luminosity uncertainty. This observation may indicate that the luminosity-determination

uncertainty in the measured ratio is conservative. The smallness of the PDF uncertainties

for different predictions and the overall small spread among them suggest that the measured

Z-boson data could be used to cross-normalise the measurements at the different centre-of-

mass energies, thereby avoiding the penalty associated with the combination of uncorrelated

luminosity uncertainties. This aspect is explored in section 5.4.3 by taking double ratios

of tt̄ to Z-boson cross sections, but this approach can be used for other processes as well.

– 20 –

Z cross section ratios at different center-of-mass energies	
   JHEP 02 (2017) 117	
  

PDF uncertainty small à a precision test for understanding the energy evolution	
  

Significant power  to constrain the light-q sea at 
x<0.02 and g distribution at x~0.1 
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Figure 9. Impact of the ATLAS Z-boson and tt̄ cross-section data on the determination of PDFs.
The bands represent the uncertainty for the ATLAS-epWZ12 PDF set and the uncertainty of the
profiled ATLAS-epWZ12 PDF set using tt+Z data as a function of x for the total light-quark-sea
distribution, xΣ, at Q2 ≈ m2

Z (left) and for the gluon density, xg, at Q2 ≈ m2
t (right). In the upper

plots, the profiled PDF set is divided by the central value of ATLAS-epWZ12 PDF set, “ref”, while
in the lower plots, the relative uncertainty, δ, is given. The lower plots also show the impact of only
including the ATLAS tt̄ data set. In the upper plots, the dashed blue curve represents the ratio of
the central value of the profiled result to ATLAS-epWZ12 PDF set.

be used to normalise cross-section measurements at different
√
s, as well as provide stringent

cross-checks on the corresponding ratios of absolute integrated luminosity values. The data

are found to be in best agreement with the ATLAS-epWZ12 PDF set, closely followed by

the HERAPDF2.0 set, while the CT14, NNPDF3.0, and MMHT14 PDF sets deviate

from some of the ratio measurements at the 1–2σ level. TheABM12 PDF set is disfavoured

by the data. A tension is observed between data and predictions of the double ratio between

8TeV and 7TeV, which is difficult to ascribe entirely to the
√
s dependence of the PDFs.
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13 TeV production cross section - 	
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Figure 4: Result of the DY differential cross section measurement for full phase space with
FSR correction as a function of dimuon invariant mass compared to the NNLO theoretical pre-
diction of FEWZ (red) and the NLO prediction of MADGRAPH5 AMC@NLO (green). Both
NNPDF3.0 PDF set is used for the theoretical calculation. In the middle and bottom plots,
the band with red colour denotes total uncertainty which is the combination of statistical, sys-
tematical, theoretical, and luminosity uncertainties. The band with purple colour denotes the
statistical uncertainty only.

9 Summary

In summary, this note presented results of the measurement of the Drell-Yan differential cross
section ds/dm in the dimuon channel in the mass range 15 < m < 3000 GeV in proton-proton
collisions at

p
s = 13 TeV. The measurement is based on the dataset corresponding to an inte-

grated luminosity of 2.8 fb�1. The measurement is corrected for detector resolution correction
resulting in event migration between mass bins, efficiency caused by the difference between
data and MC simulation, acceptance to take into account the coverage of CMS detector, and
FSR effects pronounced mostly below the Z peak. The results are in good agreement with the
SM theoretical predictions at NNLO predictions calculated with FEWZ and NLO predictions
calculated with MADGRAPH5 AMC@NLO.

Drell-Yan cross section 
(15<mll<3000 GeV) via  
s-channel exchange of  
γ*/Z  bosons	
  

Good agreement with the SM 
theoretical predictions NLO 
predictions calculated with 
aMC@NLO and NNLO 
predictions calculated with FEWZ 
	
  

x region probed 10-4<x<1	
  

CMS-PAS-SMP-16-009 
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Z production - 	
  

leptonic final states: Zà µµ and Zà ee	
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Figure 2: The di↵erential cross-section as a function of the Z boson rapidity, compared between
theory and data. The bands correspond to the data, with the inner band corresponding to
the statistical uncertainty and the outer band corresponding to the total uncertainty. The
points correspond to O(↵2

s

) predictions with di↵erent PDF sets. The inner error bars on these
points are due to the PDF uncertainty, with the outer error bars giving the contribution of all
uncertainties. The di↵erent predictions are displaced horizontally within bins to enable ease of
comparison. The upper plot shows the di↵erential cross-section, and the lower plot shows the
same information as ratios to the central values of the NNPDF3.0 predictions.
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comparison. The upper plot shows the di↵erential cross-section, and the lower plot shows the
same information as ratios to the central values of the NNPDF3.0 predictions.

12

O(αs
2) predictions with 

different PDF sets, generators 
or tune 

Z
y

2 2.5 3 3.5 4 4.5

  [
pb

]
Zyd
σd

0
20
40
60
80

100
120
140
160
180
200
220
240

 = 13 TeVsLHCb, 
Muon - Statistical Uncertainty
Muon - Total Uncertainty
Electron - Statistical Uncertainty
Electron - Total Uncertainty

CT14

NNPDF3.0

MMHT14

Z
y

2 2.5 3 3.5 4 4.5

N
N

PD
F3

.0
) Zyd

σd
)/( Zyd

σd (

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7
 = 13 TeVsLHCb, 

Muon - Statistical Uncertainty
Muon - Total Uncertainty
Electron - Statistical Uncertainty
Electron - Total Uncertainty

CT14

NNPDF3.0

MMHT14

Figure 2: The di↵erential cross-section as a function of the Z boson rapidity, compared between
theory and data. The bands correspond to the data, with the inner band corresponding to
the statistical uncertainty and the outer band corresponding to the total uncertainty. The
points correspond to O(↵2

s

) predictions with di↵erent PDF sets. The inner error bars on these
points are due to the PDF uncertainty, with the outer error bars giving the contribution of all
uncertainties. The di↵erent predictions are displaced horizontally within bins to enable ease of
comparison. The upper plot shows the di↵erential cross-section, and the lower plot shows the
same information as ratios to the central values of the NNPDF3.0 predictions.

12

  [GeV]
T
p

1 10 210

]
-1

  [
G

eV
Tpd
σd  

σ1

0
0.01
0.02
0.03
0.04

0.05
0.06
0.07
0.08
0.09

0.1
POWHEG+PYTHIA8

PYTHIA8, Monash tune

PYTHIA8, LHCb tune

 = 13 TeVsLHCb, 

Muon - Statistical Uncertainty

Muon - Total Uncertainty

  [GeV]
T
p

1 10 210

PY
TH

IA
8 

M
on

as
h 

tu
ne

) Tpd
σd  

σ1
) /

 (
Tpd
σd  

σ1 (

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6
 = 13 TeVsLHCb, 

Muon - Statistical Uncertainty

Muon - Total Uncertainty

POWHEG+PYTHIA8

PYTHIA8, Monash tune

PYTHIA8, LHCb tune

Figure 4: The normalised di↵erential cross-section as a function of the Z boson transverse
momentum, compared between theory and data. The bands correspond to the data, with the
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Differential cross section combined 
with predictions	
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Figure 1: The fiducial cross-section compared between theory and data. The bands correspond
to the average of the dimuon and dielectron final states, with the inner band corresponding to the
statistical uncertainty and the outer band corresponding to the total uncertainty. The top three
points correspond to O(↵2

s

) predictions with di↵erent PDF sets. The inner error bars on these
points are due to the PDF uncertainty, with the outer error bars giving the contribution of all
uncertainties. The bottom points correspond to the LHCb measurements in the dielectron and
dimuon final states and their average, with the inner error bar showing the statistical uncertainty
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W production - 	
  

Wà eν	
  
NNLO predictions with different 
parameterizations of the PDFs 

Overall the measurements are 
compatible with the theory 
predictions. 
Discrepancy (3σ) seen for W+ cross 
section in the very forward region	
  

JHEP 10 (2016) 030 
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Figure 2: The di↵erential W+ and W� cross-sections in bins of ⌘e. Measurements, represented
as bands, are compared to NNLO predictions with di↵erent parameterisations of the PDFs
(markers are displaced horizontally for presentation). The bottom panel displays the theory
predictions divided by the measured cross-sections.

The W

+ to W

� cross-section ratio is determined to be

R

W

± = 1.390 ± 0.004 ± 0.013 ± 0.002,

where uncertainties are statistical, systematic and due to the LHC beam energy measure-
ment, respectively.

7.3 Cross-sections as a function of electron pseudorapidity

Born level cross-sections as a function of electron pseudorapidity are tabulated in Ap-
pendix A. The di↵erential cross-sections as a function of ⌘

e are also determined and
shown in Fig. 2. Measurements are compared to theoretical predictions calculated with
the Fewz [15, 16] generator at NNLO for the six PDF sets: ABM12 [35], CT14 [36],
HERA1.5 [37], MMHT14 [38], MSTW08 [39], and NNPDF3.0 [40]. Satisfactory agreement
is observed apart from in the far forward region of the W

+ di↵erential measurement,
where the PDF uncertainties are also greatest.
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between theory predictions and the measured charge asymmetry.
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Figure 3: The W+ to W� cross-section ratio in bins of ⌘e. Measurements, represented as bands,
are compared to NNLO predictions with di↵erent parameterisations of the PDFs (markers
are displaced horizontally for presentation). The bottom panel displays the theory predictions
divided by the measured cross-section ratios.

7.4 Cross-section ratio and charge asymmetry

Cross-section ratios as a function of ⌘

e are compared to theory predictions in Fig. 3 and the
measurements are tabulated in Appendix A. Overall the measurements are in agreement
with theory predictions, with the exception of the far forward region. In this region the
measured ratio is higher than the expectation as a consequence of the discrepancy seen in
the W

+ cross-section in that region.
The W boson production charge asymmetry is defined as

A

e

⌘ �

W

+!e

+
⌫e � �

W

�!e

�
⌫e

�

W

+!e

+
⌫e + �

W

�!e

�
⌫e

. (4)

The asymmetry is compared to theory predictions in bins of ⌘

e in Fig. 4. The measurements
are tabulated in Appendix A.

7.5 Lepton universality

Production of W bosons in the forward region has also been studied in the muon final
state [9]. The muon measurement had a di↵erent upper kinematic limit in pseudorapidity,
and consequently the bin boundaries only coincide with the present measurement for
⌘

l

< 3.50. The results are therefore compared in the range 2.00 < ⌘

l

< 3.50 as is shown
in Figs. 5, 6, and 7. The results of these measurements are seen to be consistent with the
W ! µ⌫ measurements and no significant deviation from lepton universality is observed
once uncertainties and correlations between measurements are taken into account. Fig. 5
shows good agreement, apart from the bin 3.00 < ⌘

l

< 3.25 for W

+, where the di↵erence
is approximately 3 standard deviations.
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Change in sign of asymmetry due to 
V − A structure of weak force 
 
It extends ATLAS and CMS 
measurements into the forward region 
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Measurement of the electron-
to-muon cross-section ratios 
for the W and Z production 

Lepton (e–μ) universality in the weak vector-boson decays 
EPJ C 77 (2017) 367 

The ellipse represents the 68% 
CL for the correlated 
measurement of RW and RZ 

SM expectation of RW=RZ=1 	
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The strangeness content of the proton by 	
  

Deviations of the predictions 
obtained with many PDF sets, hint 
to a special impact of the data on 
the determination of the quark 
distributions, in particular on the 
strange 

10

The strangeness content of the proton

!

 xFitter analysis of the ATLAS W,Z 2011 inclusive data prefers a symmetric strange sea with small 
uncertainty, at odds with all other PDF fits!

 Actually the ATLAS data suggest that there are more strange than up and down sea quarks in the 
proton, which is very difficult to understand from non-perturbative QCD arguments !

 Can one accommodate the ATLAS W,Z 2011 data in the global fit? What happens to strangeness?

Juan Rojo                                                                                                                 LHCb EW meeting, 23/02/2017

•  Global fit results favour suppression of 
strangeness 

  
•  Data suggest more strange than up 

and down sea quarks in the proton 
 à Difficult to explain by non-
 perturbative QCD arguments	
  

EPJ C 77 (2017) 367 
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PDF constraints by              data 	
  

Because of the longitudinal boost required for a W,Z boson to be produced in 
the forward region, LHCb results are particularly sensitive to effects at low and 
high values of x 

arXiv: 1705.04468 

Quark flavor separation with forward W and Z production at LHCb Juan Rojo
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Figure 2: The up quark (upper plots) and down quark (lower plots) PDFs at Q = 100 GeV, comparing the
results of the NNPDF3.1 baseline with those of the corresponding fit without LHCb data. We show the PDF
ratios normalized to the central value of NNPDF3.1 (left) and the relative PDF uncertainties (right plots).

reduction of the PDF uncertainties on the gluon at x ' 10�6 by up to an order of magnitude.

Forward weak boson production at LHCb. In Fig. 1 we show the kinematical coverage in the
(x,Q2) plane of the W and Z production data from LHCb included in NNPDF3.1, compared with
the corresponding coverage of W,Z production at ATLAS, CMS and the Tevatron, as well as with
that of the HERA inclusive structure function data. For the Drell-Yan data, the values of (x,Q2) for
each data bin are approximated assuming leading order kinematics, namely x1,2 =(M/

p
s)e±y, with

M and y the invariant mass and the lepton rapidity of each bin. We observe that the LHCb data spans
a wider and complementary range in x as compared from the ATLAS and CMS measurements, and
in particular ensure an improved coverage of the large-x region.

In order to illustrate the impact of the LHCb data, in Fig. 2 we show the up quark and down
quark PDFs at Q = 100 GeV, comparing the results of the NNPDF3.1 NNLO fit with those of
the same fit without any LHCb data. We show the PDF ratios normalized to the central value of
NNPDF3.1 and the relative PDF uncertainties. From this comparison, we see that the LHCb data
has a significant impact in NNPDF3.1, both in terms of shifting the central value of the large-x
quarks, where the LHCb data prefer larger values, and in terms of reducing the PDF uncertainties.
In the case of xd(x,Q), the LHCb data reduce the PDF uncertainties by almost a factor 2 for x' 0.3.

Next, in Fig. 3 we show the quark-quark PDF luminosity Lqq and its relative uncertainty for
the NNPDF3.1 fits with and without the LHCb data. We find that the LHCb data prefers harder Lqq
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reduction of the PDF uncertainties on the gluon at x ' 10�6 by up to an order of magnitude.

Forward weak boson production at LHCb. In Fig. 1 we show the kinematical coverage in the
(x,Q2) plane of the W and Z production data from LHCb included in NNPDF3.1, compared with
the corresponding coverage of W,Z production at ATLAS, CMS and the Tevatron, as well as with
that of the HERA inclusive structure function data. For the Drell-Yan data, the values of (x,Q2) for
each data bin are approximated assuming leading order kinematics, namely x1,2 =(M/

p
s)e±y, with

M and y the invariant mass and the lepton rapidity of each bin. We observe that the LHCb data spans
a wider and complementary range in x as compared from the ATLAS and CMS measurements, and
in particular ensure an improved coverage of the large-x region.

In order to illustrate the impact of the LHCb data, in Fig. 2 we show the up quark and down
quark PDFs at Q = 100 GeV, comparing the results of the NNPDF3.1 NNLO fit with those of
the same fit without any LHCb data. We show the PDF ratios normalized to the central value of
NNPDF3.1 and the relative PDF uncertainties. From this comparison, we see that the LHCb data
has a significant impact in NNPDF3.1, both in terms of shifting the central value of the large-x
quarks, where the LHCb data prefer larger values, and in terms of reducing the PDF uncertainties.
In the case of xd(x,Q), the LHCb data reduce the PDF uncertainties by almost a factor 2 for x' 0.3.

Next, in Fig. 3 we show the quark-quark PDF luminosity Lqq and its relative uncertainty for
the NNPDF3.1 fits with and without the LHCb data. We find that the LHCb data prefers harder Lqq
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PDF is parametrized at the input scale Q0 ⇠> µc, with µc = mc being the charm threshold, and then
determined from experimental data in the same way as the light quark PDFs. It can be shown
that the forward W,Z production data from LHCb provide, in addition to constrains on the light
quark PDFs, also useful information on the charm content of the proton. This sensitivity can be
understood from the fact that forward gauge boson production depends on charm PDF via partonic
subprocesses such as s̄c !W+ and sc̄ !W�.

In Fig. 5 we show the charm PDF xc+(x,Q2) at Q = 1.7 GeV and its absolute uncertainty
dc+ for the fits with and without LHCb data. We observe how the LHCb measurements lead to
a suppressed xc+ at large-x, as well as to a reduction of the associated PDF uncertainties. These
results indicate that stringent constraints on models of the non-perturbative charm content of the
proton can be provided by the LHCb W,Z data.

The impact of the LHCb data on the charm PDF can also be gauged by computing hxci,
the average momentum fraction carried by charm quarks in the proton, for the NNPDF3.1 fits
with and without the LHCb data. When LHCb data is excluded we find that, for Q = Q0 = 1.65
GeV, hxcinoLHCb = 0.012± 0.006, while in the baseline NNPDF3.1 fit we have instead hxci3.1 =

0.004± 0.004. This is a consequence that, as shown in Fig. 5, both the central value is reduced

4

u	
   d	
   c	
  

-shift of the central values 
-uncertainties are reduced up to a factor 2, more marked at large x 
 
 

Models where non-perturbative charm can carry much more than 1% of 
the total proton’s momentum are strongly disfavoured	
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W and Z + jet production at  

Wà µν, Zà µµ, jet à anti-kT with R=0.5	
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Figure 1. The contributions to the selected (left) W+j and (right) W−j samples are shown, where
the QCD background is obtained by a fit to the pµT/p

µ-jet
T spectrum and the electroweak background

is determined as described in the text. The contributions shown are the sum of the individual
contributions in bins of ηjet, where the charge asymmetry typical of Wj production in pp collisions
is evident.

• The QCD background template is obtained using a di-jet enriched data sample,

obtained by requiring pµ-jet+j
T < 20GeV. The small contribution from signal events in

the template is subtracted using simulation where the normalisation is obtained from

the bin corresponding to pµT/p
µ-jet
T > 0.95 in the signal region. The template shape is

then corrected for differences in the pµ-jetT distribution between the background and

signal regions.

The fits are performed in bins of ηjet, pjetT , and ηµ separately for positively and negatively

charged Wj candidates. The background from Z decays to muons and τ leptons, where a

single muon is present in the final state, is determined from simulation where the sample

is normalised to the number of fully reconstructed Z → µµ decays observed in data. The

small contribution from WW , tt̄ and single top events is determined using next-to-leading

order (NLO) predictions obtained from MCFM [29]. Finally, the background from W → τν

decays is determined by first obtaining the ratio of W → τν to W → µν events expected

from simulation and normalising to the remaining signal after all other backgrounds have

been determined. The background from fake jets is evaluated using simulation.

The contribution from QCD processes is found to vary between 30–70% in different bins

of ηjet, pjetT and ηµ while the contribution from electroweak processes (including di-boson

and top production) amounts to 5–10% of the selected samples. The contribution from

fake jets represents approximately 0.8–0.9% of the samples. The overall purity of the W+j

(W−j) sample is determined to be 46.7(36.5)% where the total contributions, obtained by

summing over the yields in the ηjet bins, are shown in figure 1.

4.2 Zj sample purity

The contribution from semileptonic decays of heavy-flavour particles to the Zj sample is

determined by selecting a background-enhanced sample using two approaches, where either

the muons are not isolated from other activity in the event or where they do not form a good

vertex. The efficiency with which the requirements select background events is evaluated by

– 5 –

Benchmark for the jet reconstruction at 
LHCb 
 
Different contributions by NLO predictions 
(MCFM)	
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Figure 1. The contributions to the selected (left) W+j and (right) W−j samples are shown, where
the QCD background is obtained by a fit to the pµT/p

µ-jet
T spectrum and the electroweak background

is determined as described in the text. The contributions shown are the sum of the individual
contributions in bins of ηjet, where the charge asymmetry typical of Wj production in pp collisions
is evident.

• The QCD background template is obtained using a di-jet enriched data sample,

obtained by requiring pµ-jet+j
T < 20GeV. The small contribution from signal events in

the template is subtracted using simulation where the normalisation is obtained from

the bin corresponding to pµT/p
µ-jet
T > 0.95 in the signal region. The template shape is

then corrected for differences in the pµ-jetT distribution between the background and

signal regions.

The fits are performed in bins of ηjet, pjetT , and ηµ separately for positively and negatively

charged Wj candidates. The background from Z decays to muons and τ leptons, where a

single muon is present in the final state, is determined from simulation where the sample

is normalised to the number of fully reconstructed Z → µµ decays observed in data. The

small contribution from WW , tt̄ and single top events is determined using next-to-leading

order (NLO) predictions obtained from MCFM [29]. Finally, the background from W → τν

decays is determined by first obtaining the ratio of W → τν to W → µν events expected

from simulation and normalising to the remaining signal after all other backgrounds have

been determined. The background from fake jets is evaluated using simulation.

The contribution from QCD processes is found to vary between 30–70% in different bins

of ηjet, pjetT and ηµ while the contribution from electroweak processes (including di-boson

and top production) amounts to 5–10% of the selected samples. The contribution from

fake jets represents approximately 0.8–0.9% of the samples. The overall purity of the W+j

(W−j) sample is determined to be 46.7(36.5)% where the total contributions, obtained by

summing over the yields in the ηjet bins, are shown in figure 1.

4.2 Zj sample purity

The contribution from semileptonic decays of heavy-flavour particles to the Zj sample is

determined by selecting a background-enhanced sample using two approaches, where either

the muons are not isolated from other activity in the event or where they do not form a good

vertex. The efficiency with which the requirements select background events is evaluated by
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Figure 2. Summary of the measurements performed in the fiducial region, as defined in section 1.
The measurements are shown as bands, while the theoretical predictions are presented as points.
For the experimental measurements, the inner band represents the statistical uncertainty, while the
outer band represents the total uncertainty. For the theory points, the inner error bar represents
the scale uncertainty, while the outer bar represents the total uncertainty. The cross-sections and
ratios are shown normalised to the measurement, while the asymmetry is presented separately.

8 Conclusions

Measurements of the forward W and Z boson cross-sections in association with jets at√
s = 8TeV are presented. The W bosons are reconstructed in the decay W → µνµ and

the Z bosons in the decay Z → µµ. Total cross-sections are presented in the forward

fiducial region in addition to measurements of the charge ratio and asymmetry of Wj

production and the ratio of Wj to Zj production. Differential cross-sections are presented

as a function of pjetT , ηjet, ηµ in the case of Wj production, and for Zj production, where a

full reconstruction of the final state is possible, measurements are presented as a function of

pjetT , ηjet, yZ , and the azimuthal separation of the Z boson and the jet, |∆φ|. The Wj charge

ratio and asymmetry are presented as a function of ηµ. All measurements are observed to

be in agreement with predictions obtained at O(α2
s) interfaced with a parton shower in

order to achieve NLO plus leading-log accuracy. The measurements of the charge ratio and

asymmetry of Wj production are also compared to predictions obtained at O(α2
s) in fixed

order perturbative QCD and show good agreement.

– 11 –

Measurements are in good 
agreement with POWHEG and 
aMC@NLO predictions	
  

JHEP 05 (2016) 131 



17	
  

Wà µν + jet  (anti-kT with R=0.5)	
  
	
  

PRD 95 (2017) 052002 

assigned by varying the inelastic cross section by
!5% [42].
Uncertainties in the differences between efficiencies in

data and simulation for the trigger, muon isolation, and
muon identification criteria are generally less than 3%.
An uncertainty due to the finite number of simulated

events used to construct the response matrix is estimated by
randomly varying the content of each bin of the response
matrix according to a Poisson uncertainty. The standard
deviation of the unfolded results is taken as an estimate of
the uncertainty. It ranges from 0.1% to 6.9% for jet
multiplicities of 1 to 7.
The effect of the systematic uncertainties in the measured

cross section as a function of jet multiplicity is illustrated in
Fig. 2, and in Table II for jet multiplicities of 1, 2, and 3.
The total uncertainty is the sum in quadrature of all
contributions.

IX. RESULTS

The measuredWð→μνÞ þ jets fiducial cross sections are
shown in Figs. 3–15 and compared to the predictions of the

LO MC generator MADGRAPH5 þPYTHIA6 (described in
Sec. III), to those of MADGRAPH5_aMC@NLO and SHERPA 2

NLO MC generators, and to the fixed-order theoretical
predictions provided by BLACKHATþSHERPA [43] and by a
W þ 1 jet NNLO calculation [6,7]. The 8 TeV data sample
allows us to determine the cross sections for jet multiplic-
ities up to 7 and to study the fiducial cross sections as
functions of most kinematic observables for up to four jets.
An NLO prediction is provided by MADGRAPH5_

aMC@NLO version 2.2.1 [3], a MC generator with up to
three final-state partons, withME computation for up to two
jets at NLO accuracy, which uses the NNPDF3.0 PDF set
[44]. The generator is interfaced with PYTHIA 8 [45] for
parton showering and hadronization, and the corresponding
sample is denoted MADGRAPH5_aMC@NLOþ PYTHIA8

(denoted as MG5 aMCþ PY8 in the figure legends). The
merging of parton shower and ME is done with the FxFx
merging scheme [46] and the merging scale is set at 30 GeV.
The NNPDF2.3 PDF set [47] and the CUETP8M1 tune
[48] are used in PYTHIA8. Using the weighting methods
available in the generator [49], PDF and scale uncertainties
are assigned to the MADGRAPH5_aMC@NLOþ PYTHIA8
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FIG. 3. Measured cross section versus exclusive (left) and inclusive (right) jet multiplicity, compared to the predictions of MADGRAPH,
MADGRAPH5_aMC@NLO, SHERPA 2, and BLACKHATþSHERPA (corrected for hadronization and multiple-parton interactions), for which
we currently have predictions only up to W þ 4 jets. Black circular markers with the gray hatched band represent the unfolded data
measurement and its total uncertainty. Overlaid are the predictions together with their uncertainties. The lower plots show the ratio of
each prediction to the unfolded data.
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•  Comparison over 30 different differential 
distributions 

•  Comparison to different MC varying the 
factorization and renormalization scales 
by a factor of 0.5 or 2 

The predictions generally describe the 
jet multiplicity within the uncertainties 

W + jet at            
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Jet kT algorithm (R=0.4, R=1.0) combines 
particles using:  	
  

While properties of the jets can be studied directly using the jet momenta, a complementary approach is
taken in this paper by studying the jet production rates at di↵erent resolution scales. To this end, splitting
scales of jets are constructed using an infrared-safe clustering algorithm based on sequential combination
of the input momenta. In this analysis the kt algorithm [9, 10] is used, with distance measures defined for
every iteration as follows:

di j = min
⇣
p2

T,i, p
2
T, j

⌘
⇥
�R2

i j

R2 , (1)

dib = p2
T,i, (2)

where the transverse momentum pT carries an index corresponding to the ith and jth constituent mo-
mentum in the input list, for all possible permutations of i and j in the given clustering step. The input
momenta separation �Ri j is defined in terms of the rapidity y and the azimuthal angle � via the relation⇣
�Ri j
⌘2
=
⇣
yi � y j

⌘2
+
⇣
�i � � j

⌘2
. The index b denotes the beam line and the parameter R governs the

average cone size in y–� space around the jet axis. For a given iteration of the algorithm in which the
number of input momenta drops from k + 1 to k, the associated squared splitting scale dk is given by the
minimum of all the di j and dib scales defined for that iteration step:

dk = min
i, j

(di j, dib). (3)

If this minimum is a di j, the ith and jth momenta in the input list are replaced by their combination. If
the minimum is a dib, the ith momentum is removed from the input collection and is declared a jet. The
index k defines the order of the splitting scale, with k = 0 being the last iteration step before the algorithm
terminates. Hence the zeroth-order splitting scale,

p
d0, corresponds to the pT of the leading kt-jet, and

one can regard the Nth splitting scale,
p

dN , as the distance measure at which an N-jet event is resolved
as an (N + 1)-jet event. The steps of a kt clustering sequence using three input momenta are illustrated in
Figure 1.

In this paper, measurements of di↵erential distributions of the splitting scales occurring in the kt clustering
algorithm using charged-particle tracks in events with Z + jets are presented. The aim is to constrain
the theoretical modelling of strong-interaction e↵ects, and charged-particle tracks are used instead of
calorimeter cells to reduce the systematic uncertainties of the measurements significantly. In addition to
these primary results using only charged-particle information, less precise extrapolated results including
neutral particles are also provided to allow comparisons to fixed-order calculations.

The measurements are performed independently in the Z ! e+e� and Z ! µ+µ� decay channels as
well as for jet-radius parameters of R = 0.4 and R = 1.0 in each decay channel. The presented analysis
is complementary to the ATLAS measurement of the kt splitting scales in W + jets events at

p
s =

7 TeV [11].

2 ATLAS detector

The ATLAS detector is described in detail in Ref. [12]. Tracks and interaction vertices are reconstructed
with the inner detector (ID) tracking system, consisting of a silicon pixel detector, a silicon microstrip
detector (SCT) and a transition radiation tracker. The ID is immersed in a 2 T axial magnetic field,
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Figure 4: Charged-only distributions for the eight leading splitting scales in the electron channel using the jet-radius
parameter R = 0.4. The size of the error bars reflects the statistical uncertainty, while the combined statistical
and systematic uncertainty is indicated by the grey band. Theoretical predictions from Sherpa with NLO multijet
merging (“MEPS@NLO”) and from Powheg+Pythia 8 with NNLO matching (“NNLOPS”) are displayed including
error bands for the generator uncertainties.
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•  Distributions sensitive to both hard and 
soft non-perturbative QCD 

 
Clear discrepancy between data and 

theory at low scales	
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While properties of the jets can be studied directly using the jet momenta, a complementary approach is
taken in this paper by studying the jet production rates at di↵erent resolution scales. To this end, splitting
scales of jets are constructed using an infrared-safe clustering algorithm based on sequential combination
of the input momenta. In this analysis the kt algorithm [9, 10] is used, with distance measures defined for
every iteration as follows:

di j = min
⇣
p2

T,i, p
2
T, j

⌘
⇥
�R2

i j

R2 , (1)

dib = p2
T,i, (2)

where the transverse momentum pT carries an index corresponding to the ith and jth constituent mo-
mentum in the input list, for all possible permutations of i and j in the given clustering step. The input
momenta separation �Ri j is defined in terms of the rapidity y and the azimuthal angle � via the relation⇣
�Ri j
⌘2
=
⇣
yi � y j

⌘2
+
⇣
�i � � j

⌘2
. The index b denotes the beam line and the parameter R governs the

average cone size in y–� space around the jet axis. For a given iteration of the algorithm in which the
number of input momenta drops from k + 1 to k, the associated squared splitting scale dk is given by the
minimum of all the di j and dib scales defined for that iteration step:

dk = min
i, j

(di j, dib). (3)

If this minimum is a di j, the ith and jth momenta in the input list are replaced by their combination. If
the minimum is a dib, the ith momentum is removed from the input collection and is declared a jet. The
index k defines the order of the splitting scale, with k = 0 being the last iteration step before the algorithm
terminates. Hence the zeroth-order splitting scale,

p
d0, corresponds to the pT of the leading kt-jet, and

one can regard the Nth splitting scale,
p

dN , as the distance measure at which an N-jet event is resolved
as an (N + 1)-jet event. The steps of a kt clustering sequence using three input momenta are illustrated in
Figure 1.

In this paper, measurements of di↵erential distributions of the splitting scales occurring in the kt clustering
algorithm using charged-particle tracks in events with Z + jets are presented. The aim is to constrain
the theoretical modelling of strong-interaction e↵ects, and charged-particle tracks are used instead of
calorimeter cells to reduce the systematic uncertainties of the measurements significantly. In addition to
these primary results using only charged-particle information, less precise extrapolated results including
neutral particles are also provided to allow comparisons to fixed-order calculations.

The measurements are performed independently in the Z ! e+e� and Z ! µ+µ� decay channels as
well as for jet-radius parameters of R = 0.4 and R = 1.0 in each decay channel. The presented analysis
is complementary to the ATLAS measurement of the kt splitting scales in W + jets events at

p
s =

7 TeV [11].

2 ATLAS detector

The ATLAS detector is described in detail in Ref. [12]. Tracks and interaction vertices are reconstructed
with the inner detector (ID) tracking system, consisting of a silicon pixel detector, a silicon microstrip
detector (SCT) and a transition radiation tracker. The ID is immersed in a 2 T axial magnetic field,

3

Splitting scale dk with k the order of  
the scale 	
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Figure 4: Charged-only distributions for the eight leading splitting scales in the electron channel using the jet-radius
parameter R = 0.4. The size of the error bars reflects the statistical uncertainty, while the combined statistical
and systematic uncertainty is indicated by the grey band. Theoretical predictions from Sherpa with NLO multijet
merging (“MEPS@NLO”) and from Powheg+Pythia 8 with NNLO matching (“NNLOPS”) are displayed including
error bands for the generator uncertainties.
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Impact on the gluon distribution for NNPDF3.1 

The best precision in the large-x gluon description is achieved by 
combining jets, top-pair and Z pt data	
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Figure 1. SV-tagger algorithm BDT(b|c) versus BDT(bc|udsg) distributions obtained from simulation for
(left) b, (middle) c and (right) light-parton jets.

(b,c) jets and the total number of (b,c) jets must be determined. The tagged (b,c) yields are ob-
tained by fitting the SV-tagger or TOPO BDT distributions in the subsample of jets that are tagged
by an SV. The total number of (b,c) jets is determined by fitting the c2

IP distribution of the highest-
pT track in the jet. The (b,c)-tagging efficiency is the ratio of the tagged over total (b,c)-jet yields.

An alternative approach employed by other experiments (see, e.g. ref. [25]) is to measure the
efficiency using the subsample of jets that contain a muon. This approach has the advantage that
the (b,c)-jet content is enhanced due to the presence of muons from the semileptonic decays of
(b,c) hadrons; however, the disadvantage is that this method assumes that mismodeling of the
tagging performance is the same for semileptonic and inclusive decays. Both the highest-pT track
and muon-jet methods are used in this analysis to study the jet-tagging performance.

Combined fits of several data samples enriched in (b,c) jets are performed to obtain the tagging
efficiencies. It is important to include the systematic uncertainties on both the tagged and total
(b,c)-jet yields for each data sample in the combined fits.

This section is arranged as follows: the data samples used are described in section 4.1; the
BDT fits used to obtain the tagged (b,c)-jet yields are given in section 4.2; the highest-pT-track
c2

IP fits used to obtain the total (b,c)-jet yields are described in section 4.3; the muon-jet subsample
method is discussed in section 4.4; the systematic uncertainties on the tagged and total (b,c)-jet
yields are presented in section 4.5; and the (b,c)-tagging efficiency results are given in section 4.6.

4.1 Data samples

Events that contain either a high-pT muon or a fully reconstructed (b,c) hadron, referred to here as
an event-tag, are used to measure the jet-tagging efficiencies in data. The highest-pT jet in the event
that does not have any overlap with the event-tag is chosen as the test jet. Each event-tag is required
to have satisfied specific trigger requirements and to have Df > 2.5 relative to the test-jet axis to
reduce the possibility of contamination of the jet from the event-tag.2 Therefore, all events used
to measure the (b,c)-tagging efficiency have passed the trigger independently of the presence of

2The event-tag samples are highly pure; however, when the event-tag is not properly reconstructed the non-overlap
requirements are not guaranteed to hold. Requiring that the event-tag and test jet are back-to-back in the transverse plane
greatly reduces the probability that a particle originating from the event-tag decay but not reconstructed in the event-tag
is reconstructed as part of the test jet.

– 6 –
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Very good discriminating power	
  

Boosted Decision Tree: 
-BDT(bc|udsg) separates HF 
from L-jets 
-BDT(b|c) separates b from c-
jets 
  	
  

Jets reconstructed if secondary Vx compatible with 
c or b-hadron decay and within the jet radius 0.5 

Wà e/µ ν + 2 HF jet  (anti-kT with R=0.5)	
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Fig. 1. Average of uGB response in different intervals of mjj for W + bb (black) and 
tt (green). The vertical error bars represent the standard error of the uGB mean in 
each interval. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.)

the lepton and jets: pT(ℓ), η(ℓ), pT(j1), pT(j2), m(j1), m(j2), pT(jj), 
#R(j1, j2), #R(jj, j1), #R(jj, j2) and cos(θjj(ℓ)), where θjj(ℓ) is the 
lepton scattering angle in the dijet rest frame and jj represents the 
dijet system. The muon and electron decay channels are trained 
separately. Fig. 1 shows the correlation between the uGB and the 
mjj variables. In the fit all variables are treated as uncorrelated; 
the effect of the observed small correlations is taken into account 
in the systematic uncertainties of the results.

5.3. Signal determination

A binned maximum likelihood fit is performed to determine the 
yields of tt , W + + bb, W − + bb, W + + cc and W − + cc. The sim-

ulated background yields are normalised to NLO predictions and 
they are allowed to vary in the fit within their uncertainties. The 
QCD multijet background is normalised from a data-driven method 
as explained in Section 4. The fit is performed assuming the four 
variables (mjj , uGB, j1 BDT(b|c) and j2 BDT(b|c)) to be uncorre-
lated.

The free parameters in the fit are the normalisation factors with 
respect to the SM predicted yields K (i), where i = tt, W + + bb,

W − + bb, W + + cc, W − + cc. The K (tt) parameter is fitted using 
all four samples, while the others are fitted in each corresponding 
sample. The projections of the fit in each of the four samples are 
shown in Figs. 2–5, while the fit results are given in Table 1.

5.4. Systematic uncertainties

Systematic effects can impact the results in two ways: by affect-
ing signal and background yields, or by altering template shapes 
used in the fits. The efficiency of the GEC is measured in a Z + jet
sample selected with a looser trigger requirement [26] and a 2%
uncertainty is assigned to account for the final-state dependence 
of the GEC efficiency observed in simulation. The systematic un-
certainty on the integrated luminosity is 1.16% [33].

The lepton reconstruction and trigger efficiencies are studied 
using data-driven methods in Z → ℓ+ℓ− [35,36]. Those studies 
show that data and simulation agree within 1.0–5.0% depending 
on η(ℓ) and pT(ℓ), which is taken as systematic uncertainty. The 
uncertainty of the lepton kinematic efficiency, which includes the 
effect of final-state radiation, is neglected. The method described in 
Ref. [27] is used to assess the systematic uncertainty due to the er-
rors of the heavy-flavour tagging efficiency weight-factor described 
in Sec. 4, which amounts to 5–10% depending on pT(j).

Fig. 2. Projections of the simultaneous 4D-fit results for the µ+ sample: a) the dijet mass; b) the uGB response; the BDT(b|c) of the c) leading and d) sub-leading jets. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

-W+cc is the first of its kind 
-top production in W+b final state, 
very sensitive at high-x for gluon PDF	
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Fig. 6. Graphical representation of Table 2. The outer bars (light yellow) correspond to the total uncertainties of the measured cross-sections and the inner bars (dark yellow) 
correspond to the statistical uncertainties. Theoretical prediction is represented by the black markers and error bars, where inner and outer uncertainties represent the scale 
and the total errors respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
Observed and expected cross-sections in the fiducial region defined in Section 3. 
The first uncertainty on the expected cross-sections is related to the scale variation 
and the second is the total. The first uncertainty on the observed cross-sections is 
statistical and the second is systematic.

Process Expected [pb] Observed [pb] Significance

W + + bb 0.081+0.022
−0.013

+0.040
−0.018 0.121+0.019

−0.018
+0.029
−0.020 7.1σ

W − + bb 0.056+0.014
−0.010

+0.018
−0.013 0.093+0.018

−0.017
+0.023
−0.016 5.6σ

W + + cc 0.123+0.034
−0.020

+0.060
−0.027 0.24 +0.08

−0.07
+0.08
−0.04 4.7σ

W − + cc 0.084+0.021
−0.015

+0.027
−0.020 0.133+0.073

−0.062
+0.050
−0.022 2.5σ

tt 0.045+0.008
−0.007

+0.012
−0.010 0.05 +0.02

−0.01
+0.02
−0.01 4.9σ

Table 3
Correlation matrix for the measured cross sections. The correlations are given in %.

Process tt W + + bb W − + bb W + + cc W − + cc

tt 100.00
W + + bb 39.02 100.00
W − + bb 35.10 58.62 100.00
W + + cc 31.26 30.87 37.65 100.00
W − + cc 19.06 31.97 20.16 22.99 100.00

(p⃗(ℓ) + p⃗(j1) + p⃗(j2)) is required to be pmiss
T > 15 GeV. The mea-

sured and expected cross-sections are presented in Table 2 and 
Fig. 6. The significance obtained using Wilks’ theorem [38] is 4.9σ
for tt , 7.1σ for W + + bb, 5.6σ for W − + bb, 4.7σ for W + + cc
and 2.5σ for W − + cc. The correlation matrix of the measured 
cross-sections is presented in Table 3. The measured cross-sections 
are in agreement with the SM predictions calculated at NLO using 
MCFM and the CT10 PDF set.
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Figure 4: Differential fiducial cross section for Z(1b) production as a function of the leading
b jet pT (left), and the cross section ratio for Z(1b) and Z+jets production as a function of the
leading b/inclusive (j) jet pT (right), compared with the MADGRAPH 5FS, MADGRAPH 4FS,
MADGRAPH5 aMC@NLO, and POWHEG MINLO theoretical predictions (shaded bands), nor-
malized to the theoretical cross sections described in the text. For each data point the statistical
and the total (sum in quadrature of statistical and systematic) uncertainties are represented by
the double error bar. The width of the shaded bands represents the uncertainty in the theo-
retical predictions, and, for NLO calculations, the inner darker area represents the statistical
component only.

The 4FS-based prediction fails to describe the shape of the ratio as a function of the leading b
jet pT, and discrepancies in the shape are also observed for high values of the Z boson pT.

The production of a Z boson in association with two b jets is also investigated. In this case the
kinematic observables are the transverse momenta of the leading and subleading b jets, the pT
of the Z boson, the separations of the b jets both in azimuthal angle and in the h-f plane, the
minimal distance in the h-f plane between the Z boson and a b jet, the asymmetry between the
minimal and the maximal distances between the Z boson and a b jet, and the invariant masses
of the bb and the Zbb systems. The measured distributions are generally well reproduced by
the predictions.

theoretical predictions agree with the data, although MADGRAPH event generator fails to 
describe simultaneously both the low- and high-pT b-jet regions 
 
The ratios of differential cross sections for the production of a Z boson in association with at 

least one b-jet and the inclusive Z+jets production shows clear discrepancies between 
theory and data in softer regime 
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Figure 4.27: Same as Fig. 4.4 but now excluding all LHC data. Results are shown for the up (top left),
down (top right), charm (bottom left) and gluon (bottom right) PDFs.

variant of the NNPDF3.1 NNLO default PDF determination in which all deuterium data are
corrected using the same nuclear corrections as used by MMHT14 (specifically, Eqs. (9,10) of
Ref. [7]).

In terms of fit quality we find that the inclusion of nuclear corrections leads to a slight
deterioration in the quality of the fit, with a value of �2/Ndat = 1.156, to be compared to
the defaut �2/Ndat = 1.148 (see Table 3.1). In particular we find that for the NMC, SLAC,
and BCDMS data the values of �2/Ndat with (without) nuclear corrections are respectively
0.94(0.95), 0.71(0.70), and 1.11(1.11). Therefore, the addition of deuterium corrections has no
significant impact on the fit quality to these data.

The distances between PDFs determined including deuterium corrections and the default are
shown in Fig. 4.30. They are seen to be moderate and always below the half-sigma level, and
confined mostly to the up and down PDFs, as expected. These PDFs are shown in Fig. 4.31,
which confirms the moderate e↵ect of the deuterium correction. It should be noticed that the
PDF uncertainty, also shown in Fig. 4.31, is somewhat increased when the deuterium corrections
are included. The relative shift for other PDFs are yet smaller since they are a↵ected by larger
uncertainties, which are also somewhat increased by the inclusion of the nuclear corrections.

In view of the theoretical uncertainty involved in estimating nuclear corrections, and bearing
in mind that we see no evidence of an improvement in fit quality while we note a slight increase
in PDF uncertainties when including deuterium corrections using the model of Ref. [7], we
conclude that the impact of deuterium corrections on the NNPDF3.1 results is su�ciently small
that they may be safely ignored even within the current high precision of PDF determination.
Nevertheless, more detailed dedicated studies of nuclear corrections, also in relation to the
construction of nuclear PDF sets, may well be worth pursuing in future studies.

61

Impact of the LHC data on NNPDF (an example) 

Most PDFs are affected at the one-sigma level 
and in some cases (such as the down and charm 

quarks) at up to the two-sigma level 
 

PDFs remain considerably more accurate after 
LHC and should be used for precision 

phenomenology  
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Conclusions 

Pasquale Di Nezza 

ATLAS, CMS and LHCb access the electroweak sector in a very precise and 
complementary way 

 
-Inclusive measurements put important constraints on the PDFs providing 
precision information on the inner structure of the proton. Some intriguing 
discrepancies? 
 
-Jets coupled to the Vector Boson production are able to create the interplay 
between pQCD in parton showers and hard matrix elements 
 
-Heavy Flavour tagging adds more information on PDFs and reduces the 
background processes 	
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Conclusions 

Pasquale Di Nezza 

These measurements provide a unique handle on the SM and on 
the structure of the proton, from the quark flavour separation at 
large-x, to the gluon distribution at small-x or to the constraint of 

the non-perturbative charm  

ATLAS, CMS and LHCb access the electroweak sector in a very precise and 
complementary way 

 
-Inclusive measurements put important constraints on the PDFs providing 
precision information on the inner structure of the proton. Some intriguing 
discrepancies? 
 
-Jets coupled to the Vector Boson production are able to create the interplay 
between pQCD in parton showers and hard matrix elements 
 
-Heavy Flavour tagging adds more information on PDFs and reduces the 
background processes 	
  


