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Outline 

•  Overview		
	
	
•  Kinematical	cartography	of	a	process	
	
	

•  Hadronization	and	fragmentation	
	
	

•  Evolution	and	perturbation	theory	
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Intrinsic Transverse Momentum 
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Effect of a Transverse Momentum Distribution in the Parton Model*
C. W. GARDINER AND D. P. MA JUMDAR

Physics Department, Syracuse University, Syracuse, Rem York 13210
(Received 24 June 1970)

The parton model for the inelastic lepton-nucleon scattering is generalized to include a realistic momen-
tum distribution of the partons. In this formalism each parton is given a component of momentum which is
orthogonal in a four-vector sense to the nucleon momentum. An approximation scheme is developed to
take into account the effect of this orthogonal (transverse) momentum distribution of the partons. It is
found to generate an additional scale-invariant contribution to the structure function vW2 (v,Q') as well as a
non-scale-invariant contribution, as is expected. The scale-invariance-breaking term is found to be a power
series in Qs/vs and vanishes as r or Qs goes to infinity for a fixed ~ =2&v/Qs. The eiject of the transverse
momentum distribution is explicitly displayed and discussed for a few momentum distribution functions.
The data on inelastic e-P scattering are then analyzed for any significant deviations from scale invariance,
and it is concluded that there is evidence for such deviations. On the assumption that the systematic errors
in the data are small, we make some fits which display the dependence on Q . Finally, an attempt is made
to fit the data with the formalism developed in the initial part of the paper. For this purpose use is made
of a model for the partons, proposed previously by the authors to explain the data in the approximation
that scale invariance is satisfied. Some comments are made on the properties of partons which are necessary
to fit the data and on the present status of scale-invariance breaking.

I. INTRODUCTION
HE parton concept' has recently been' ' of great
utility in the description of high-energy inelastic

lepton-nucleon processes. The original formulations of
this model, however, involve a simplifying assumption
to test the usefulness of the main concepts. It was
assumed, for example, that the four-momentum of each
parton is proportional to that of the proton, and it is
this assumption which leads to the result of scale
invariance. 4 The purpose of this paper is to study the
effects of a realistic momentum distribution of the
partons, since such a distribution will give rise to some
breaking of scale invariance, which seems to be observed
in the inelastic e-p scattering da, ta.
In a previous paper' we showed that a parton model

can be constructed to explain the inelastic e-p scattering
data in the approximation that scale invariance is
satisfied. The formalism that we shall develop here will
be quite independent of that work, but for the purpose
of comparing our formalism with the data we shall use it
as a first approximation.
The plan of this paper is as follows. In Sec. II we

develop a formalism which introduces a component of
the four-momentum of each parton orthogonal to the
four-momentum of the proton. We then introduce an
approximation procedure which is simple to deal with in

*Work supported by the U. S. Atomic Energy Commission.' J.D. Bjorken and E. A. Paschos, Phys. Rev. 185, 1975 (1969);
R. P. Feynman, in Proceedings of the Third ToPical Conference on
High Energy Collisions of Hadrons, Stony Brook, %em York, 1969
(Gordon and Breach, New York, 1969).

2 C. W. Gardiner and D. P. Majumdar, Phys. Rev. D 2, 151
(1970).
3 S. D. Drell, D. Levy, and T. M. Yan, Phys. Rev. I.etters 22,

744 (1969); Phys. Rev. 18'7, 2159, 1969; Phys. Rev. D 1, 1035
(1970);D. J. Gross and C. H. Llewellyn Smith, Nucl. Phys. 814,
337 (1969); C. H. Llewellyn Smith, CERN Report No. TH 1097
(unpublished); T. Muta, KUNS Report No. 165, Kyoto Univer-
sity, Japan (unpublished); A. Niegawa, KUNS Report No. 172,
Kyoto University, Japan (unpublished).

4 J. D. Bjorken, I'hys, Rev. 1'79, 1547 (1969).

computations. The scale-invariance-breaking term in
this formalism is explicitly displayed, and discussed.
Section III is devoted to the discussion of various
specific models for the transverse momentum distribu-
tion of the partons. (By "transverse momentum" we
mean that part of the four-momentum of the parton
which is orthogonal to the four-momentum of the
proton. ) In Sec. IV the data, on inelastic e-p scattering
are analyzed for any significant deviations from scale
invariance. Then we use our formalism to test the
various hypotheses concerning the transverse mo-
mentum distribution of the partons.
EotatZ'oe md E&semutics. In I'ig. 1 we show the

kinematic configuration. We de6ne

o=E q/M,
'Qs cfs

co = 1/X= 231v/Q'.
The inelastic di6erential cross section is given in terms
of the structure functions H/"2 and I/I/'~ by

dQdA' 4Z' sin'( —', 0)

&&LWs cos'(—,'i))+2Wr sin'-( —', 0)j, (1.1)

where E and E' are the initial and final electron energies
in the laboratory frame, and 0 is the lab angle through
which the electron is scattered.
The structure functions W& and t/t/'~ are functions only

of v and Q'.

The basic idea of the parton model is that at large
c.m. energies of the e-p system the proton may be
thought of as being composed of fundamental non-
interacting structureless constituents, called pa, rtons,

2040

“The	parton	model	for	the	inelastic	lepton-nucleon	scattering	is	
generalized	to	include	a	realistic	momentum	distribution	of	the	
partons.	In	this	formalism	each	parton	is	given	a	component	of	
momentum…			to	take	into	account	the	effect	of	this	orthogonal	
(transverse)	momentum	distribution	of	the	partons.”		
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Why Study Transverse 
Momentum 

•  Intrinsic	Transverse	momentum	
– Hadron	bound	state	properties	in	terms	of	quark	
and	gluon	properties		
	
	

•  Very	high	energies	
– Multiple	large	but	widely	separated	scales		
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TMD PDFs and Collinear 
PDFs 

•  Similarities		
–  Correlation	functions	with	universal	(and	np	calculable)	properties	
–  Perturbatively	calculable	hard	parts		
–  Evolution	

	
•  Differences		

–  m/Q	è	0,	fixed	x,z	limit,					m/Q,	PT/Q	è	0,	fixed	x,	z	limit	
–  Wilson	lines	and	gauge	invariance		
–  Soft	factors,	etc	
–  Regions	of	transverse	momentum		
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FIG. 6. (a) Illustration of the nonperturbative. compo-
nent of the transverse momentum of quarks within proton
that is intrinsic to the wave function of the proton. One
expects this transverse momentum to be balanced by the
remaining constituents in the proton which can, in turn,
fragment into particles at high &ff. The away-side con-
sists of the recoiling quark 9'g and two slightly shifted
jets, one from the beam and one from the target. (b)
Illustration of the perturbative component to the trans-
verse momentum of a quark with a hadron which is due
to the bremstrahlung of a gluon before the basic 2- 2
scattering occurs. In this case, the trigger quark is
balanced by two away-side jets, one from the quark 9z
and from the radiated gluon 9&.

creases the P~ of a 90 trigger has recently been
observed by the British-French-Scandinavian
(BFS) group at ISR'o (see Fig. 14 or Ref. 22).
Secondly, in QCD, one expects to receive an
"effective" k~ of quarks in protons due to the
bremstrahlung of gluons. This perturbation term
is illustrated in Fig. 6(b). It corresponds to in-
cluding two particle to three or more particle
processes (2-8) rather than just the two particle
to two particle 2-2 scatterings. For such sub-
processes, the k of the quark p, is balanced by
a. gluon jet on the away side which subsequently
fragments into many low-momentum hadrons.
In addition, the mean value of the effective kj is
expected to depend on the x vy, lue of quark p, and
an the q' for the processes. Separating the origin
of the transverse momenta into Types I and II as
seen in Fig. 6 is a bit artificial since both mech-
anisms occur simultaneously.

10-IO

— Exp (-0.54 k&)
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l
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k (GeV/c)

I
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FIG, 7. The transverse-momentum spectrum,
«/&M&~& &~, of muon pairs in PP collisions at ~=27.4
GeV, ~»= 8 GeV, and rapidity ~= 0 from Ref. 51. Also
shown is a Gaussian fit of the form exp (-0.54 ~~ )
which yields %Q~= 1.2 GeV and is interpreted as imply-
ing %j)& =848 MeV.

The effective constituent transverse momentum
is directly observed in the Drell-Yan process
PP- p. 'p. +X. Current data" indicate that
(k )„+u- is about 1.2 GeV(see Fig. f). There
ha, s been much speculation about how much of the
dimuon 0, spectra, shown in Fig. 7 is due to the
wave function (Type I) and how much is explained
by @CDperturbation calculations (Type II)."""
The latter predicts a high-0 tail to the distrjbu-
tion that falls roughly like a power and a mean
that depends both on x and Q' of the muon pa, ir.
For the present analysis, we shall parameterize
the transverse momentum of the constituents in
protons by a Gaussian with (fr~), , =848 MeV
which produces for the Drell-Yan subprocess the
curve shown in Fig. 7. We shall take this dis-
tribution to be independent of x and Q' and to be the

“There has been much speculation 
about how much of the dimuon kT  
spectra shown in Fig.7 is due to the 
wave function (Type I) and how much 
is explained by QCD perturbation 
calculations (Type II).” 

-	R.	Feynman,	R.	Field,	G.	Fox			
							Phys.Rev.	D18	(1978)	3320	

Fermilab	(1976)		
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In addition, the mean value of the effective kj is
expected to depend on the x vy, lue of quark p, and
an the q' for the processes. Separating the origin
of the transverse momenta into Types I and II as
seen in Fig. 6 is a bit artificial since both mech-
anisms occur simultaneously.

10-IO

— Exp (-0.54 k&)

10 I I

0.0
I

1.0
l

2,0
k (GeV/c)
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3.0 4.0

FIG, 7. The transverse-momentum spectrum,
«/&M&~& &~, of muon pairs in PP collisions at ~=27.4
GeV, ~»= 8 GeV, and rapidity ~= 0 from Ref. 51. Also
shown is a Gaussian fit of the form exp (-0.54 ~~ )
which yields %Q~= 1.2 GeV and is interpreted as imply-
ing %j)& =848 MeV.

The effective constituent transverse momentum
is directly observed in the Drell-Yan process
PP- p. 'p. +X. Current data" indicate that
(k )„+u- is about 1.2 GeV(see Fig. f). There
ha, s been much speculation about how much of the
dimuon 0, spectra, shown in Fig. 7 is due to the
wave function (Type I) and how much is explained
by @CDperturbation calculations (Type II)."""
The latter predicts a high-0 tail to the distrjbu-
tion that falls roughly like a power and a mean
that depends both on x and Q' of the muon pa, ir.
For the present analysis, we shall parameterize
the transverse momentum of the constituents in
protons by a Gaussian with (fr~), , =848 MeV
which produces for the Drell-Yan subprocess the
curve shown in Fig. 7. We shall take this dis-
tribution to be independent of x and Q' and to be the
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Ŵf (Q/µ,↵s(µ))
µ⌫

Z
d2k1T d2k2T �

(2)
(k1T + qT � k2T )F

[+]

f/p
(x,k1T )Dh/f (z, zk2T ) (482)

i

�l+ + i0
(483)

k ! k̂ = (xNP
+, k�,kT) (484)

Z
dl̃⇤ +

2⇡
(485)

f(x) g1L(x) h1T (x) (486)

ki kf P Ph q (487)

m

Q
!0

= e2yh (488)

yi = ln
Q

Mi,T

; yf = � ln
Q

Mf,T

(489)

Mi,T ⇡ Mf,T ⇡ 0.5± 0.3 GeV (490)

ki =

✓
MiTp

2
eyi ,�MiTp

2
e�yi ,kT

◆
kf =

✓
MfTp

2
eyi ,

MfTp
2
e�yf ,kT

◆
(491)

e2yh ,
m

Q
,
PT

Q
(492)

m

Q
,
m

PT

(493)

Acknowledgments

This work was supported by...

29

W (qT, Q) =

Z
d
2bT

(2⇡)2
eiqT·bTW̃OPE

(b⇤(bT), Q)e�gA(xA,bT;bmax)�gB(xB ,bT;bmax)�2gK(bT;bmax) ln(Q/Q0) (477)

e�gA(xA,bT;bmax)�gB(xB ,bT;bmax) ⌘ W̃ (bT, Q0)

W̃OPE(b⇤(bT), Q0)
. (478)

e�gA(xA,bT;bmax)�gB(xB ,bT;bmax) ⌘ W̃ (bT, Q0)

W̃OPE(b⇤(bT), Q0)
. (479)

d

dbmax

W (qT, Q) = 0 (480)

E0 d�(Q,m)

d3l0
=

Z  
E0 d�̂(Q,µ/Q;↵s(µ))

d3l0

(0)

+ E0 d�̂(Q,µ/Q;↵s(µ)))

d3l0

(1)

+ E0 d�̂(Q,µ/Q;↵s(µ)))

d3l0

(2)

+ · · ·
!
⇥

⇥
 
f (0)

(µ/m;↵s(µ)) + f (1)
(µ/m;↵s(µ)) + f (2)

(µ/m;↵s(µ)) + · · ·
!

=

Z
E0 d�̂(Q,µ/Q;↵s(µ)))

d3l0
f(µ/m;↵s(µ)) (481)

Wµ⌫

SIDIS
=

X

f
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Figure 1: Lowest order SIDIS graphs corresponding to (a) the current region (b) the target region and (c) the soft region. The faded zigzag lines represent
non-perturbative interactions (e.g. hadronization) between the outgoing parton and the target jet.

P

Ph
q

ki

kf

Figure 2: Simple parton-model graph for SIDIS with detected hadron in current-fragmentation region.

paper since we are interested in the boundaries between regions.
We stress that “current-region fragmentation” has a very

specific meaning in the context of this paper: It is the kine-
matical region where factorization theorems with fragmentation
functions apply. Specifically, it is the limit of Q

2 � ⇤2
QCD, with

fixed xbj and large but fixed zh. As zh decreases, one enters two
other regions, in a Q-dependent way.

First, if the produced hadron moves in nearly the same di-
rection as the target, then the hadron is said to be in the tar-
get fragmentation region. In this region, the relevant factoriza-
tion theorem uses non-perturbative correlation functions called
fracture functions, that keep the hadron associated with the tar-
get [9–14], as illustrated in Fig. 1(b).

Second, the hadron might also move with a rapidity that is
roughly central relative to the current and target fragmentation
regions. In this case, the hadron cannot be definitively associ-
ated with either the target hadron or the struck quark directions.
Instead, it is produced by soft QCD radiation with rapidities
between that of the incoming partons and the struck parton, as
illustrated in Fig. 1(c). Another factorization theorem should
apply to this “soft” region, although we do not currently know
of a detailed derivation.

In this classification of regions, the boundaries are not sharp.
Indeed, the string model suggests a continuity of the physical
phenomena. The most prototypical current and target fragmen-
tation regions correspond to the ends of the string. At lower
values of Q, such as those typical of many SIDIS measure-
ments, the range of rapidity is not great, so the clear separation
between regions starts to fade, as we will illustrate. We will
thus argue that a more unified treatment of the current, soft, and
target fragmentation regions is needed if the underlying non-
perturbative mechanisms of SIDIS are to be clearly understood.

We will leave detailed questions about the boundary of dif-

ferent regions to future work. In this paper we address what the
allowable values of zh must be to firmly establish that hadrons
are produced in the current region. In fact, we find that the value
of zh by itself is not enough to determine the proximity to the
current region.

Direct estimates of this boundary are complicated by the
interplay of kinematical variables zh, xbj, PhT and Q. Indeed, we
will argue that it is preferable to demarcate regions according
to rapidity rather than the commonly chosen variable zh.

There are two separate issues that a↵ect the applicability
of factorization. First is whether the relative rapidity of the in-
coming and outgoing quarks is large enough to allow for clearly
separate and distinct rapidity regions, and hence that a parton-
model-like picture is possible. Second, given a su�cient rapid-
ity separation of the quarks, is whether the detected hadron is to
be considered in the current fragmentation region or not. Quan-
titatively estimating the adequacy of the fragmentation formu-
lation requires greater knowledge of intrinsic non-perturbative
properties of partons than currently exists. One purpose of this
paper is to demonstrate that the question can nevertheless be
approached systematically.

Discussions about the relevant range of zh for SIDIS often
involve the “Berger criterion” [15] for identifying the current
fragmentation region. In this approach, one estimates that a
rapidity separation of �y ⇡ 2 is large enough for clusters of
hadrons to be regarded as uncorrelated. The final state phase
space accommodates a rapidity range that grows like ⇠ ln W

2,
where W is the invariant mass of the hadronic final state. When
W & 3 GeV, it is estimated that there is enough phase space
to accommodate a hadron moving with large rapidity relative
to the target and other hadrons. Mulders elaborated on this in
Ref. [16] by defining two rapidities which he then compared

2

(see [16, Eqs. (17,18)])1. However, these methods for estimat-
ing the border of the fragmentation region are rooted only in an
estimate of the absolute range of rapidities available to a final
state hadron. More detailed considerations are needed to estab-
lish the more restrictive conditions as to whether a specific set
of values for zh, xbj, Q, and PhT are consistent with the proper-
ties needed for a TMD factorization formula to be appropriate.

The paper is organized as follows: In Sec. 2, we explain our
conventions and notation for SIDIS. In Sec. 3 we explain how
to estimate the border of the current region, and we provide
example calculations. In Sec. 4 we summarize our observations
and comment on their implications.

2. Kinematics and Canonical Power Counting

We work in the Breit frame; this is where the exchanged
photon has vanishing energy and moves along the �ẑ direction,
while the target proton moves in the +ẑ direction. The signifi-
cance of the Breit frame is that in the limit of exactly collinear
parton kinematics, the 3-momentum of the struck quark, ini-
tially in the +ẑ direction, is exactly reversed in the hard colli-
sion.

Let P and Ph be the momenta of incoming and the observed
hadrons, and let l, l

0 be the incoming and scattered lepton mo-
menta respectively. The masses of P and Ph are Mp and Mh.
The independent momenta in the hadronic part of the process
are q, P, and Ph. There are multiple variables that can be used
to specify these. A standard choice of independent variables is
the following set:

Q
2 = �q

2 = �(l � l
0)2; xbj =

Q
2

2P · q ; (2)

zh =
P · Ph

P · q = 2xbj
P · Ph

Q2 ; PhT, (3)

where PhT is the transverse momentum of Ph in the Breit frame.
All of Q, xbj and zh have explicitly Lorentz invariant definitions
in terms of scalar products of momenta. The first two variables,
Q and xbj are defined for pure DIS, while the others, zh and PhT
specify the momentum of the detected final-state hadron.

The invariant mass of the hadronic final state is

W = (q + P)2 = Q
2 1 � xbj

xbj
+ M

2
p
. (4)

In analyzing parton kinematics and the momentum regions,
it will be convenient to use other variables defined in terms of
light-front coordinates in the Breit frame. Many of the kine-
matic formulas are simpler in terms of these variables. First is
the Nachtmann variable xn, which is defined as �q

+/P+. It is
related to xbj by

xn ⌘
2xbj

1 +

r
1 +

4x
2
bj M

2
p

Q2

, xbj =
xn

1 � x
2
n M

2
p

Q2

, (5)

1We found the review of these approaches in Ref. [17, Sec. 8.1] to be espe-
cially helpful.

and equals xbj when Mp is neglected with respect to Q.
A second set of independent variables, which is our pre-

ferred set, is given by Q, xn, yh and PhT, where yh is the rapidity
of the observed hadron, yh ⌘ 1

2 log(P+
h
/P�

h
). Then in light-front

coordinates in the Breit frame, we have

P =

0
BBBBB@P
+,

M
2
p

2P+
, 0T

1
CCCCCA =

0
BBBBB@

Q

xn
p

2
,

xnM
2
p

Q

p
2
, 0T

1
CCCCCA , (6)

q =

 
�xnP

+,
Q

2

2xnP+
, 0T

!
=

 
� Qp

2
,

Qp
2
, 0T

!
, (7)

Ph =

 
MhTp

2
e

yh ,
MhTp

2
e
�yh ,PhT

!
, (8)

where MhT ⌘
q

Ph
2
T + M

2
h
. We stress that all of the rapidities in

this paper are relative to the Breit frame. The relations between
yh and zh are given in Sec. 3.1 below.

At the partonic level, we label the incoming and outgoing
quark momenta as ki and kf , respectively. Figure 1(a) illustrates
our conventions for labeling the momenta.

The canonical partonic power counting for the initial and
final quark light-cone momenta in Fig. 1(a) is

ki =
⇣
O(Q),O(m2/Q),O(m)

⌘
; |k2

i | = O(m2) , (9)

kf =
⇣
O(m2/Q),O(Q),O(m)

⌘
; k

2
f = O(m2) . (10)

(Note that ki is normally space-like.) For power counting pur-
poses, m is to be understood as a combination of the small mass
scales, m 2 {⇤QCD,Mp}. The actual quark light-cone momenta
can be parametrized as

ki =

 
MiTp

2
e

yi ,�MiTp
2

e
�yi , kT

!
, (11)

kf =

 
MfTp

2
e

yf ,
MfTp

2
e
�yf , kT

!
, (12)

where M(i/f)T are the transverse masses of the quarks. The typi-
cal values of these quantities are crucial ingredients for an anal-
ysis of the errors in factorization formulas and hence for deter-
mining a characterization of the current fragmentation region.
The transverse masses depend on non-perturbative parameters
such as kT and the jet and remnant masses. As discussed in
Sec. 3, the typical quark transverse masses need to be estimated
from fits to data.

The parton-model approximation sets k
+
i = �q

+ and k
�
f =

q
�. Hence the quark rapidities are approximately given by

yi = ln
Q

MiT
, (13)

yf = � ln
Q

MfT
, (14)

which should be large (positive and negative, respectively) for
factorization to hold true. Given a value for Q, the exact values
of initial and final quark four-momenta could be determined
from knowledge of M

2
iT, M

2
fT, and kT. In the limit that all of
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Ŵf (Q/µ,↵s(µ))
µ⌫

Z
d2k1T d2k2T �

(2)
(k1T + qT � k2T )F

[+]

f/p
(x,k1T )Dh/f (z, zk2T ) (482)

i

�l+ + i0
(483)

k ! k̂ = (xNP
+, k�,kT) (484)

Z
dl̃⇤ +

2⇡
(485)

f(x) g1L(x) h1T (x) (486)

ki kf (487)

Acknowledgments

This work was supported by...

29

W (qT, Q) =

Z
d
2bT

(2⇡)2
eiqT·bTW̃OPE

(b⇤(bT), Q)e�gA(xA,bT;bmax)�gB(xB ,bT;bmax)�2gK(bT;bmax) ln(Q/Q0) (477)

e�gA(xA,bT;bmax)�gB(xB ,bT;bmax) ⌘ W̃ (bT, Q0)

W̃OPE(b⇤(bT), Q0)
. (478)

e�gA(xA,bT;bmax)�gB(xB ,bT;bmax) ⌘ W̃ (bT, Q0)

W̃OPE(b⇤(bT), Q0)
. (479)

d

dbmax

W (qT, Q) = 0 (480)

E0 d�(Q,m)

d3l0
=

Z  
E0 d�̂(Q,µ/Q;↵s(µ))

d3l0

(0)

+ E0 d�̂(Q,µ/Q;↵s(µ)))

d3l0

(1)

+ E0 d�̂(Q,µ/Q;↵s(µ)))

d3l0

(2)

+ · · ·
!
⇥

⇥
 
f (0)

(µ/m;↵s(µ)) + f (1)
(µ/m;↵s(µ)) + f (2)

(µ/m;↵s(µ)) + · · ·
!

=

Z
E0 d�̂(Q,µ/Q;↵s(µ)))

d3l0
f(µ/m;↵s(µ)) (481)

Wµ⌫

SIDIS
=

X

f
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negative as to be in the current fragmentation region. As zh is
reduced, yh becomes less negative, then goes through zero, and
then becomes positive. In this last case, the fragmentation idea
is clearly inappropriate. The value of zh where yh = 0 is

zh(yh = 0) =
MhT

Q

1 + x
2
nM

2
p
/Q2

1 � x
2
nM2

p
/Q2
. (24)

At this value, the hadron is neither a left-mover nor a right-
mover in the Breit frame.

Data is often presented with plots of a distribution in PhT
with fixed bins of zh. Since we will find it convenient to take
yh instead of zh as an independent variable, it will be useful to
show where the fixed-zh plots populate the plane of PhT and
yh—Fig. 3 below. To get these, we need PhT in terms of yh and
zh:
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3.2. Quark rapidity

As shown above, one source of error in factorization is gov-
erned by the rapidities of the quarks, yi and yf . To estimate
these, we need realistic estimates of the M

2
iT and M

2
fT to use

in Eqs. (11,12); these are needed in a non-perturbative region.
Unfortunately, theoretically motivated constraints are currently
sparse. Therefore, when we show example calculations in Sec.
3.5, we will use a range of values motivated by models used in
event generators that are fit to data.

There are several recent direct fits. In Ref. [18], values
of hk2

Ti = 0.57 ± 0.08 GeV2 and hp2
Ti = 0.12 ± 0.01 GeV2

are found for the Gaussian widths of the TMD PDF and frag-
mentation functions respectively. In Ref. [19], Gaussian widths
are found with various conditions imposed, with typical widths
for PDFs being hk2

Ti ⇡ 0.3 GeV2 and for fragmentation func-
tions hP2

Ti ⇡ 0.18 GeV2. Studies performed with the Lund
string model in DIS tend to prefer values for non-perturbative
transverse momentum between around k

2
T ⇡ 0.44 GeV2 and

k
2
T ⇡ 0.88 GeV2 [20]. Bag models give bound state energies to

massless quarks of roughly 0.3 GeV, consistent with the con-
stituent quark mass [21]. Studies using chiral solitons give a
typical quark o↵shellness of about 0.7 GeV2 [22]. We will as-
sume transverse masses that span roughly this range of values
and estimate

M
2
iT = M

2
fT = 0.5 ± 0.3 GeV2 . (26)

Future theoretical e↵orts should seek to improve on the esti-
mates. For now we will use Eq. (26).

3.3. Locating current fragmentation

To locate where consideration of current and target frag-
mentation is appropriate, we give two kinds of plot in Fig. 3.

In the top row, we have plotted the relationship in Eq. (25)
between the hadron’s transverse momentum PhT and its rapid-
ity, for several values of zh. (Note that plots of distributions in
PhT from HERMES and COMPASS are made at fixed zh.) We
show results for Q

2 = 2, 10, 1000 GeV2 corresponding to the
typical JLab, COMPASS/HERMES and HERA kinematics re-
spectively at a common xbj = 0.1. We use the pion with mass
Mh ⇡ 0.14 GeV as the detected final state hadron mass. Verti-
cal colored bands display the ranges of rapidities for yi and yf
spanned by Eqs. (26).

The top row of Fig. 3 illustrates the interplay between zh and
PhT in determining the proximity to the current region. If zh is
small, PhT needs to be very small for the produced hadron to
move with a rapidity close to that of the outgoing struck quark.
At Q

2 = 2 GeV2, the quark rapidity bands are not much more
than a unit of rapidity apart so that hadron rapidity switches
easily between the di↵erent quark rapidity bands and the cen-
tral region with only small changes in PhT. The small rapid-
ity di↵erence yi � yf also indicates that the applicability of the
hard-scattering picture is quite marginal. When zh ⇡ 0.8, yh is
a unit or more negative for PhT up to about half a GeV, show-
ing that there is a significant range of PhT where the hadron is
collinear to the outgoing quark. By contrast, when zh ⇡ 0.2 and
Q

2 = 2 GeV2, yh and the purple yf -band are almost completely
non-overlapping. Furthermore, varying PhT by a few hundred
MeVs causes yh to shift rapidly between the current and tar-
get regions. Similar trends still appear, though to a much less
severe extent, for Q

2 = 10 GeV2.
The results are rather di↵erent for the much larger value of

Q
2 = 103 GeV2. Here the quark rapidity bands are separated

by nearly eight units of rapidity. Even for zh = 0.2 and PhT ⇡
1 GeV, yh is more than a unit to the left of yh = 0 and more
than five units to the left of yi. At very large Q, there is a much
broader range of yh that can be clearly labeled as current region.

Notice, from the lower kinematic limit in (22), that when
PhT is comparable to Q, yh cannot be in the current fragmenta-
tion region. This is the case even though zh can be large in this
case.

3.4. Errors at small and large Q

In this section, we quantify the applicability of collinear
kinematics by defining a quantity we call collinearity, and plot
samples of its values in the bottom row of Fig. 3.

The error estimates in Eq. (17) involve the quark and hadron
rapidities. It is instructive to find a single quantity that quanti-
fies to what extent Ph is in a current or target fragmentation
region. To this end, we note from Eqs. (8–12) that, for Ph in the
current region, we have Ph ·kf ⌧ Ph ·ki. Likewise, if the hadron
is collinear to the incoming quark, then we have Ph ·ki ⌧ Ph ·kf .
We therefore define the ratio

R(yh, zh, xbj,Q) ⌘ Ph · kf

Ph · ki
, (27)
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negative as to be in the current fragmentation region. As zh is
reduced, yh becomes less negative, then goes through zero, and
then becomes positive. In this last case, the fragmentation idea
is clearly inappropriate. The value of zh where yh = 0 is

zh(yh = 0) =
MhT

Q

1 + x
2
nM

2
p
/Q2

1 � x
2
nM2

p
/Q2
. (24)

At this value, the hadron is neither a left-mover nor a right-
mover in the Breit frame.

Data is often presented with plots of a distribution in PhT
with fixed bins of zh. Since we will find it convenient to take
yh instead of zh as an independent variable, it will be useful to
show where the fixed-zh plots populate the plane of PhT and
yh—Fig. 3 below. To get these, we need PhT in terms of yh and
zh:
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3.2. Quark rapidity

As shown above, one source of error in factorization is gov-
erned by the rapidities of the quarks, yi and yf . To estimate
these, we need realistic estimates of the M

2
iT and M

2
fT to use

in Eqs. (11,12); these are needed in a non-perturbative region.
Unfortunately, theoretically motivated constraints are currently
sparse. Therefore, when we show example calculations in Sec.
3.5, we will use a range of values motivated by models used in
event generators that are fit to data.

There are several recent direct fits. In Ref. [18], values
of hk2

Ti = 0.57 ± 0.08 GeV2 and hp2
Ti = 0.12 ± 0.01 GeV2

are found for the Gaussian widths of the TMD PDF and frag-
mentation functions respectively. In Ref. [19], Gaussian widths
are found with various conditions imposed, with typical widths
for PDFs being hk2

Ti ⇡ 0.3 GeV2 and for fragmentation func-
tions hP2

Ti ⇡ 0.18 GeV2. Studies performed with the Lund
string model in DIS tend to prefer values for non-perturbative
transverse momentum between around k

2
T ⇡ 0.44 GeV2 and

k
2
T ⇡ 0.88 GeV2 [20]. Bag models give bound state energies to

massless quarks of roughly 0.3 GeV, consistent with the con-
stituent quark mass [21]. Studies using chiral solitons give a
typical quark o↵shellness of about 0.7 GeV2 [22]. We will as-
sume transverse masses that span roughly this range of values
and estimate

M
2
iT = M

2
fT = 0.5 ± 0.3 GeV2 . (26)

Future theoretical e↵orts should seek to improve on the esti-
mates. For now we will use Eq. (26).

3.3. Locating current fragmentation

To locate where consideration of current and target frag-
mentation is appropriate, we give two kinds of plot in Fig. 3.

In the top row, we have plotted the relationship in Eq. (25)
between the hadron’s transverse momentum PhT and its rapid-
ity, for several values of zh. (Note that plots of distributions in
PhT from HERMES and COMPASS are made at fixed zh.) We
show results for Q

2 = 2, 10, 1000 GeV2 corresponding to the
typical JLab, COMPASS/HERMES and HERA kinematics re-
spectively at a common xbj = 0.1. We use the pion with mass
Mh ⇡ 0.14 GeV as the detected final state hadron mass. Verti-
cal colored bands display the ranges of rapidities for yi and yf
spanned by Eqs. (26).

The top row of Fig. 3 illustrates the interplay between zh and
PhT in determining the proximity to the current region. If zh is
small, PhT needs to be very small for the produced hadron to
move with a rapidity close to that of the outgoing struck quark.
At Q

2 = 2 GeV2, the quark rapidity bands are not much more
than a unit of rapidity apart so that hadron rapidity switches
easily between the di↵erent quark rapidity bands and the cen-
tral region with only small changes in PhT. The small rapid-
ity di↵erence yi � yf also indicates that the applicability of the
hard-scattering picture is quite marginal. When zh ⇡ 0.8, yh is
a unit or more negative for PhT up to about half a GeV, show-
ing that there is a significant range of PhT where the hadron is
collinear to the outgoing quark. By contrast, when zh ⇡ 0.2 and
Q

2 = 2 GeV2, yh and the purple yf -band are almost completely
non-overlapping. Furthermore, varying PhT by a few hundred
MeVs causes yh to shift rapidly between the current and tar-
get regions. Similar trends still appear, though to a much less
severe extent, for Q

2 = 10 GeV2.
The results are rather di↵erent for the much larger value of

Q
2 = 103 GeV2. Here the quark rapidity bands are separated

by nearly eight units of rapidity. Even for zh = 0.2 and PhT ⇡
1 GeV, yh is more than a unit to the left of yh = 0 and more
than five units to the left of yi. At very large Q, there is a much
broader range of yh that can be clearly labeled as current region.

Notice, from the lower kinematic limit in (22), that when
PhT is comparable to Q, yh cannot be in the current fragmenta-
tion region. This is the case even though zh can be large in this
case.

3.4. Errors at small and large Q

In this section, we quantify the applicability of collinear
kinematics by defining a quantity we call collinearity, and plot
samples of its values in the bottom row of Fig. 3.
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Fig. 3. The relationship between PhT, the collinearity parameter R , and the produced hadron’s rapidity yh in the Breit frame. Each column shows a typical kinematical 
configuration: JLab-like (left), HERMES/COMPASS-like (middle), HERA-like (right). In each panel, the dark/purple (light/pink) band on the left (right) represents the ranges 
of rapidities spanned by Eq. (26), for the outgoing (incoming) quark. Top panels: PhT versus yh for three different values of zh, as indicated in the legend. Bottom panels: 
The collinearity |R| (filled band) and its inverse |R|−1 (hashed bands), corresponding to the ranges of Eq. (26). In the HERA-like kinematics (right panels), the current 
fragmentation region is very easily identifiable since for most yh ! 0, R is small. The picture is less clear at the HERMES/COMPASS-like kinematics (middle panels). For the 
JLab-like kinematics (left panels), the distinction of the current region starts to fade. (For interpretation of the references to color in this figure legend, the reader is referred 
to the web version of this article.)

yh becomes less negative, then goes through zero, and then be-
comes positive. In this last case, the fragmentation idea is clearly 
inappropriate. The value of zh where yh = 0 is

zh(yh = 0) = MhT

Q

1 + xn
2M2

p/Q 2

1 − xn2M2
p/Q 2

. (24)

At this value, the hadron is neither a left-mover nor a right-mover 
in the Breit frame.

Data is often presented with plots of a distribution in Ph T with 
fixed bins of zh. Since we will find it convenient to take yh instead 
of zh as an independent variable, it will be useful to show where 
the fixed-zh plots populate the plane of PhT and yh—Fig. 3. To get 
these, we need PhT in terms of yh and zh:

PhT = Q
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3.2. Quark rapidity

As shown above, one source of error in factorization is gov-
erned by the rapidities of the quarks, yi and yf . To estimate these, 
we need realistic estimates of the M2

iT and M2
fT to use in Eqs. (11), 

(12); these are needed in a non-perturbative region. Unfortunately, 
theoretically motivated constraints are currently sparse. Therefore, 
when we show example calculations in Sec. 3.5, we will use a 

range of values motivated by models used in event generators that 
are fit to data.

There are several recent direct fits. In Ref. [19], values of ⟨k2
T⟩ =

0.57 ± 0.08 GeV2 and ⟨p2
T⟩ = 0.12 ± 0.01 GeV2 are found for the 

Gaussian widths of the TMD PDF and fragmentation functions re-
spectively. In Ref. [20], Gaussian widths are found with various 
conditions imposed, with typical widths for PDFs being ⟨k2

T⟩ ≈
0.3 GeV2 and for fragmentation functions ⟨P 2

hT⟩ ≈ 0.18 GeV2. Stud-
ies performed with the Lund string model in DIS tend to prefer val-
ues for non-perturbative transverse momentum between around 
k2

T ≈ 0.44 GeV2 and k2
T ≈ 0.88 GeV2 [21]. Bag models give bound 

state energies to massless quarks of roughly 0.3 GeV, consistent 
with the constituent quark mass [22]. Studies using chiral solitons 
give a typical quark offshellness of about 0.7 GeV2 [23]. We will 
assume transverse masses that span roughly this range of values 
and estimate

M2
iT = M2

fT = 0.5 ± 0.3 GeV2 . (26)

Future theoretical efforts should seek to improve on the estimates. 
For now we will use Eq. (26).

3.3. Locating current fragmentation

To locate where consideration of current and target fragmenta-
tion is appropriate, we give two kinds of plot in Fig. 3.

In the top row, we have plotted the relationship in Eq. (25)
between the hadron’s transverse momentum PhT and its rapidity, 
for several values of zh. (Note that plots of distributions in PhT
from HERMES and COMPASS are made at fixed zh.) We show re-
sults for Q 2 = 2, 10, 1000 GeV2 corresponding to the typical JLab, 
COMPASS/HERMES and HERA kinematics respectively at a common 
xbj = 0.1. We use the pion with mass Mh ≈ 0.14 GeV as the de-
tected final state hadron mass. Vertical colored bands display the 
ranges of rapidities for yi and yf spanned by Eqs. (26).
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Future theoretical efforts should seek to improve on the estimates. 
For now we will use Eq. (26).

3.3. Locating current fragmentation

To locate where consideration of current and target fragmenta-
tion is appropriate, we give two kinds of plot in Fig. 3.

In the top row, we have plotted the relationship in Eq. (25)
between the hadron’s transverse momentum PhT and its rapidity, 
for several values of zh. (Note that plots of distributions in PhT
from HERMES and COMPASS are made at fixed zh.) We show re-
sults for Q 2 = 2, 10, 1000 GeV2 corresponding to the typical JLab, 
COMPASS/HERMES and HERA kinematics respectively at a common 
xbj = 0.1. We use the pion with mass Mh ≈ 0.14 GeV as the de-
tected final state hadron mass. Vertical colored bands display the 
ranges of rapidities for yi and yf spanned by Eqs. (26).
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Fig. 3. The relationship between PhT, the collinearity parameter R , and the produced hadron’s rapidity yh in the Breit frame. Each column shows a typical kinematical 
configuration: JLab-like (left), HERMES/COMPASS-like (middle), HERA-like (right). In each panel, the dark/purple (light/pink) band on the left (right) represents the ranges 
of rapidities spanned by Eq. (26), for the outgoing (incoming) quark. Top panels: PhT versus yh for three different values of zh, as indicated in the legend. Bottom panels: 
The collinearity |R| (filled band) and its inverse |R|−1 (hashed bands), corresponding to the ranges of Eq. (26). In the HERA-like kinematics (right panels), the current 
fragmentation region is very easily identifiable since for most yh ! 0, R is small. The picture is less clear at the HERMES/COMPASS-like kinematics (middle panels). For the 
JLab-like kinematics (left panels), the distinction of the current region starts to fade. (For interpretation of the references to color in this figure legend, the reader is referred 
to the web version of this article.)
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give a typical quark offshellness of about 0.7 GeV2 [23]. We will 
assume transverse masses that span roughly this range of values 
and estimate
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iT = M2

fT = 0.5 ± 0.3 GeV2 . (26)

Future theoretical efforts should seek to improve on the estimates. 
For now we will use Eq. (26).

3.3. Locating current fragmentation

To locate where consideration of current and target fragmenta-
tion is appropriate, we give two kinds of plot in Fig. 3.

In the top row, we have plotted the relationship in Eq. (25)
between the hadron’s transverse momentum PhT and its rapidity, 
for several values of zh. (Note that plots of distributions in PhT
from HERMES and COMPASS are made at fixed zh.) We show re-
sults for Q 2 = 2, 10, 1000 GeV2 corresponding to the typical JLab, 
COMPASS/HERMES and HERA kinematics respectively at a common 
xbj = 0.1. We use the pion with mass Mh ≈ 0.14 GeV as the de-
tected final state hadron mass. Vertical colored bands display the 
ranges of rapidities for yi and yf spanned by Eqs. (26).
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larization of the initial nucleon and the active parton.
Then it becomes possible to include, in these MC pro-
grams, some of the spin-dependent e↵ects, like the Sivers
e↵ect[15] in SIDIS, and describe the existing data and
make predictions for forthcoming experiments, as was
done in Refs. [16–18]. On the other hand, because at
present there is no MC framework for polarized parton
hadronization, it is not possible to simulate the Collins
e↵ect [4], which appears to be significant in SIDIS and
electron-positron annihilation measurements. A proposal
on how to include quark transverse polarization e↵ects in
hadronization was presented in [19], but still no MC real-
ization of this framework exists. Finally, it is important
to note that there is no clear way to extract the inde-
pendent quark fragmentation functions from the Lund
string model, where the hadronization of the color flux
string depends on both the type of the initial quark of
interest at one end of the string and the colored remnant
(antiquark in e

+
e
�, diquark in SIDIS, etc) at the other

end [20].
In this paper we describe the MC framework for trans-

versely polarized quark to pion FFs based on the ex-
tended quark-jet framework of Bentz et al. [11]. The
quark-jet framework describes the hadronization of a
quark as a sequential emission of hadrons that do not
interact with each other or re-interact with the remnant,
as schematically depicted in Fig. 1. The quark to hadron
fragmentation functions are then calculated as the cor-
responding number densities, either using integral equa-
tions or Monte Carlo techniques. The original model
of Field and Feynman [2, 3] has been significantly ex-
tended in recent years to describe various phenomena
in hadronization in the so-called NJL-jet model, which
uses the NJL e↵ective quark model [9, 10] to calculate
the input elementary hadron emission probabilities. The
extensions include the calculations of the collinear FFs
for various hadrons [8, 21–23], transverse-momentum-
dependent FFs [24], dihadron FFs [25–28] and spin-
dependent e↵ects [29–31]. The latter have proven espe-
cially challenging, as the naive interpretations of the po-
larization transfer dynamics lead to higher-order Collins
modulations [32] that are nonphysical, while the proba-
bilities of hadron emission should only depend linearly
on the polarization of the initial quark. This problem
was circumvented in Ref. [31] by including only a sin-

FIG. 1. Schematic depiction of the extended quark-jet frame-
work.

gle emission step with Collins modulation, which allowed
one to study the connection between polarization induced
azimuthal modulations in one- and two-hadron FFs re-
cently observed in the COMPASS experiment [33].
This paper is organized in the following way. In the

next section we present the theoretical framework behind
the MC generator. In Sec. III we briefly describe the de-
tails of the model used to extract the polarized FFs. In
Sec. IV we present the MC computations for the unpolar-
ized and Collins FFs of pions produced by an up quark,
and we finish with the conclusions in Sec. V.

II. QUARK-JET FRAMEWORK AND THE
POLARIZATION TRANSFER

Recently, we have derived a general, self-consistent for-
malism within the quark-jet framework [11] to describe
the hadronization of a polarized quark that is indepen-
dent of the details of the model input splitting functions.
Here we reiterate some of the key points in this derivation
and adapt it for MC simulations.

A. Intermediate quark polarization

The key component in building the extended quark-jet
model is the description of the polarization of the rem-
nant quark in the jet after each hadron emission. Here, to
describe this process, we use the spin density matrix for-
malism of Ref. [34], which has been successfully used in
the past for describing the polarized SIDIS cross section,
e.g. [35].
In general, the polarization of a spin 1/2 particle q

is describe by the spin density matrix ⇢, which can be
expressed in terms of the Pauli-Lubanski 4-vector a,

⇢q =
1

2
(/p+m)[1� �

5
/a], (1)

where p and m are the 4-momentum and the mass of q.
The 4-vector a is defined in the particle’s rest frame as

a = (0, sq), (2)

where the polarization vector sq itself equals twice the
expectation value of the spin of the particle at rest.
Let us consider the elementary FF in the first frag-

mentation step q ! q1. The probability density for this
transition can be expressed in terms of the respective
density matrices ⇢q and ⇢q1 ,

f
q!q1 = Tr[⇢q1A⇢qĀ], (3)

where A is some matrix describing the interaction with
the other particles in this process. It is more convenient
to work with the corresponding polarization vectors sq
and sq1 . Then the probability density f

q!q1 should be a
linear function in both sq and sq1 ,

f
q!q1(sq, sq1) = ↵q + �q · sq1 , (4)

Bo	Andersson,		
2005	
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•  	Improved	TMD	functions:	Eg:	
		
–  Definitions	(e.g.,	CSS2)	
–  	SCET-based	approaches	

•  Main	differences	from	CSS2:	Implementation	of	regulators.	
•  At	least	two	are	equivalent	to	CSS2	
	
	
		

–  Structurally	matches	TMD	phenomenology		
	
	

–  Well-oriented	for	NP	hadron	structure	studies	(e.g.	lattice	QCD)	
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•  TMD	parton	model	structure	+	evolution	equations.	
	

4

d�

dQ2 dy dq2T
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+ suppressed corrections, (6)

where the hard scattering factor HDY
j|̄

is normalized so that its lowest order term is e2
j
. The scale argument of

H is set to µQ to avoid large logarithms. The last two arguments of the parton densities, fj/H(x, bT;Q2, µQ), are
normally written as ⇣ and µ, and these arguments refer to e↵ective cuto↵s on rapidity and transverse momentum as
implemented by the definitions in [4].

Predictions are obtained with the aid of evolution equations and the small-bT OPE of the TMD parton densities:
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Analogous equations apply to fragmentation functions in
processes like semi-inclusive deeply inelastic scattering
(SIDIS) and e+e� annihilation, with the same K̃, �j ,
and �K functions. (Equality of K̃ and �K between the
processes was proved in Ref. [4]; equality of �j will be
proved in our Sec. VII.) Note the DY label on the hard
part, HDY

j|̄
(Q,µQ, as(µQ)), to indicate that this hard part

is specific to the Drell-Yan scattering process. We have
used the notation C̃PDF to indicate that the correspond-
ing coe�cients will be di↵erent for fragmentation func-
tions.

D. The mismatches between CSS1 and the new
methods

In all the methods, the primary idea is to extract the
leading power behavior in an expansion where masses

and qT are small relative to Q. By far the simplest form
of the results for factorization is when the leading-power
expansion is used strictly; terms of non-leading power
tend to be more complicated. A problem is that when a
strict leading power expansion is done, one obtains indi-
vidual terms that have UV and rapidity divergences not
present in the original amplitudes. So at intermediate
stages of derivations and calculations, cuto↵s (or regula-
tors) are applied to the divergences. All the methods are
in agreement to deal with UV divergences by renormal-
ization, after which the UV cuto↵ can be removed. The
di↵erences between the methods concern the treatment
of rapidity divergences.

The rapidity divergences are associated with the light-
like Wilson lines that arise when the operators in the
factors are defined in the natural gauge-invariant way
that arises from the leading-power expansion, or some
equivalent property.

13

� ⇠
Z

H(Q) ⌦ Fq/P (x1,k1T , S1) ⌦ Fq̄/P̄ (x2,qT � k1T , S2) (179)

d� ⇠
Z

H ⌦ Fq/P (x,kT ) ⌦ DH/q(z,pT + kT ) (180)

d�SIDIS =
X

f

Hf,SIDIS(↵s(Q))⌦ Ff/H1
(x, k1T ;Q)⌦DH2/f

(z, k2T ;Q) + YSIDIS , SIDIS

(181)

d�DY =
X

f

Hf,DY(↵s(Q))⌦ Ff/H1
(x1, k1T ;Q)⌦ F

f̄/H2
(x2, k2T ;Q) + YDrell-Yan , Drell�Yan

(182)

d�DY =
X

f

Hf,DY(↵s(Q))⌦N1(x1, k1T )e
SNP1(x1,k1T ;Q) ⌦N2(x2, k2T )e

SNP2(x2,k2T ;Q) + YDrell-Yan , Drell�Yan

(183)

d�e+e� =
X

f

Hf,e+e�(↵s(Q))⌦D
H1/f̄

(z1, k1T ;Q)⌦DH2/f
(z2, k2T ;Q) + Ye+e� . e

+
e
� ! H1 + H2 + X

(184)

d�DY =
X

f

Hf (Q)

Z
d
2k1T d

2k2T Ff/P (x1,k1T ;Q) F
f̄/P̄

(x2,k2T ;Q) �(2)(k1T + k2T � qT ) + Y (qT , Q)

+O
✓✓

⇤

Q

◆a◆

qT /Q ⌧ 1 qT /Q ⇠ 1 (185)

and the renormalization group equations:

dK̃(bT ;µ)

d lnµ
= ��K(as(µ)) (186)

d ln f̃(x, bT ;µ, ⇣)

d lnµ
= �j(as(µ); ⇣/µ

2) (187)

@ ln f̃(x, bT ;µ, ⇣)

@ ln
p
⇣

= K̃(bT ;µ) (188)
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d�

dQ2 dy dq2T
=

4⇡2↵2

9Q2s

X

j

HDY
j|̄

(Q,µQ, as(µQ))

Z
d2bT
(2⇡)2

eiqT·bT f̃j/A(xA, bT;Q
2, µQ) f̃|̄/B(xB , bT;Q

2, µQ)

+ suppressed corrections, (6)

where the hard scattering factor HDY
j|̄

is normalized so that its lowest order term is e2
j
. The scale argument of

H is set to µQ to avoid large logarithms. The last two arguments of the parton densities, fj/H(x, bT;Q2, µQ), are
normally written as ⇣ and µ, and these arguments refer to e↵ective cuto↵s on rapidity and transverse momentum as
implemented by the definitions in [4].

Predictions are obtained with the aid of evolution equations and the small-bT OPE of the TMD parton densities:

@ ln f̃f/H(x, bT; ⇣;µ)

@ ln
p
⇣

= K̃(bT;µ). (7)

dK̃(bT;µ)

d lnµ
= � �K(as(µ)) , (8)

d ln f̃j/H(x, bT; ⇣;µ)

d lnµ
= �j(as(µ))�

1

2
�K(as(µ)) ln

⇣

µ2
, (9)

f̃j/H(x, bT; ⇣;µ) =
X

k

Z 1+

x�

d⇠

⇠
C̃PDF

j/k
(x/⇠, bT; ⇣, µ, as(µ)) fk/H(⇠;µ) + O[(mbT)

p] . (10)

A solution that corresponds to Eq. (2) is

d�

dQ2 dy dq2T
=

4⇡2↵2

9Q2s

X

j,jA,jB

HDY
j|̄

(Q,µQ, as(µQ))

Z
d2bT
(2⇡)2

eiqT·bT

⇥ e�gj/A(xA,bT;bmax)

Z 1

xA

d⇠A
⇠A

fjA/A(⇠A;µb⇤) C̃
PDF
j/jA

✓
xA

⇠A
, b⇤;µ

2
b⇤ , µb⇤ , as(µb⇤)

◆

⇥ e�g|̄/B(xB ,bT;bmax)

Z 1

xB

d⇠B
⇠B

fjB/B(⇠B ;µb⇤) C̃
PDF
|̄/jB

✓
xB

⇠B
, b⇤;µ

2
b⇤ , µb⇤ , as(µb⇤)

◆

⇥ exp

(
�gK(bT; bmax) ln

Q2

Q2
0

+ K̃(b⇤;µb⇤) ln
Q2

µ2
b⇤

+

Z
µQ

µb⇤

dµ0

µ0


2�j(as(µ

0))� ln
Q2

(µ0)2
�K(as(µ

0))

�)

+ suppressed corrections. (11)

Analogous equations apply to fragmentation functions in
processes like semi-inclusive deeply inelastic scattering
(SIDIS) and e+e� annihilation, with the same K̃, �j ,
and �K functions. (Equality of K̃ and �K between the
processes was proved in Ref. [4]; equality of �j will be
proved in our Sec. VII.) Note the DY label on the hard
part, HDY

j|̄
(Q,µQ, as(µQ)), to indicate that this hard part

is specific to the Drell-Yan scattering process. We have
used the notation C̃PDF to indicate that the correspond-
ing coe�cients will be di↵erent for fragmentation func-
tions.

D. The mismatches between CSS1 and the new
methods

In all the methods, the primary idea is to extract the
leading power behavior in an expansion where masses

and qT are small relative to Q. By far the simplest form
of the results for factorization is when the leading-power
expansion is used strictly; terms of non-leading power
tend to be more complicated. A problem is that when a
strict leading power expansion is done, one obtains indi-
vidual terms that have UV and rapidity divergences not
present in the original amplitudes. So at intermediate
stages of derivations and calculations, cuto↵s (or regula-
tors) are applied to the divergences. All the methods are
in agreement to deal with UV divergences by renormal-
ization, after which the UV cuto↵ can be removed. The
di↵erences between the methods concern the treatment
of rapidity divergences.

The rapidity divergences are associated with the light-
like Wilson lines that arise when the operators in the
factors are defined in the natural gauge-invariant way
that arises from the leading-power expansion, or some
equivalent property.
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5. Conventions for Factors of z

A common notation is to change variables in Eq. (106) so that z does not multiply k2T in Dh/f (z, zk2T ; ⇣FF;µ).
One defines zk2T = k. Then a change of variables gives

C
h
F [+]
f/p Dh/f

i
=

X

f

Z
d2k1T d2k2T �

(2)(k1T + qT � k2T )F
[+]
f/p(x,k1T ; ⇣PDF;µ)Dh/f (z, zk2T ; ⇣FF;µ)

=
X

f

Z
d2k1T d2k2T �

(2)(k1T +PBT,�/z � k/z)F [+]
f/p(x,k1T ; ⇣PDF;µ)Dh/f (z,k; ⇣FF;µ)

=
X

f

Z
d2k1T d2k �(2)(zk1T +PBT,� � k)F [+]

f/p(x,k1T ; ⇣PDF;µ)Dh/f (z,k; ⇣FF;µ) .

(107)

Then, k is the transverse momentum of the hadronizing parton relative to its parent jet.

V. TMD FUNCTIONS

A. Further Notation and Conventions

It will be useful to have a specific scheme for cutting o↵ the behavior of certain perturbatively calculated expressions
at large-bT. For this, many authors use the “b-star” method by defining:

b⇤(bT ) !
⇢
bT bT ⌧ bmax

bmax bT � bmax .
(108)

where bmax = bmax
bT

kbTk .

The standard MS renormalization group scale is µ, and one commonly uses scales

µQ ⌘ C2Q (109)

µb ⌘ C1/bT (110)

µb⇤ ⌘ C1/b⇤ , (111)

where C1 and C2 are arbitrary constants that are ultimately to be chosen to optimize perturbative convergence.

B. TMD Parton Distributions

The definition of a TMD PDF in coordinate space is:
The evolution equations are:
The most general and basic way to write the solution is evolve from some reference scales µ ! µ0, ⇣PDF ! Q2

0 to
some arbitrary µ and ⇣PDF.

F̃f/P (x,bT ; ⇣PDF, µ)

= F̃f/P (x,bT ;Q
2
0, µ0)

⇥ exp

⇢
ln

p
⇣PDF

Q0
K̃(b⇤;µb⇤) +

Z µ

µ0

dµ0

µ0


�F (↵s(µ

0); 1)� ln

p
⇣PDF

µ0 �K(g(µ0))

�

+

Z µb⇤

µ0

dµ0

µ0 ln

p
⇣PDF

Q0
�K(↵s(µ

0))

�

⇥ exp

⇢
�gK(bT ) ln

p
⇣PDF

Q0

�
. (112)
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� ⇠
Z

H(Q) ⌦ Fq/P (x1,k1T , S1) ⌦ Fq̄/P̄ (x2,qT � k1T , S2) (179)

d� ⇠
Z

H ⌦ Fq/P (x,kT ) ⌦ DH/q(z,pT + kT ) (180)

d�SIDIS =
X

f

Hf,SIDIS(↵s(Q))⌦ Ff/H1
(x, k1T ;Q)⌦DH2/f

(z, k2T ;Q) + YSIDIS , SIDIS

(181)

d�DY =
X

f

Hf,DY(↵s(Q))⌦ Ff/H1
(x1, k1T ;Q)⌦ F

f̄/H2
(x2, k2T ;Q) + YDrell-Yan , Drell�Yan

(182)

d�DY =
X

f

Hf,DY(↵s(Q))⌦N1(x1, k1T )e
SNP1(x1,k1T ;Q) ⌦N2(x2, k2T )e

SNP2(x2,k2T ;Q) + YDrell-Yan , Drell�Yan

(183)

d�e+e� =
X

f

Hf,e+e�(↵s(Q))⌦D
H1/f̄

(z1, k1T ;Q)⌦DH2/f
(z2, k2T ;Q) + Ye+e� . e

+
e
� ! H1 + H2 + X

(184)

d�DY =
X

f

Hf (Q)

Z
d
2k1T d

2k2T Ff/P (x1,k1T ;Q) F
f̄/P̄

(x2,k2T ;Q) �(2)(k1T + k2T � qT ) + Y (qT , Q)

+O
✓✓

⇤

Q

◆a◆

qT /Q ⌧ 1 qT /Q ⇠ 1 (185)

and the renormalization group equations:

dK̃(bT ;µ)

d lnµ
= ��K(as(µ)) (186)

d ln f̃(x, bT ;µ, ⇣)

d lnµ
= �j(as(µ))�

1

2
�K(as(µ)) ln

⇣

µ2
(187)

@ ln f̃(x, bT ;µ, ⇣)

@ ln
p
⇣

= K̃(bT ;µ) (188)

II. DISCUSSION

...................

Acknowledgments

This work was supported by...

Ex:	CSS2	
	

 New (i.e., TMD-based) methods 
 



32	

28

k̂ q + k̂ (460)

Hf

Z
d
2kT Ff/p(x,kT � qT)Dh/f (z, zkT) (461)

d�

dQ2 dy dq2
T

����
CSS1

DY

=
d�

dQ2 dy dq2
T

����
CSS2

DY

(462)

d�

dQ2 dy dq2
T

����
CSS1

SIDIS

=
d�

dQ2 dy dq2
T

����
CSS2

SIDIS

(463)

BCSS1, DY(as(µQ);C1, C2) = � K̃(C1/µQ;µQ)�
@lnHDY

j|̄
(Q,µQ, as(µQ))

@lnQ2
(464)

(465)

gCSS1

K
(bT; bmax) = gK(bT; bmax) (466)
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6

⇥ exp

(
K̃(b⇤;µb⇤) ln

Q2

µ2
b⇤

+

Z
µQ

µb⇤

dµ0

µ0


2�j(as(µ

0))� ln
Q2

(µ0)2
�K(as(µ

0))

�)

⇥ exp
⇥
�gj/A(xA, bT; bmax)� g|̄/B(xB , bT; bmax)� gK(bT; bmax) ln(Q

2/Q2
0)
⇤
. (12)

Although there are clear structural similarities, the structures do not exactly correspond on the two sides of this
equation. Note that the CSS1 coe�cients used here are specific to parton densities and the Drell-Yan process.

First, we di↵erentiate both sides with respect to all the dependence on lnQ2. This gives

� gCSS1
K

(bT; bmax)�BCSS1, DY(as(µQ);C1, C2)�

Z
µ
2
Q

µ
2
b⇤

dµ02

µ02 ACSS1(as(µ
0);C1)

= � gK(bT; bmax)+ K̃(b⇤;µb⇤)+
d lnHDY

j|̄
(Q,µQ, as(µQ))

d lnQ2
+�j(as(µQ))� ln

Q

µQ

�K(as(µQ))�

Z
µQ

µb⇤

dµ0

µ0 �K(as(µ
0)) .

(13)

Then di↵erentiating with respect to ln b2T gives

dgCSS1
K

(bT; bmax)

d ln b2T
+

b2⇤
b2T

ACSS1(as(µb⇤);C1) =
dgK(bT; bmax)

d ln b2T
�

b2⇤
b2T

"
dK̃(b⇤;µb⇤)

d ln b2⇤
�

1

2
�K(as(µb⇤))

#

=
dgK(bT; bmax)

d ln b2T
�

b2⇤
b2T

@K̃(b⇤;µ)

@ln b2⇤

�����
µ 7!µb⇤

, (14)

where we used Eq. (8) and

d ln b2⇤
d ln b2T

=
b2⇤
b2T

. (15)

Now each of gK and gCSS1
K

is the di↵erence between an exact quantity that is a function of bT and the same quantity
with bT replaced by b⇤. We use this to get equality of the separate terms on the two sides of Eq. (14), which has the
structure

X(bT) +
b2⇤
b2T

Y (b⇤) = X 0(bT) +
b2⇤
b2T

Y 0(b⇤), (16)

where we have segregated functions with the arguments bT and b⇤. Each pair (X,X 0) and (Y, Y 0) represents corre-

sponding functions in the two schemes. Furthermore X(bT) is defined to be Y (bT) �
b
2
⇤

b
2
T
Y (b⇤), and similarly for X 0,

i.e., each is the di↵erence between an exact quantity at argument bT and the same quantity at argument b⇤. Setting
bmax = 1 gives Y (bT) = Y 0(bT). It follows that Y (b⇤) = Y 0(b⇤), and X(bT) = X 0(bT).

Applying this to Eq. (14) gives

ACSS1(as(µb⇤);C1) = �
dK̃(b⇤;µb⇤)

d ln b2⇤
+

1

2
�K(as(µb⇤)) = �

@K̃(b⇤;µ)

@ln b2⇤

�����
µ 7!µb⇤

, (17)

dgCSS1
K

(bT; bmax)

d ln b2T
=

dgK(bT; bmax)

d ln b2T
. (18)

Next we substitute these results into Eq. (13). Again we equate the parts with the gK terms and the others to get

BCSS1, DY(as(µQ);C1, C2) = � K̃(C1/µQ;µQ)� �j(as(µQ)) + ln
Q

µQ

�K(as(µQ))�
d lnHDY

j|̄
(Q,µQ, as(µQ))

d lnQ2

= � K̃(C1/µQ;µQ)�
@lnHDY

j|̄
(Q,µQ, as(µQ))

@lnQ2
, (19)

gCSS1
K

(bT; bmax) = gK(bT; bmax). (20)

Hence the “non-perturbative” gK function is the same in the two formalisms, and the A and B functions are related to
perturbative quantities in the new formalism. Calculations of ACSS1 and BCSS1, DY were done to order a2

s
by Davies

Translation to new TMD methods  
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k̂ q + k̂ (460)

Hf

Z
d
2kT Ff/p(x,kT � qT)Dh/f (z, zkT) (461)

d�

dQ2 dy dq2
T

����
CSS1

DY

=
d�

dQ2 dy dq2
T

����
CSS2

DY

(462)

d�

dQ2 dy dq2
T

����
CSS1

SIDIS

=
d�

dQ2 dy dq2
T

����
CSS2

SIDIS

(463)

BCSS1, DY(as(µQ);C1, C2) = � K̃(C1/µQ;µQ)�
@lnHDY

j|̄
(Q,µQ, as(µQ))

@lnQ2
(464)

(465)

gCSS1

K
(bT; bmax) = gK(bT; bmax) (466)

gj/A(xA, bT; bmax) + g|̄/B(xB , bT; bmax) = gCSS1

j/A
(xA, bT; bmax) + gCSS1

|̄/B
(xB , bT; bmax) (467)

e2
j
C̃CSS1, DY

j/jA

✓
xA

⇠A
, b⇤;µ

2

b⇤ , µb⇤ , C2, as(µb⇤)

◆
⇥ C̃CSS1, DY

|̄/jB

✓
xB

⇠B
, b⇤;µ

2

b⇤ , µb⇤ , C2, as(µb⇤)

◆

= C̃PDF

j/jA

✓
xA

⇠A
, b⇤;µ

2

b⇤ , µb⇤ , as(µb⇤)

◆
⇥ C̃PDF

|̄/jB

✓
xB

⇠B
, b⇤;µ

2

b⇤ , µb⇤ , as(µb⇤)

◆
⇥HDY

j|̄
(µb⇤/C2, µb⇤ , as(µb⇤)) exp

h
�2K̃(b⇤;µb⇤) lnC2

i

(468)

|ej |C̃CSS1, DY

j/k

✓
x

⇠
, b⇤;µ

2

b⇤ , µb⇤ , C2, as(µb⇤)

◆

= C̃PDF

j/k

✓
x

⇠
, b⇤;µ

2

b⇤ , µb⇤ , as(µb⇤)

◆q
HDY

j|̄
(µb⇤/C2, µb⇤ , as(µb⇤)) exp

h
�K̃(b⇤;µb⇤) lnC2

i
(469)

gCSS1

j/H
(x, bT; bmax) = gj/H(x, bT; bmax) (470)
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gCSS1

K
(bT; bmax) = gK(bT; bmax) (466)

gj/A(xA, bT; bmax) + g|̄/B(xB , bT; bmax) = gCSS1
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(xA, bT; bmax) + gCSS1

|̄/B
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◆
⇥HDY

j|̄
(µb⇤/C2, µb⇤ , as(µb⇤)) exp

h
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Combining Results in TMD 
Factorization, order ≈ αs

3 
(Drell-Yan) 

4

d�

dQ2 dy dq2T
=

4⇡2↵2

9Q2s

X

j

HDY
j|̄

(Q,µQ, as(µQ))

Z
d2bT
(2⇡)2

eiqT·bT f̃j/A(xA, bT;Q
2, µQ) f̃|̄/B(xB , bT;Q

2, µQ)

+ suppressed corrections, (6)

where the hard scattering factor HDY
j|̄

is normalized so that its lowest order term is e2
j
. The scale argument of

H is set to µQ to avoid large logarithms. The last two arguments of the parton densities, fj/H(x, bT;Q2, µQ), are
normally written as ⇣ and µ, and these arguments refer to e↵ective cuto↵s on rapidity and transverse momentum as
implemented by the definitions in [4].

Predictions are obtained with the aid of evolution equations and the small-bT OPE of the TMD parton densities:

@ ln f̃f/H(x, bT; ⇣;µ)

@ ln
p
⇣

= K̃(bT;µ). (7)

dK̃(bT;µ)

d lnµ
= � �K(as(µ)) , (8)

d ln f̃j/H(x, bT; ⇣;µ)

d lnµ
= �j(as(µ))�

1

2
�K(as(µ)) ln

⇣

µ2
, (9)

f̃j/H(x, bT; ⇣;µ) =
X

k

Z 1+

x�

d⇠

⇠
C̃PDF

j/k
(x/⇠, bT; ⇣, µ, as(µ)) fk/H(⇠;µ) + O[(mbT)

p] . (10)

A solution that corresponds to Eq. (2) is

d�

dQ2 dy dq2T
=

4⇡2↵2

9Q2s

X

j,jA,jB

HDY
j|̄

(Q,µQ, as(µQ))

Z
d2bT
(2⇡)2

eiqT·bT
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+ suppressed corrections. (11)

Analogous equations apply to fragmentation functions in
processes like semi-inclusive deeply inelastic scattering
(SIDIS) and e+e� annihilation, with the same K̃, �j ,
and �K functions. (Equality of K̃ and �K between the
processes was proved in Ref. [4]; equality of �j will be
proved in our Sec. VII.) Note the DY label on the hard
part, HDY

j|̄
(Q,µQ, as(µQ)), to indicate that this hard part

is specific to the Drell-Yan scattering process. We have
used the notation C̃PDF to indicate that the correspond-
ing coe�cients will be di↵erent for fragmentation func-
tions.

D. The mismatches between CSS1 and the new
methods

In all the methods, the primary idea is to extract the
leading power behavior in an expansion where masses

and qT are small relative to Q. By far the simplest form
of the results for factorization is when the leading-power
expansion is used strictly; terms of non-leading power
tend to be more complicated. A problem is that when a
strict leading power expansion is done, one obtains indi-
vidual terms that have UV and rapidity divergences not
present in the original amplitudes. So at intermediate
stages of derivations and calculations, cuto↵s (or regula-
tors) are applied to the divergences. All the methods are
in agreement to deal with UV divergences by renormal-
ization, after which the UV cuto↵ can be removed. The
di↵erences between the methods concern the treatment
of rapidity divergences.

The rapidity divergences are associated with the light-
like Wilson lines that arise when the operators in the
factors are defined in the natural gauge-invariant way
that arises from the leading-power expansion, or some
equivalent property.
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Effect of restricting data 
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Figure 4: A selection of COMPASS data from [23]. The colored points correspond to the hadron moving with rapidity smaller than some maximum value, which
has been chosen to be a quarter-way between the largest estimate of yf and the value of yh for which R = 1. This ensures that for Q

2 ⇠ 10 GeV2, R . 0.25.
Within our rough order of magnitude estimate, grey points are likely to receive important contributions from non-current regions. For detailed phenomenological
calculations, it is important to improve the estimates of Eq. (26) by more precise constraints on MiT and MfT, and also to use a range of rapidity cuto↵s.
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Figure 5: A selection of HERMES data from [24]. Points are as described in Fig. 4. The larger mass of the kaon results in a larger number of points that are likely
to receive significant contributions from the non-current regions, within our rough order of magnitude estimate. For detailed phenomenological calculations, it is
important to improve the estimates of Eq. (26) by more precise constraints on MiT and MfT, and also to use a range of rapidity cuto↵s.

xbj are representative of available SIDIS measurements. The
bands represent the values spanned by Eq. (26).

In HERA-like kinematics, Q
2 = 103 GeV2, |R| is very small

for most of the left side of the panel, so it is valid there to treat
the hadron as collinear to the outgoing quark (current region).
Conversely, for most of the right side of the panel, |R|�1 is very
small, so that the hadron should be considered collinear to the
incoming quark. Note that the pink and purple bands could be
widened significantly without spoiling this picture. We stress
that at large Q the current regime spans a much larger range
than just the purple band. This can be seen in the smallness of
|R| in the lowest right-hand panel in Fig. 3.

For Q
2 = 103 GeV2, the central region, yh ⇡ 0, involves

|R| ⇠ |R|�1 ⇠ 1. However, for the values of zh that we have
plotted, this also corresponds to large PhT (PhT � ⇤QCD) where
collinear factorization applies.

Away from such a large Q, there is greater sensitivity to ex-
act parton kinematics. This is clear in the collinearity plots in

Fig. 3, shown for the JLab-like kinematics Q
2 = 2.0 GeV2, and

for the COMPASS/HERMES-like kinematics Q
2 = 10.0 GeV2.

As already noted with respect to the PhT versus yh plots in
the top row, the distinction between the ki-collinear, and kf -
collinear regions is much less clear at lower Q. Comparing
the plots on the second row with their corresponding plots for
PhT versus yh in the top panel confirms that transverse momenta
must be kept su�ciently low to maintain small |R|.

The conditions on R or yh can be translated into regions of
zh and PhT. For example, Figs. 4 and 5 show a selection of
SIDIS data from COMPASS and HERMES, respectively. In
both cases, the points in color are those for which the hadron
rapidity is smaller than some maximum value, which has been
chosen to be a quarter-way between the largest estimate of yf
and the value of yh for which R = 1. This ensures that for
Q

2 ⇠ 10 GeV2, R . 0.25. We stress that, in the lower Q
2 kine-

matics, better estimates are needed for M
2
(i/f)T in order to evalu-

ate R more precisely. In fact, the above cut may allow for larger
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Hadronization 
2

has 5 free parameters, of which 4 concern unpolarized
fragmentation, and were fitted to unpolarized data in
semi-inclusive deeply inelastic lepton-hadron scattering
(SIDIS). Only a single free parameter was available for
the polarized process, and it was obtained from data on
the Collins asymmetry in e

+
e
� annihilation to hadrons.

The model then successfully predicted the Collins asym-
metry in SIDIS data from the COMPASS experiment [6],
with 18 data points, as well as the dihadron asymmetry
in the same experiment. The successful prediction of the
dihadron asymmetry indicates that the model appropri-
ately accounts for spin-dependent e↵ects in the correla-
tion of nearby mesons. The particular formulation of the
MPM is that given by Artru and Belghobsi [7–9], which
is in a form suitable for Monte-Carlo simulation.

While a model like Fig. 1 is natural in a situation
where hadrons are produced with an approximately con-
stant density per unit rapidity is constant, I will show
that the model taken literally does not work. does
not properly describe the spacetime structure of
hadronization. This is because the integration over the
loop momentum l is not trapped in the kinematic regime
assumed in the model. After deformation of the inte-
gration contour for l, most of the quark propagators be-
come very o↵ shell and correspond to di↵erent physics
on a shorter distance scale than is initially assumed.1.
Although the demonstration is made using a particular
model, the properties are quite general and involve an-
alytic and causal properties of relativistic Feynman am-
plitudes together with momentum conservation.

We then show how to resolve the problem, with a mo-
tivation from the string model, Fig. 2, for hadroniza-
tion of hard jets, as formulated by Artru [3], Artru and
Mennessier [10], and by Andersson et al. [11]; the string
model is used in the successful PYTHIA event generator
[12, 13]. In this model applied to e

+
e
� annihilation, a

quark and antiquark are generated at a point and move
away from each other ultra-relativistically. The gluon
field between them forms into a flux tube (or string),
and in the strong field in the flux tube, quark-antiquark
pairs are generated uniformly in space-time volume. The
main process of hadronization is that quarks and anti-
quarks from neighboring generated pairs form into light
mesons. The result is to give a distribution of hadrons
that is uniform in rapidity (except, of course, at the ends
of the string). The space-time region where the quark-
antiquark pairs are dominantly formed is around a space-
like hyperbola between the trajectories of the initial out-
going quark and antiquark. Mesons formed with widely
separated rapidities therefore arise from regions that are

1
Note that this problem applies specifically to the multiperiph-

eral model for hadronization in a hard collision, where hard jets

are produced from partons that go outwards from a small, almost

point-like, hard collision. The problem does not arise for the orig-

inal application of the multiperipheral model to soft hadroniza-

tion in hadron-hadron collisions.

...

h1(p1)

h2(p2)

h3(p3)

h4(p4)

hN(pN)

kA + l

kB � l

k3 = l + kA � P3
i=1 pi

...

......

FIG. 1. Elementary multiperipheral model for hadronization
of quark-antiquark pair in e+e� annihilation.

z

t

FIG. 2. String model [3, 11] for hadronization of quark-
antiquark pair in e+e� annihilation, pictured in space-time.
A string (or flux tube) is created between the outgoing quark
and antiquark. Quark-antiquark pairs are created in the color
field in the flux tube, and then combine into color singlet
hadrons. The formation of the pairs occurs dominantly near
a space-like hyperbola an invariant distance of order 1 fm/c
to the future of the approximately trajectories of the original
quark and antiquark.

causally disconnected. Any correlations arise because
there is a common cause in the initial point-like produc-
tion of a quark-antiquark pair. The phenomenological
power of string-like models arises from the causal inde-
pendence of separated events along the string, and from
the (assumed, but natural) uniformity of field strength
and of the geometric cross section along the string.
Feynman graphs for the formation of the gluon field

correspond to emission from the quark and antiquark of
gluons of low transverse momentum. These cover the
whole range of available rapidity, and, for a given trans-
verse momentum, the gluons of lowest rapidity are emit-
ted earliest. The generation of quark-antiquark pairs in
the gluon field then takes energy and momentum out of
the gluon field. A Feynman-graph model for the whole
process therefore has the form of Fig. 3. Relative to the
elementary multiperipheral structure, there are gluons
connecting the sides of the multiperipheral chain to early

Where	are	the	dominant		
momentum	regions? !

(J.	Collins,	TCR:	In	preparation)	
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whole range of available rapidity, and, for a given trans-
verse momentum, the gluons of lowest rapidity are emit-
ted earliest. The generation of quark-antiquark pairs in
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Where	are	the	dominant		
momentum	regions? !

3

...

h1(p1)

h2(p2)

h3(p3)
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q � P
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l1

l2

FIG. 3. Modified multiperipheral model. It is modified from
Fig. 2 by allowance for the emission of gluons. Note that
the gluons may arise not only directly from the initial quark
and antiquark lines but also, for example, from a splitting, as
shown.

the space-time structure.
Many elements of our work can be found in the lit-

erature, e.g., a graph like Fig. 3 for cluster hadroniza-
tion. Our contribution here is to provide an overall view
with which to assess work on hadronization models in
Feynman-graph-like form, as in [1–3], especially as re-
gards the overall architecture of the models. A subsidiary
aim, to be pursued in future studies, is to provide an ap-
propriate framework for improved derivations of factor-
ization to overcome the issues raised in [4].

The importance of formulating a hadronization model
in terms of Feynman graphs (with e↵ective vertices and
propagators) is that it automatically obeys general prin-
ciples of quantum mechanics and quantum field theory,
of causality and of Lorentz invariance. They are natu-
ral arenas for consistently incorporating spin e↵ects, es-
pecially with entangled spin states, which are hard to
formulate purely semi-classically.

II. THE ELEMENTARY MPM

A. Basic Setup

Consider the graph shown in Fig. 2. In accordance with
data, we assume that a small number particles (around
three pions1) is produced per unit rapidity, and with a
limited transverse momentum all with respect to a jet
axis (e.g., the thrust axis). The typical transverse mo-
mentum is perhaps 0.3 or 0.4 GeV.

1
This estimate can be roughly deduced from measurements by the

TASSO collaboration [19] — App. A.

We will work in a center-of-mass frame, and to define
the z-axis, we will choose hadron 1 to have zero transverse
momentum and positive rapidity. Let the center-of-mass
energy be Q. In light-front coordinates (+,�, T ), the
virtual photon’s momentum is q = (Q/

p
2, Q/

p
2, 0T ).

Then we write the hadron momenta in terms of rapidity
and transverse momentum:

pj =

✓
Ej,Tp

2
e
yj ,

Ej,Tp
2
e
�yj ,pj,T

◆
, (1)

where Ej,T =
q

p2j,T +m2
h and mh is the mass of the

hadron. We have chosen p1,T = 0. The momenta must

obey momentum conservation:
PN

j=1 pj = q.
Given the assumptions of the model, a rough estimate

of the hadron rapidities is given by

yj ⇠ (N + 1) � 2j

N � 1
ln

Q

m
, (2)

with the number of produced particles N being approx-
imately proportional to ln(Q2

/m
2), with a coe�cient of

around 3, as we infer from [14]. (The coe�cient could
be rather less if the primary hadrons are mostly vector
mesons instead of pions.)
For the purposes of the model, we assume that the

internal loop line of Fig. 2 is for a quark, and that the
hadrons are pions. But we will not use that assump-
tion in any detail, since our concern is only with analytic
properties, as determined by propagator denominators.
We define the origin of the loop momentum l by writing

the quark momenta from the electromagnetic vertex as
kA + l and kB � l, and defining

kA = (Q/
p
2, 0,0T ), kB = (0, Q/

p
2,0T ), (3)

which would be the quark and antiquark momenta if they
were free and massless. Thus l parameterizes the devia-
tion of quark kinematics from parton-model values.
The momentum kj of the line between hadron j and

hadron j + 1 is

kj = l + kA �
jX

i=1

pi

= l � kB +
NX

i=j+1

pi. (4)

Hence

k
+
j = l

+ +
NX

i=j+1

p
+
i = l

+ +⇥(me
yj ) (5)

and

k
�
j = l

� �
jX

i=1

p
�
i = l

� � ⇥(me
�yj ). (6)

Need	extra	low		
momentum	gluons		
for	a	trap!

(J.	Collins,	TCR:	In	preparation)	
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Hadronization & 
Factorization Proofs 

Fragmentation and non-perturbative effects John Collins

after a sum over graphs. (Sometimes a non-leading power is also treated.) This is carried out, in
typical proofs, along the following lines:

1. The regions that give the leading large-Q behavior are determined.

2. For each region, appropriate valid approximations are applied. The aims are that

• They should be suitable for obtaining a factorized cross section.

• They should allow the use of the Ward identities, as noted below, to combine graphs.

3. For each term for each region, subtractions are applied to avoid double counting, etc.

4. Ward identities are applied to extract gluons connecting subgraphs for different classes of
momenta (i.e., soft-to-collinear, collinear-to-hard).

5. Any relevant final-state unitarity cancellations are proved.

6. The result is a factorized form after a sum over graphs.

Evolution equations (DGLAP, etc) are derived similarly.

pB

H
q

H

C(B)

C(A)

. . .
S

. . .
. . .

. . .

. . .. . .

pA

kA + kSA

pB

H
q

H

CB
. . .

pA

CA

(a) (b)

Figure 5: Leading regions for e
++e

� ! h1 +h2 +X : (a) in full QCD; (b) in a parton-model-like situation.
These are for the case that the hadrons are close to back-to-back. The labels for the momentum classes of
the subgraphs are: H for hard, S for soft, and C(A) and C(B) for collinear momenta.

The leading regions for the 2PI cross section in e
+

e
�-annihilation are shown in Fig. 5. To

avoid the complications associated with emission of extra partons at wide angle, I restrict attention
to those regions that are leading when the measured hadrons are almost back-to-back; this is a
situation appropriate for TMD factorization, with TMD ffs.

Figure 5(a) shows the general QCD case. Each subgraph is associated with a momentum
class: collinear to one or other detected hadron, soft, or hard. The simplest characterization of the
momentum classes is by the rough sizes, or scaling with Q, of momentum components in light-
front [(+,�,T )] coordinates. For example, the canonical scalings of collinear momenta and soft
momenta are:

Coll. A :
�
Q,m2/Q,m

�
, S : (m,m,m) or

�
m

2/Q,m2/Q,m2/Q
�
. (3.1)

The alternative soft scalings are called soft and ultrasoft, for two different kinds of physics. Almost
completely, the proofs in [6] are arranged to work uniformly for soft and ultrasoft. Although

4

Fragmentation and non-perturbative effects John Collins

Figure 7: Cluster hadronization. The num-
ber of blobs for the final state interactions
is proportional to ln(Q2/m

2).

The model is illustrated in Fig. 7. It corresponds
to the following semi-intuitive description: We have a
quark and antiquark that are generated at a small dis-
tance and that propagate outward in opposite directions
with energy approximately Q/2, and with low virtual-
ity. At early stages, gluons are emitted, and then quark-
antiquark pairs are generated, which organize them-
selves into color-singlet hadrons. This is all qualita-
tively like the string model. Since virtualities decrease
as we go away from the hard scattering, the relevant
effective coupling increases (and ultimately we get to
a non-perturbative region). Note that important contri-
butions to the momenta of the central hadrons are from
the soft gluons that are emitted early.

Let Dy be total available rapidity range, about ln(Q2/m
2), and let dy be typical cluster separa-

tion, i.e., Dy/#clusters. Experimentally dy is typically small, a unit of rapidity or so.
Now suppose we were able apply soft-to-collinear approximations. Errors would now be a

power of e
�dy, not m/Q, while the order of the relevant graphs increases with lnQ. Although the

middle blobs in Fig. 7 have soft momenta with momenta of order (m,m,m), their structure fails to
match Fig. 5(a) with its purely gluonic connections, and we do not have the rapidity differences
needed in (4.1). In contrast, the soft-to-collinear approximation does apply to the gluons that are
emitted early.

We thus see that the proof of factorization, as presented in the literature, does not work in
graphical structures that are clearly important for getting the correct final state.

The above considerations do not themselves entail that factorization fails or even that the
definitions of the pdfs and ffs are wrong, but only that there are some critical issues that are not fully
understood. As already pointed out, the space-like separation between the dominant hadronization
processes in different jets strongly suggests that some kind of factorization is valid, with something
like ffs. But the coordinate-space description does not itself allow to obtain operator definitions
of the ffs in a simple way. Furthermore, such coordinate-space arguments are quite foreign to the
momentum-space methods used in factorization proofs.

A more indirect approach might be fruitful. The coordinate-space factorization argument could
be applied to the operator matrix elements in the definition of ffs, since these involve color flows in
very different directions. From this approach one may well recover the usual factorization results,
but now demonstrated to be valid in full QCD. But completing such a program is for the future.

5. Discussion

The overall issue addressed in this paper is: How well do we know that factorization is valid?
Then, given that we do find that the derivations need extensions, at least concerning hadronization,
a question for the future is to ask what new phenomena and properties could be found from a better
understanding.
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2

on the basis of existing calculations of the quark form fac-
tor by Moch et al. [7], and of hard scattering in collinear
factorization by Catani et al. [8]. These results are: (a)
The coe�cients relating TMD and collinear parton densi-
ties to order a2

s
; (b) The TMD hard scattering coe�cient

for Drell-Yan to order a2
s
; (c) The anomalous dimensions

to order a3
s
; (d) The CSS2 evolution kernel K̃ to order

a2
s
. We give full details of the non-trivial methods by

which the coe�cients are obtained from the previous re-
sults. In particular we find that we need some apparently
new technical results concerning the collinear factors used
for factorization for the quark form factor. We verify
that our results agree with calculations of correspond-
ing quantities by very di↵erent methods by Gehrmann
et al. [9, 10] and by Echevarria et al. [11]. Those calcu-
lations start from the operator definitions of the TMD
functions, and so the agreement with our calculations
provides a non-trivial test of the correctness of the TMD
factorization methods. We point out that the order a3

s

value for the hard scattering is available from results by
Gehrmann et al. [12], and that a calculation by Li and
Zhu [13] gives the value of K̃ to order a3

s
. That the result

of Ref. [13] in fact gives exactly the perturbative expan-
sion of K̃ is not immediately apparent from their paper,
so we give a derivation of the correspondence in App. B,
where we also show how to map their factorization and
TMD parton densities onto those given by CSS2 and by
Echevarŕıa et al. [5].

II. THE FORMALISMS

A. Notation and conventions

To match the conventions of Moch et al. [7], we use

as =
↵s

4⇡
=

g2
s

16⇡2
(1)

as the expansion parameter.

B. Original CSS formalism

The original CSS formula [3, (3.17) and (5.8)], as used
in the fits in [1, 2], was obtained starting from a TMD
factorization formula, using the specific definitions of
TMD parton densities that had been given by Collins
and Soper (CS) [14]. Earlier, CS [15, 16] had obtained
TMD factorization for dihadron production in e+e� an-
nihilation. The natural extension to the Drell-Yan pro-
cess was stated by CSS in [3]; CSS argued that the then-
recent work on the cancellation of the Glauber region
was su�cient to allow the extension of the proof of TMD
factorization to Drell-Yan.
Associated with factorization are evolution equations

for the TMD functions and a kind of operator-product
expansion (OPE) for the TMD parton densities at small
bT. CSS solved these equations with neglect of power-
suppressed terms, segregated non-perturbative contribu-
tions at large bT, and then redefined various functions.
The result was of the form

d�

dQ2 dy dq2T
=

4⇡2↵2

9Q2s

X

j,jA,jB

e2
j

Z
d2bT
(2⇡)2

eiqT·bT

⇥

Z 1

xA

d⇠A
⇠A

fjA/A(⇠A;µb⇤) C̃
CSS1, DY
j/jA

✓
xA

⇠A
, b⇤;µ

2
b⇤ , µb⇤ , C2, as(µb⇤)

◆

⇥

Z 1

xB

d⇠B
⇠B

fjB/B(⇠B ;µb⇤) C̃
CSS1, DY
|̄/jB

✓
xB

⇠B
, b⇤;µ

2
b⇤ , µb⇤ , C2, as(µb⇤)

◆

⇥ exp

(
�

Z
µ
2
Q

µ
2
b⇤

dµ02

µ02

"
ACSS1(as(µ

0);C1) ln

 
µ2
Q

µ02

!
+BCSS1, DY(as(µ

0);C1, C2)

#)

⇥ exp
h
�gCSS1

j/A
(xA, bT; bmax)� gCSS1

|̄/B
(xB , bT; bmax)� gCSS1

K
(bT; bmax) ln(Q

2/Q2
0)
i

+ suppressed corrections. (2)

Here we work with the inclusive Drell-Yan process A +
B ! l+l� + X, with restriction to production of the
lepton pair through a virtual photon. The 4-momentum
of the lepton pair is qµ, and its invariant mass, rapidity
and transverse momentum are Q, y and qT. The total
center of mass energy is

p
s, we define xA = Qey/

p
s

and xB = Qe�y/
p
s, we define ej to be the charge of

quark j (in units of the elementary charge unit e), and ↵
is the usual fine-structure constant. Auxiliary quantities

15

5. Conventions for Factors of z

A common notation is to change variables in Eq. (106) so that z does not multiply k2T in Dh/f (z, zk2T ; ⇣FF;µ).
One defines zk2T = k. Then a change of variables gives

C
h
F [+]
f/p Dh/f

i
=

X

f

Z
d2k1T d2k2T �

(2)(k1T + qT � k2T )F
[+]
f/p(x,k1T ; ⇣PDF;µ)Dh/f (z, zk2T ; ⇣FF;µ)

=
X

f

Z
d2k1T d2k2T �

(2)(k1T +PBT,�/z � k/z)F [+]
f/p(x,k1T ; ⇣PDF;µ)Dh/f (z,k; ⇣FF;µ)

=
X

f

Z
d2k1T d2k �(2)(zk1T +PBT,� � k)F [+]

f/p(x,k1T ; ⇣PDF;µ)Dh/f (z,k; ⇣FF;µ) .

(107)

Then, k is the transverse momentum of the hadronizing parton relative to its parent jet.

V. TMD FUNCTIONS

A. Further Notation and Conventions

It will be useful to have a specific scheme for cutting o↵ the behavior of certain perturbatively calculated expressions
at large-bT. For this, many authors use the “b-star” method by defining:

b⇤(bT ) !
⇢
bT bT ⌧ bmax

bmax bT � bmax .
(108)

where bmax = bmax
bT

kbTk .

The standard MS renormalization group scale is µ, and one commonly uses scales

µQ ⌘ C2Q (109)

µb ⌘ C1/bT (110)

µb⇤ ⌘ C1/b⇤ , (111)

where C1 and C2 are arbitrary constants that are ultimately to be chosen to optimize perturbative convergence.

B. TMD Parton Distributions

The definition of a TMD PDF in coordinate space is:
The evolution equations are:
The most general and basic way to write the solution is evolve from some reference scales µ ! µ0, ⇣PDF ! Q2

0 to
some arbitrary µ and ⇣PDF.

F̃f/P (x,bT ; ⇣PDF, µ)

= F̃f/P (x,bT ;Q
2
0, µ0)

⇥ exp

⇢
ln

p
⇣PDF

Q0
K̃(b⇤;µb⇤) +

Z µ

µ0

dµ0

µ0


�F (↵s(µ

0); 1)� ln

p
⇣PDF

µ0 �K(g(µ0))

�

+

Z µb⇤

µ0

dµ0

µ0 ln

p
⇣PDF

Q0
�K(↵s(µ

0))

�

⇥ exp

⇢
�gK(bT ) ln

p
⇣PDF

Q0

�
. (112)

No	explicit	hard	part	here	
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Old Schemes and New Schemes  
 

•  	Questions:	
	
–  CSS1	involves	“A”	and	“B”	functions	not	explicit	in	CSS2.	
	

–  	Non-perturbative	parts	in	CSS1	and	in	TMD	functions?	
Where	do	they	go?	

–  	Anomalous	dimension	of	PDFs	vs.	FFs?	

–  Higher	order	calculations	in,	for	example,	old	resummation,	
SCET,	etc…	how	to	utilize	in,	for	example,	CSS2?	



Fast translation to new TMD 
methods  

43	

•  	CSS1	and	CSS2	drop	same	subleading	powers:	
	

•  	Derivatives	given	by	evolution	equations.		
	 	(anomalous	dimensions)	

•  bmax	independence.		

•  Charge	conjugation	invariance.	
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Figure 2.2: Connections between di↵erent quantities describing the distribution of partons
inside the proton. The functions given here are for unpolarized partons in an unpolarized proton;
analogous relations hold for polarized quantities.

tum, and specific TMDs and GPDs quan-
tify the orbital angular momentum carried
by partons in di↵erent ways.

The theoretical framework we have
sketched is valid over a wide range of mo-
mentum fractions x, connecting in particular
the region of valence quarks with the one of
gluons and the quark sea. While the present
chapter is focused on the nucleon, the con-
cept of parton distributions is well adapted
to study the dynamics of partons in nuclei, as
we will see in Sec. 3.3. For the regime of small
x, which is probed in collisions at the highest
energies, a di↵erent theoretical description is
at our disposal. Rather than parton distribu-
tions, a basic quantity in this approach is the
amplitude for the scattering of a color dipole
on a proton or a nucleus. The joint distri-
bution of gluons in x and in kT or bT can
be derived from this dipole amplitude. This
high-energy approach is essential for address-
ing the physics of high parton densities and
of parton saturation, as discussed in Sec. 3.2.
On the other hand, in a regime of moder-
ate x, around 10�3 for the proton and higher

for heavy nuclei, the theoretical descriptions
based on either parton distributions or color
dipoles are both applicable and can be re-
lated to each other. This will provide us with
valuable flexibility for interpreting data in a
wide kinematic regime.

The following sections highlight the
physics opportunities in measuring PDFs,
TMDs and GPDs to map out the quark-
gluon structure of the proton at the EIC.
An essential feature throughout will be the
broad reach of the EIC in the kinematic
plane of the Bjorken variable x (see the Side-
bar on page 18) and the invariant momentum
transfer Q

2 to the electron. While x deter-
mines the momentum fraction of the partons
probed, Q2 specifies the scale at which the
partons are resolved. Wide coverage in x

is hence essential for going from the valence
quark regime deep into the region of gluons
and sea quarks, whereas a large lever arm in
Q

2 is the key for unraveling the information
contained in the scale evolution of parton dis-
tributions.
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factor found in the previous section, what suggests the
onset of a physical mechanism different to leading or
next-to-leading-order DGLAP dynamics.

However, several non-negligible effects are present at
the particularly interesting kinematical regime of the ex-
periment, which are responsible for a large difference
between the LO and NLO estimates. The first one is the
stringent cut on the pion production angle in H1 data,
which suppresses LO and NLO contributions in a different
way. The suppression of LO configurations is proportion-
ally bigger than for NLO, implying an effective K-factor
much larger than the one found for the cross section
without cuts. The second important feature is the rather
low value of the scales involved (pT and Q2) which en-
hance the uncertainty due to the particular choice for the
factorization scale, even in the NLO calculation, as it has
been pointed in [7]. This is particularly significant for the
lowest Q2 bins. Finally, there is also a large uncertainty
factor in the theoretical prediction coming from fragmen-
tation functions. Although fragmentation functions repro-
duce fairly well e!e" annihilation into hadrons, they show
large differences when they are used to compute deep
inelastic semi-inclusive cross sections.

In Figs. 3 and 4 we show the LO and NLO predictions
for the electroproduction of neutral pions as a function of
xB and pT , respectively, in the kinematical range of the H1
experiment, together with the most recent data for the
range pT # 3:5 GeV. The cross sections are computed as
described in the previous sections, applying H1 cuts and

using MRST02 parton densities [19]. Similar results are
found using other sets of modern PDFs. For the input
fragmentation functions, we use two different sets, the
ones from reference [3] denoted as KKP and those from
[4] referenced as K. We set the renormalization and facto-
rization scales as in Eq. (27) and we compute !s at
NLO(LO) fixing !QCD as in the MRST analysis, such
that !s$MZ% & 0:1197$0:130%.

The plots clearly show some of the features mentioned
above. On the one hand, the NLO cross sections are much
larger than the LO ones, even by the required order of
magnitude in certain kinematical regions, once the forward
"0 selection applied by H1 is implemented. The position of
the maximum for the xB distribution is also shifted to lower
xB values, agreeing nicely with the experimental shape.
Cross sections differential in pT show similar features,
however the difference between LO and NLO decreases
as pT increases.

The uncertainty due to the choice of a fragmentation
functions set is also quite noticeable; this fact driven by the
different gluon content of the two sets considered here.
Low Q2 bins seem to prefer KKP set, which have a larger
gluon-fragmentation content, whereas for larger Q2 both
sets agree with the data within errors. LO estimates show a
much smaller sensitivity on the choice of fragmentation
functions, since gluon-fragmentation does not contribute
significantly to the cross section at this order.

As mentioned, the dependence of the cross section in the
choice for the renormalization and factorization scale is
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