
Real-time reconstruction 
of  downstream tracks 
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Types of tracks to be reconstructed 

Long lived particles in LHCb

M (MeV) τ (ps) 

Bs 5300 1.5

KS 500 90

KL 500 50000

Λ 1100 260



The challenges ahead
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CERN-LHCC-2017-003

Largest sample of 
reconstructed 
D0→KSKS : 5000 
candidates at Belle 

arXiv: 1705.05966



Motivation (1) - “core physics” channels
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JHEP10(2013)143



Motivation (2) - KS,L and Λ
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PRD 81, 012003



Motivation (3) - displaced vertices 
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EPJC 77, 181PRL 112, 131802 https://arxiv.org/abs/1508.04094





Proposed approach
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A biologically inspired architecture
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Distributed-embedded retina
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Retina for tracking with silicon strips
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Latest prototype
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Prototype measured performances
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From generic 
R&D to LHCb



Reconstruction of T tracks with retina
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Retina output: accumulated weights
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Comparison with offline
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* Offline performance extracted from plot provided by Renato Quagliani (Bristol)

Straight
2D lines 
(retina)

Effect of 
magnet
(retina) 

2D Long 
p>5 GeV 
(offline)

3D Long 
p>5GeV 
(offline) 

3D Long 
final track 
(offline)

Efficiency (%) 95 90 88 82 94

Ghosts (%) 48 52 49 4 7





Conclusions
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Retina algorithm



Retina for tracking with pixel detector
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Abba et al., JIN
ST 10 (2015) 03, C03008

8% ghost rate








