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Why NLO Monte-Carlos?

• NLO corrections improve the trustworthiness of simulations 
and give reliable predictions of rates and shapes	

• NLO is the first order for which theoretical uncertainties (scale 
and PDF) are reliable	

• Matching to PS makes it possible to have a fully-differential 
description of the final state	

• This gives a better understanding of data, together with less 
need of fine-tuning	

• Most of modern NLO MonteCarlos strongly rely on 
automation, which hides computational complexity to the final 
user 
Powheg(Box): Alioli, Nason, Oleari, Re  
Powhel: Bevilacqua, Garzelli, Kardos, Trocsanyi, Worek  
Sherpa(+Openloops): Krauss, Schonherr, Siegert + Kallweit, Lindert, Pozzorini, Maierhofer  
MadGraph5_aMC@NLO: Frederix, Frixione, Hirschi, Maltoni, Mattelaer, Shao, Torrielli, MZ 
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What can be done?
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• In general, all processes up to 2→4 can be simulated on clusters; 
unweighted events can be generated within (several) hours  
Current record: tt+3jets Sherpa+Openloops, Hoche et al, arXiv:1607.06934

• Calculation of scale and PDF uncertainties can be done on the fly. No need 
of extra runs

What can be done?
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Eq. (2). This means in particular that we use the mas-
sive splitting functions from [53], the propagator cor-
rections listed in [51, 52], and we replace the two-loop
cusp term K 2CF /(1�z) by K CF (2/(1�z)�m2/pipj)

in the case of massive quark splittings eı| ! i, j.
Scale uncertainties in the MINLO framework are as-

sessed through standard factor-two variations of µ
R

and
µ
F

. The renormalization scale is kept fixed in the Su-
dakov form factors but is varied as usual in the rest
of the (N)LO cross section, including the counterterms
that subtract the O(↵

s

) parts of the Sudakov form fac-
tors at NLO. Variations µ

F

! ⇠
F

µ
F

of the factorization
scale are more subtle. They have to be applied at the
level of PDFs and related NLO counterterms, as well as
in the Sudakov form factors that depend on q

min

= µ
F

.
More precisely, q

min

! ⇠
F

q
min

variations are applied
only to Sudakov form factors associated with external
and internal initial-state lines, and Sudakov form fac-
tors �a(⇠F q

min

, qk) are set to one when ⇠
F

q
min

exceeds
qk.

4 Predictions for the 13TeV LHC

In the following we present selected predictions for pp !
t¯t + 0, 1, 2, 3 jets at 13TeV. We construct jets by clus-
tering light partons with the anti-kt algorithm [54] at
R = 0.4, and by default we select jets with pseudorapid-
ity |⌘

jet

| < 2.5 and a jet-p
T

threshold of 25GeV. Unless
stated otherwise, depending on the minimum number
N of jets that is required by the observable at hand,
inclusive (N)LO or MI(N)LO calculations with N jets
are used.

The jet multiplicity distribution is presented in Fig. 1.
The top panel displays four predictions, stemming from
fixed-order LO and NLO calculations, and from MINLO
computations at LO and NLO (labeled ‘MILO’ and
‘MINLO’). The second panel shows the ratio between
LO and NLO predictions at fixed order, while the third
panel shows the ratio between MILO and MINLO pre-
dictions. The last panel shows the ratio between MINLO
and NLO. The bands illustrate scale uncertainties esti-
mated through independent factor-two rescaling of µ

R

and µ
F

excluding antipodal variations. Fixed-order pre-
dictions feature rather large NLO corrections of about
+50% for all jet multiplicities, while MINLO results fea-
ture steadily decreasing corrections for increasing N

jets

.
In both cases, LO scale uncertainties tend to grow by
more than 10% at each extra jet emission, while (MI)-
NLO scale uncertainties are significantly reduced and
the total width of the (MI)NLO variation bands is about
20–25% for all considered N

jets

values. Comparing fixed-
order NLO and MINLO predictions we observe a re-
markable agreement at the level of 4–8%. This supports

pT,jet > 25 GeV
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Fig. 1 Inclusive tt̄+multijet cross sections with a minimum
number N = 0, 1, 2, 3 of jets at pT,jet �25 GeV. See the main
text for details.

pT,jet > 25 GeV

Sherpa+OpenLoops

MINLO
MILO
NLO

LO

1/0 2/1 3/2

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

Njet

s
(
�

N
+

1 j
et
)
/

s
(
�

N
je

t)

1/0 2/1 3/2

0.6
0.8

1

1.2
1.4
1.6 NLO

LO

Njet

s
/

s N
L

O

1/0 2/1 3/2

0.6
0.8

1

1.2
1.4
1.6 MINLO

MILO

Njet

s
/

s M
IN

L
O

NLO
LO

1/0 2/1 3/2

0.6
0.8

1

1.2
1.4
1.6

Njet

s M
I(

N
)
L

O
/

s (
N
)
L

O

Fig. 2 Ratios of tt̄+N jet over tt̄+ (N � 1) jet inclusive cross
sections for N = 1, 2, 3 and pT,jet �25 GeV.
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• In general, all processes up to 2→4 can be simulated on clusters; 
unweighted events can be generated within (several) hours  
Current record: tt+3jets Sherpa+Openloops, Hoche et al, arXiv:1607.06934

• Calculation of scale and PDF uncertainties can be done on the fly. No need 
of extra runs

• Unstable particles can be decayed preserving (tree-level) spin correlations 
Frixione, et al, arXiv:hep-ph/0702198; MadSpin: Artoisenet et al, arXiv:1212.3460; Decayer: Garzelli et al, arXiv:
1405.5859
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Figure 5: Next-to-leading-order cross sections differential in pT (l+) (left pane) and in cosφ (right
pane) for tt̄H events with or without spin correlation effects. For comparison, also the leading-
order results are shown. Events were generated with aMC@NLO, then decayed with MadSpin,
and finally passed to Herwig for shower and hadronization.
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Figure 6: Next-to-leading-order cross sections differential in pT (l+) (left pane) and in cosφ
(right pane) for tt̄A events with or without spin correlation effects. Events were generated with
aMC@NLO, then decayed with MadSpin, and finally passed to Herwig for shower and hadroniza-
tion.

that preserving spin correlations is more important than including NLO corrections for this

observable. However, we observe that the inclusion of both, as it is done here, is necessary

for an accurate prediction of the distribution of events with respect to cos(φ). In general, a

scheme including both spin correlation effects and QCD corrections is preferred: it retains

the good features of a NLO calculation, i.e. reduced uncertainties due to scale dependence

(not shown), while keeping the correlations between the top decay products.

The results for the pseudo-scalar Higgs boson are shown in Figure 6. The effects of the

spin correlations on the transverse momentum of the charged lepton are similar as in the

case of a scalar Higgs boson: about 10% at small pT , increasing to about 40% at pT = 200

GeV. On the other hand, the cos(φ) does not show any significant effect from the spin-

correlations. Therefore this observable could possibly help in determining the CP nature of

the Higgs boson, underlining the importance of the inclusion of the spin correlation effects.
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• In general, all processes up to 2→4 can be simulated on clusters; 
unweighted events can be generated within (several) hours  
Current record: tt+3jets Sherpa+Openloops, Hoche et al, arXiv:1607.06934

• Calculation of scale and PDF uncertainties can be done on the fly. No need 
of extra runs

• Unstable particles can be decayed preserving (tree-level) spin correlations 
Frixione, et al, arXiv:hep-ph/0702198; MadSpin: Artoisenet et al, arXiv:1212.3460; Decayer: Garzelli et al, arXiv:
1405.5859

• Recently, techniques to generate e.g. off-shell top quarks have been 
developed. Steep increase in computational complexity 
Jezo et al, arXiv:1509.09071 & 1607.04538; Frederix et al, arXiv:1603.01178

What can be done?
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Figure 3. Transverse momentum of primary b-jet, pT (Jb).

in the fLO/fNLO ratio can be attributed to the kinematical fact that real radiation o↵

the b-quark carries energy away from the b-jet, thus softening the NLO spectrum; such a

leakage occurs less often when moving towards large pT ’s, where the jets tend to be more

collimated.

1. The di↵erential K-factors for the showered results at large values of pT (Jb) display

the same features as the fixed-order results (NLO+PS distributions are harder than

LO+PS ones). However, the kinematic suppression in fLO/fNLO at low pT (Jb),

driven by the fLO shape, does not carry over to the showered case. This is due to

the fact that the shower, already at the LO, accounts for multiple emissions from

the final-state b quark, hence the radiation leakage outside the b-jet, induced by real

corrections in the fixed-order case, has a much milder impact at the showered level.

2. The dashed green curve in the second inset indicates that the shower e↵ects for Her-
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• Similarly to LO (MLM/CKKW) techniques exist to include higher 
multiplicities and generate merged samples of events 
Minlo: Hamilton, Nason, Zanderighi, arXiv:1206.3572; FxFx: Frederix, Frixione, arXiv:1209.6215;  
UNLOPS: Lonnblad, Prestel, arXiv:1211.7278; MEPS@NLO: Schonherr, Hoeche, Krauss, Siegert, arXiv:1212.0386
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Figure 14: Higgs transverse momentum in single-Higgs production (gluon-gluon fusion in

HEFT), as predicted by FxFx (left panel) and Alpgen (right panel), for various choices of

the merging scale µQ.

in particular, one sees how all the NLO curves are close to each other also within these

cuts. The significance of this (in)dependence is tightly related to the range chosen for the

merging scale variation. The function log(µQ/mH), which one may take as an indicator of

the typical quantity relevant when the merging scale is varied, changes by a factor of 3.16

in the range (20, 70) GeV considered here; we believe that this is a sufficiently-large range

to give a sensible indication of merging-scale systematics. As the results presented here

clearly show, the supposed spoiling of some underlying NLO accuracy that occurs when

“large” values of µQ are adopted is simply not an issue if NLO and MC predictions are

properly merged, and are reasonably consistent with each other. The latter is in fact a key

point: we have observed that, by imposing VBF-type cuts, e.g.:

Mj1j2 ≥ 400 GeV , |∆yj1j2 | ≥ 2.8 , (4.14)

the mild dependences shown in table 12 become huge (of the order of 80% and 70% at the

LO and NLO respectively). It is clear that the invariant-mass cut of eq. (4.14) introduces

a third scale in the game which renders its treatment a complicated matter. Given that

such a large merging-scale dependence is basically driven by the largest µQ’s, the problem

is likely due to intrinsic differences between the PSMC and matrix-element descriptions of

the VBF region. However, we are able to immediately notice this only because we have

considered a relatively large range of µQ, which does not give any issues for sufficiently

inclusive quantities, but it does when VBF cuts are applied. We conclude by pointing out

that the uncovering of this issue by means of merging-scale systematics does not imply

its most naive solution, which would be that of restricting, to small values, the range of

µQ in this kinematic region, thus relying on a matrix-element-dominated description: in

– 100 –
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FxFx merging for Higgs production 
with mt/mb effects 

Frederix, Frixione, Vryonidou, Wiesemann, arXiv:1604.03017

• Higgs boson production in gluon fusion, with FxFx merging (up to +2j) and 
exact top/bottom mass effects in the loops (except for the 2-loop 
amplitudes)
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Figure 2. Higgs transverse momentum with Njet = 0, Njet = 1, and Njet � 2. The main
frame displays the central FxFxM predictions and their hard-scale uncertainty bands. Each inset
is relevant to one Njet multiplicity, and presents ratios computed with the central FxFxM result as
denominator. We show the merged EFT and both inclusive predictions, and the fractional hard-
and merging-scale uncertainty of FxFxM. See the text for further details.

at most ±10%, and typically much smaller than that. In summary, multi-jet merging is

more relevant to obtaining a sensible prediction for the pT (H) spectrum than the exact

treatment of heavy-quark loops when statistics is limited, because this restricts one to

relatively small transverse momenta and/or to use bins of large widths. However, as soon

as one is able to access the high-pT region and to better resolve the details of the spectrum

(including its low-pT end), then mass e↵ects must mandatorily be taken into account.

The Higgs transverse momentum can also be observed in a more di↵erential manner,

by requiring a given number of accompanying jets; this is potentially very relevant to

experimental analyses which employ Njet categorisation. We present our predictions for

this quantity in fig. 2, by requiring Njet = 0, Njet = 1, and Njet � 2. The layout of the

figure is the following. In the main frame, the solid histograms show the FxFxM results for

– 11 –
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Figure 7. Same as in fig. 1, for the azimuthal distance between the two hardest jets, within the
VBF1 acceptance region.

4 Conclusions

In this paper we have studied the production of a Standard Model Higgs boson in associa-

tion with jets through the gluon-fusion channel, presenting results for both inclusive rates

and di↵erential observables relevant to the 13 TeV LHC. We have done so by consider-

ing several types of simulations, in all of which matrix elements are matched to parton

showers at the NLO accuracy in QCD according to the MC@NLO formalism. We have

systematically compared predictions that stem from inclusive samples with those based

on the consistent merging, by means of the FxFx method, of sub-samples characterised

by di↵erent parton-level multiplicities, for up to two extra jets at the NLO. Within each

type of approach, inclusive or merged, we have evaluated the underlying matrix elements

both in the EFT where the Higgs couples directly to gluons, and in the SM by comput-

ing exactly the relevant top- and bottom-loop amplitudes (except for the two-loop virtual

contributions to the one- and two-jet cross sections, which we have approximated). All of
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Mass effects are 
important in the high-

pT tails	
 

Merging gives a 
simultaneously 

accurate description of 
different jet bins	

 
Merging is crucial to 

describe effects such as 
the dijet correlation
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FxFx merging vs data:	
V+jets 

Frederix, Frixione, Papaefstathiou, Prestel, Torrielli, arXiv:1511.00847

• Z+jets and W+jets at NLO, with FxFx merging (up to +2j) and compared 
to 7 TeV ATLAS and CMS data	

• Normalisation kept as out of the code, no rescaling factors applied	
• Good theory/data agreement found for most variables. Few exceptions, 

where also differences between PS (HW++ vs PY8) are there	
• NLO corrections (and merging) are crucial

6

concerned. The second-hardest jet, whose single-inclusive observables are not shown here,

is expected to have a similar behaviour as the leading one, which is what we have indeed

explicitly verified.

Figure 1: Exclusive jet multiplicity. Data from ref. [28], compared to Herwig++ (left

panel) and Pythia8 (right panel) predictions. The FxFx uncertainty envelope (“Var”)

and the fully-inclusive central result (“inc”) are shown as green bands and red histograms

respectively. See the end of sect. 2 for more details on the layout of the plots.

Figure 2: As in fig. 1, for the transverse momentum of the 1st jet.

The exclusive jet multiplicity (fig. 1) is very well predicted by both MCs, up toNjet = 3.

Although in a statistically non-significant way, the central Herwig++ prediction slightly

undershoots the data, at variance with the Pythia8 one; this very minor di↵erence between

the two MCs is basically an overall e↵ect, and can be accounted for by the total-rate results

of table 2. The lack of high-multiplicity matrix elements starts to be visible for Njet � 4,

with Pythia8 dropping faster than Herwig++ (whose central prediction is at the border

of the data error band up to Njet = 7); it must be kept in mind that this multiplicity region

is entirely dominated by MC e↵ects, and formally of LL accuracy. The impact of multi-

parton matrix elements, measured by the distance between the FxFx and the inclusive

predictions, is dramatic.
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Figure 1: Distributions in absolute values of rapidities for (a) the Z boson, (b) the jet, (c) their
sums, and (d) their differences, normalized to unity. The data are shown after correcting for
efficiency and resolution, and displayed with statistical and systematic uncertainties combined
in quadrature. The lower panel of each figure gives ratios of the data and simulations to the
NLO calculation of MCFM. The ratio error bars include MCFM statistical uncertainties folded
with data statistical and systematic uncertainties. Theoretical uncertainties in the MCFM cal-
culations are shown as shaded areas representing variations of µR, µF, and PDF. Statistical
uncertainties for the MADGRAPH and SHERPA predictions are displayed as bands around the
central values. The central value for MADGRAPH simulations using LO PDF is depicted by a
line. All other calculations use NLO versions of PDF.

Figure 13: Sum of the rapidities of the Z and the 1st jet. Data from ref. [29], compared

to Herwig++ (left panel) and Pythia8 (right panel) predictions. The FxFx uncertainty

envelope (“Var”) and the fully-inclusive central result (“inc”) are shown as green bands

and red histograms respectively. See the end of sect. 2 for more details on the layout of

the plots.

Figure 14: As in fig. 13, for the di↵erence of the rapidities of the Z and the 1st jet.

for a detailed discussion on this point, see refs. [21,52]. We point out that we have found a

level of agreement identical to that of figs. 13 and 14 also in the case of the single-inclusive

rapidities (of the Z and the jet) measured in ref. [29].
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Figure 1: Distributions in absolute values of rapidities for (a) the Z boson, (b) the jet, (c) their
sums, and (d) their differences, normalized to unity. The data are shown after correcting for
efficiency and resolution, and displayed with statistical and systematic uncertainties combined
in quadrature. The lower panel of each figure gives ratios of the data and simulations to the
NLO calculation of MCFM. The ratio error bars include MCFM statistical uncertainties folded
with data statistical and systematic uncertainties. Theoretical uncertainties in the MCFM cal-
culations are shown as shaded areas representing variations of µR, µF, and PDF. Statistical
uncertainties for the MADGRAPH and SHERPA predictions are displayed as bands around the
central values. The central value for MADGRAPH simulations using LO PDF is depicted by a
line. All other calculations use NLO versions of PDF.

Figure 13: Sum of the rapidities of the Z and the 1st jet. Data from ref. [29], compared

to Herwig++ (left panel) and Pythia8 (right panel) predictions. The FxFx uncertainty

envelope (“Var”) and the fully-inclusive central result (“inc”) are shown as green bands

and red histograms respectively. See the end of sect. 2 for more details on the layout of

the plots.

Figure 14: As in fig. 13, for the di↵erence of the rapidities of the Z and the 1st jet.

for a detailed discussion on this point, see refs. [21,52]. We point out that we have found a

level of agreement identical to that of figs. 13 and 14 also in the case of the single-inclusive

rapidities (of the Z and the jet) measured in ref. [29].
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• Automation does not mean that everything is settled!	
• There are still many things to understand for NLO+PS calculations	
• Comparison with data crucial to validate tools
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Complex backgrounds for t tH̄:  
t tV̄

9

• ttV(V=W,Z,𝛄): simulation-wise, well within reach of NLO+PS generators	

• Cross-section known up to NLO QCD+EW (V=W,Z)  
Frixione, Hirschi, Pagani, Shao, MZ, arXiv:1504.03446	

• +1j can be included with NLO merging

tt̄W+ : σ( pb) 8 TeV 13 TeV 100 TeV

LO QCD 1.003 · 10−1 2.496 · 10−1 (7.749 · 10−3) 3.908

NLO QCD 4.089 · 10−2 1.250 · 10−1 (4.624 · 10−3) 6.114

LO EW 0 0 0

LO EW no γ 0 0 0

NLO EW −6.899 · 10−3 −1.931 · 10−2 (−1.490 · 10−3) −3.650 · 10−1

NLO EW no γ −7.103 · 10−3 −1.988 · 10−2 (−1.546 · 10−3) −3.762 · 10−1

HBR 2.414 · 10−3 9.677 · 10−3 (5.743 · 10−4) 8.409 · 10−1

Table 7: Same as in table 3, for tt̄W+ production.

tt̄W+ : δ(%) 8 TeV 13 TeV 100 TeV

NLO QCD 40.8+11.2
−12.3 ± 2.9 50.1+14.2

−13.5 ± 2.4 (59.7+18.9
−17.7 ± 3.1) 156.4+38.3

−35.0 ± 2.4

LO EW 0 0 0

LO EW no γ 0 0 0

NLO EW −6.9± 0.2 −7.7± 0.2 (−19.2 ± 0.7) −9.3± 0.2

NLO EW no γ −7.1± 0.2 −8.0± 0.2 (−20.0 ± 0.5) −9.6± 0.1

HBR 2.41 3.88 (7.41) 21.52

Table 8: Same as in table 4, for tt̄W+ production.

with those of table 6 of ref. [31] relevant to the weak-only contributions to the NLO cross

section, one sees that the relative impact of QED effects decreases with the c.m. energy

and is rather negligible in the boosted scenario, as expected. These QED effects have the

opposite sign w.r.t. those of weak origin, and can be as large as half of the latter at the

LHC Run I.

As far as the HBR cross sections are concerned, some general considerations about

the various mechanisms that govern the (partial) compensation between these terms and

the one-loop contributions of weak origin have already been given in ref. [31]; they are

not tt̄H-specific, and hence will not be repeated here. We limit ourselves to observing, by

inspection of tables 4, 6, 8, and 10, that relative to the LO QCD cross sections the tt̄H

and tt̄Z HBR contributions have a mild dependence on the c.m. energy (slightly increasing

for the former process and decreasing for the latter one); the NLO EW contribution tend

to become clearly dominant over HBR by increasing the collider energy and especially in

a boosted scenario. The situation is quite the opposite for tt̄W± production, where the

growth of the HBR rates is not matched by that of the NLO EW terms, so that the HBR

cross section is largely dominant over the latter at a 100 TeV collider (but not quite so in

a boosted configuration at the LHC Run II). The origin of this fact is the same as that

responsible for the growth of the NLO QCD contributions, namely partonic luminosities;

in particular, the tt̄W+W− final state can be obtained from a gg-initiated partonic process.

While the above statement must be carefully reconsidered in the context of fully-realistic

simulations, where acceptance cuts are imposed on the decay products of the tops and of

– 10 –

tt̄W+ : σ( pb) 8 TeV 13 TeV 100 TeV

LO QCD 1.003 · 10−1 2.496 · 10−1 (7.749 · 10−3) 3.908

NLO QCD 4.089 · 10−2 1.250 · 10−1 (4.624 · 10−3) 6.114

LO EW 0 0 0

LO EW no γ 0 0 0

NLO EW −6.899 · 10−3 −1.931 · 10−2 (−1.490 · 10−3) −3.650 · 10−1

NLO EW no γ −7.103 · 10−3 −1.988 · 10−2 (−1.546 · 10−3) −3.762 · 10−1

HBR 2.414 · 10−3 9.677 · 10−3 (5.743 · 10−4) 8.409 · 10−1

Table 7: Same as in table 3, for tt̄W+ production.

tt̄W+ : δ(%) 8 TeV 13 TeV 100 TeV

NLO QCD 40.8+11.2
−12.3 ± 2.9 50.1+14.2

−13.5 ± 2.4 (59.7+18.9
−17.7 ± 3.1) 156.4+38.3

−35.0 ± 2.4

LO EW 0 0 0

LO EW no γ 0 0 0

NLO EW −6.9± 0.2 −7.7± 0.2 (−19.2 ± 0.7) −9.3± 0.2

NLO EW no γ −7.1± 0.2 −8.0± 0.2 (−20.0 ± 0.5) −9.6± 0.1

HBR 2.41 3.88 (7.41) 21.52

Table 8: Same as in table 4, for tt̄W+ production.

with those of table 6 of ref. [31] relevant to the weak-only contributions to the NLO cross

section, one sees that the relative impact of QED effects decreases with the c.m. energy

and is rather negligible in the boosted scenario, as expected. These QED effects have the

opposite sign w.r.t. those of weak origin, and can be as large as half of the latter at the

LHC Run I.

As far as the HBR cross sections are concerned, some general considerations about

the various mechanisms that govern the (partial) compensation between these terms and

the one-loop contributions of weak origin have already been given in ref. [31]; they are

not tt̄H-specific, and hence will not be repeated here. We limit ourselves to observing, by

inspection of tables 4, 6, 8, and 10, that relative to the LO QCD cross sections the tt̄H

and tt̄Z HBR contributions have a mild dependence on the c.m. energy (slightly increasing

for the former process and decreasing for the latter one); the NLO EW contribution tend

to become clearly dominant over HBR by increasing the collider energy and especially in

a boosted scenario. The situation is quite the opposite for tt̄W± production, where the

growth of the HBR rates is not matched by that of the NLO EW terms, so that the HBR

cross section is largely dominant over the latter at a 100 TeV collider (but not quite so in

a boosted configuration at the LHC Run II). The origin of this fact is the same as that

responsible for the growth of the NLO QCD contributions, namely partonic luminosities;

in particular, the tt̄W+W− final state can be obtained from a gg-initiated partonic process.

While the above statement must be carefully reconsidered in the context of fully-realistic

simulations, where acceptance cuts are imposed on the decay products of the tops and of

– 10 –

tt̄Z : σ( pb) 8 TeV 13 TeV 100 TeV

LO QCD 1.379 · 10−1 5.282 · 10−1 (1.955 · 10−2) 37.69

NLO QCD 5.956 · 10−2 2.426 · 10−1 (7.856 · 10−3) 18.99

LO EW 6.552 · 10−4 −2.172 · 10−4 (4.039 · 10−4) −4.278 · 10−1

LO EW no γ −1.105 · 10−3 −5.771 · 10−3 (−6.179 · 10−5) −5.931 · 10−1

NLO EW −4.540 · 10−3 −2.017 · 10−2 (−2.172 · 10−3) −1.974

NLO EW no γ −5.069 · 10−3 −2.158 · 10−2 (−2.252 · 10−3) −2.036

HBR 1.316 · 10−3 5.056 · 10−3 (4.162 · 10−4) 3.192 · 10−1

Table 5: Same as in table 3, for tt̄Z production.

tt̄Z : δ(%) 8 TeV 13 TeV 100 TeV

NLO QCD 43.2+12.8
−15.9 ± 3.6 45.9+13.2

−15.5 ± 2.9 (40.2+11.1
−15.0 ± 4.7) 50.4+11.4

−10.9 ± 1.1

LO EW 0.5 ± 0.9 0.0 ± 0.7 (2.1 ± 1.6) −1.1± 0.2

LO EW no γ −0.8± 0.1 −1.1± 0.0 (−0.3 ± 0.0) −1.6± 0.0

NLO EW −3.3± 0.3 −3.8± 0.2 (−11.1 ± 0.5) −5.2± 0.1

NLO EW no γ −3.7± 0.1 −4.1± 0.1 (−11.5 ± 0.3) −5.4± 0.0

HBR 0.95 0.96 (2.13) 0.85

Table 6: Same as in table 4, for tt̄Z production.

tt̄H and tt̄Z production, while it decreases for tt̄W± production. At the 8-TeV LHC, NLO

EW terms have the largest impact on tt̄W+ (about 17% of the NLO QCD ones), and the

smallest on tt̄H (2.7%). This is reflected in the fact that for tt̄W± production the NLO

EW effects are barely within the NLO QCD scale uncertainty band; conversely, for tt̄H and

tt̄Z production NLO EW contributions are amply within the NLO QCD uncertainties. By

imposing at the NLO EW level and at the 13-TeV LHC the boosted conditions enforced by

eq. (3.1), the change w.r.t. the non-boosted scenario is largest in the case of tt̄H production

(by a factor equal to about 6.8); tt̄Z and tt̄W± behave similarly, with enhancement factors

in the range 2.5 − 3. However, for all processes the boosted kinematics are such that the

NLO EW terms are equal or larger than the scale uncertainties that affect the corresponding

NLO QCD terms. For both of the processes which have a non-trivial LO EW cross section

(tt̄H and tt̄Z), the bb̄- and γg-initiated contributions tend to cancel each other. In the

case of tt̄H, an almost complete (and accidental) cancellation (relative to the LO QCD

term) occurs at a c.m. energy of 100 TeV, while for tt̄Z it so does at the much lower LHC

Run II energy. This implies that the impact of EW effects at the 13-TeV LHC is more

important in the case of tt̄Z than for tt̄H production, given that for the latter process the

LO and NLO contributions tend to cancel in the sum at this collider energy. However, it

is necessary to keep in mind the observation about the uncertainties induced on the LO

EW cross section by the photon density: a better determination of such a PDF would

be desirable, in order to render the statement above quantitatively more precise. Finally

for tt̄H production, by comparing the results of table 4 relevant to the NLO EW terms
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EW terms have the largest impact on tt̄W+ (about 17% of the NLO QCD ones), and the

smallest on tt̄H (2.7%). This is reflected in the fact that for tt̄W± production the NLO

EW effects are barely within the NLO QCD scale uncertainty band; conversely, for tt̄H and

tt̄Z production NLO EW contributions are amply within the NLO QCD uncertainties. By

imposing at the NLO EW level and at the 13-TeV LHC the boosted conditions enforced by

eq. (3.1), the change w.r.t. the non-boosted scenario is largest in the case of tt̄H production

(by a factor equal to about 6.8); tt̄Z and tt̄W± behave similarly, with enhancement factors

in the range 2.5 − 3. However, for all processes the boosted kinematics are such that the

NLO EW terms are equal or larger than the scale uncertainties that affect the corresponding

NLO QCD terms. For both of the processes which have a non-trivial LO EW cross section

(tt̄H and tt̄Z), the bb̄- and γg-initiated contributions tend to cancel each other. In the

case of tt̄H, an almost complete (and accidental) cancellation (relative to the LO QCD

term) occurs at a c.m. energy of 100 TeV, while for tt̄Z it so does at the much lower LHC

Run II energy. This implies that the impact of EW effects at the 13-TeV LHC is more

important in the case of tt̄Z than for tt̄H production, given that for the latter process the

LO and NLO contributions tend to cancel in the sum at this collider energy. However, it

is necessary to keep in mind the observation about the uncertainties induced on the LO

EW cross section by the photon density: a better determination of such a PDF would

be desirable, in order to render the statement above quantitatively more precise. Finally

for tt̄H production, by comparing the results of table 4 relevant to the NLO EW terms

– 9 –
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t tV̄ tool comparison

• Very good agreement among various tools and O(10%) Th. Unc.
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Figure 95: Fixed-order NLO predictions for differential tt̄W+ observables at 13 TeV. Each ratio plot shows all
results normalized to one particular NLO+PS prediction and the scale variation band of the reference prediction.
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Figure 99: Fixed-order NLO predictions for differential tt̄Z observables at 13 TeV. Each ratio plot shows all
results normalized to one particular NLO+PS prediction and the scale variation of the reference prediction.
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Complex backgrounds for t tH̄:  
t tV̄

• NLO corrections are huge for the pT(t t)̄	
• This is due to configurations where the 

t t ̄pair recoils against a hard jet (and a 
soft V).	

• Do we expect large corrections also at 
NNLO?	

• Probably not: t tW̄j receives rather small 
corrections at NLO	

• This also happens for t t ̄VV
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Figure 6. Comparison between differential distribution of the tt̄ transverse momentum in tt̄W± as
obtained from calculations performed at different orders in QCD. The blue and red solid histograms
are obtained from the tt̄W± calculation at LO and NLO respectively. The dashed histograms are
obtained from the tt̄W±j calculation at LO (light blue, purple, and mouse-grey) and at NLO
(green), for different minimum cuts (50, 100, 150 GeV) on the jet pT . The lower inset shows the
differential K-factor as well as the residual uncertainties as given by the tt̄W±j calculation.

↵s and same scale choice in order to consistently compare them with NLO tt̄W± results)
with a minimum pT cut for the jets of 50, 100, 150 GeV, respectively. The three curves,
while having a different threshold behaviour, all tend smoothly to the tt̄W± prediction
at NLO at high pT (tt̄), clearly illustrating the fact that the dominant contributions come
from kinematic configurations featuring a hard jet, such as those depicted on the right of
fig. 5. Finally, the dashed green line is the pT (tt̄) as obtained from tt̄W±j at NLO in QCD
with a minimum pT cut of the jet of 100 GeV. This prediction for pT (tt̄) at high pT is
stable and reliable, and in particular does not feature any large K-factor, as can be seen
in the lower inset which displays the differential K-factor for tt̄W±j production with pT

cut of the jet of 100 GeV. For large pT (tt̄), NLO corrections to tt̄W±j reduce the scale
dependence of LO predictions, but do not increase their central value. Consequentially, as
we do not expect large effects from NNLO corrections in tt̄W± production at large pT (tt̄),
a simulation of NLO tt̄V +jets merged sample à la FxFx [50] should be sufficient to provide
reliable predictions over the full phase space.

For completeness, we provide in table 2 the total cross sections at LO and NLO accuracy
for tt̄W±j, as well as tt̄Zj and tt̄Hj production, with a cut pT (j) > 100 GeV. At variance
with what has been done in fig. 6, LO cross sections are calculated with LO PDFs and the
corresponding ↵s, as done in the rest of the article.

The mechanism discussed in detail in previous paragraphs is also the source of the giant
K-factors for large pT (tt̄) in tt̄� production, see fig. 4. This process can originate from the

– 12 –
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Figure 15. Differential distributions for the pT of top-quark, pT (t). The format of the plots is
described in detail in subsection 2.1.
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Complex backgrounds for t tH̄:  
t tV̄V

• All t t+̄VV processes studied at NLO+PS accuracy	
• NLO corrections essential for realistic phenomenology	
• Detailed study in the context of t tH̄ searches
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Figure 15. Differential distributions for the pT of top-quark, pT (t). The format of the plots is
described in detail in subsection 2.1.
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Complex backgrounds for t tH̄:  
t tV̄V

• All t t+̄VV processes studied at NLO+PS accuracy	
• NLO corrections essential for realistic phenomenology	
• Detailed study in the context of t tH̄ searches
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Figure 21. NLO total cross sections from 8 to 100 TeV. The error bands include scale and PDF
uncertainties (added linearly). The upper plot refers to tt̄V processes and tt̄H production, the lower
plot to tt̄V V processes and tt̄tt̄ production. For final states with photons the pT (�) > 20 GeV cut
is applied. – 32 –

Maltoni et al, arXiv:1507.05640

13 TeV �[fb] SR1 SR2 SR3

NLO+PS 1.54+5.1%
�9.0%

+2.2%
�2.6%

± 0.02 1.47+5.2%
�9.0%

+2.0%
�2.4%

± 0.02 0.095+7.4%
�9.7%

+2.0%
�2.4%

± 0.002

tt̄H(H ! WW⇤) LO+PS 1.401+35.6%
�24.4%

+2.1%
�2.2%

± 0.008 1.355+35.2%
�24.1%

+2.0%
�2.2%

± 0.008 0.0855+34.9%
�24.0%

+2.0%
�2.2%

± 0.0007

K = 1.10 KPS 1.10 ± 0.02 1.09 ± 0.02 1.11 ± 0.02

NLO+PS 0.0437+5.5%
�9.2%

+2.3%
�2.8%

± 0.0004 0.119+6.3%
�9.6%

+2.1%
�2.5%

± 0.002 0.0170+5.0%
�8.5%

+2.0%
�2.4%

± 0.0003

tt̄H(H ! ZZ⇤) LO+PS 0.0404+36.1%
�24.6%

+2.2%
�2.3%

± 0.0002 0.1092+35.3%
�24.2%

+2.0%
�2.2%

± 0.0008 0.0152+34.7%
�23.9%

+1.9%
�2.1%

± 0.0001

K = 1.10 KPS 1.08 ± 0.01 1.09 ± 0.02 1.12 ± 0.02

NLO+PS 0.563+4.6%
�8.8%

+2.2%
�2.7%

± 0.007 0.669+6.0%
�9.4%

+2.1%
�2.6%

± 0.008 0.0494+7.1%
�9.9%

+2.1%
�2.5%

± 0.0007

tt̄H(H ! ⌧+⌧�) LO+PS 0.513+35.9%
�24.5%

+2.2%
�2.3%

± 0.003 0.611+35.4%
�24.2%

+2.1%
�2.2%

± 0.003 0.0438+35.1%
�24.1%

+2.0%
�2.2%

± 0.0003

K = 1.10 KPS 1.10 ± 0.02 1.10 ± 0.01 1.13 ± 0.02

NLO+PS 5.77+15.1%
�12.7%

+1.6%
�1.2%

± 0.07 2.44+13.1%
�11.6%

+1.7%
�1.4%

± 0.01 -

tt̄W± LO+PS 4.57+27.7%
�20.2%

+1.8%
�1.9%

± 0.03 1.989+27.5%
�20.0%

+1.8%
�1.9%

± 0.007 -

K = 1.22 KPS 1.26 ± 0.02 1.23 ± 0.01 -

NLO+PS 1.61+7.7%
�10.5%

+2.0%
�2.5%

± 0.02 2.70+9.0%
�11.2%

+2.0%
�2.5%

± 0.03 0.280+9.8%
�11.0%

+1.9%
�2.3%

± 0.003

tt̄Z/�⇤ LO+PS 1.422+36.8%
�24.9%

+2.2%
�2.3%

± 0.008 2.21+36.4%
�24.7%

+2.1%
�2.2%

± 0.01 0.221+35.8%
�24.4%

+2.0%
�2.2%

± 0.001

K = 1.23 KPS 1.13 ± 0.02 1.23 ± 0.01 1.27 ± 0.01

NLO+PS 0.288+8.0%
�11.1%

+2.3%
�2.6%

± 0.003 0.201+7.4%
�10.7%

+2.1%
�2.3%

± 0.003 0.0116+6.9%
�10.2%

+2.2%
�2.3%

± 0.0002

tt̄W+W� LO+PS 0.260+38.4%
�25.5%

+2.3%
�2.3%

± 0.001 0.181+38.0%
�25.3%

+2.2%
�2.2%

± 0.001 0.01073+37.7%
�25.1%

+2.2%
�2.2%

± 0.00008

K = 1.10 KPS 1.11 ± 0.01 1.11 ± 0.01 1.08 ± 0.02

NLO+PS 0.340+27.5%
�25.8%

+5.5%
�6.4%

± 0.004 0.211+27.4%
�25.6%

+5.2%
�6.1%

± 0.003 0.0110+27.0%
�25.5%

+5.0%
�5.9%

± 0.0002

tt̄tt̄ LO+PS 0.271+80.9%
�41.5%

+4.6%
�4.6%

± 0.001 0.166+80.3%
�41.4%

+4.4%
�4.4%

± 0.001 0.00871+79.8%
�41.2%

+4.2%
�4.2%

± 0.00007

K = 1.22 KPS 1.26 ± 0.02 1.27 ± 0.02 1.26 ± 0.03

13 TeV �[ab] SR1 SR2 SR3

NLO+PS 9.60+3.5%
�8.4%

+1.8%
�1.8%

± 0.06 5.02+3.7%
�8.3%

+1.8%
�1.7%

± 0.04 0.249+7.2%
�9.6%

+1.9%
�1.8%

± 0.009

tt̄ZZ LO+PS 9.71+36.3%
�24.5%

+1.9%
�1.9%

± 0.02 5.08+35.9%
�24.3%

+1.9%
�1.9%

± 0.02 0.250+35.5%
�24.2%

+1.9%
�1.9%

± 0.004

K = 0.99 KPS 0.99 ± 0.01 0.99 ± 0.01 1.00 ± 0.04

NLO+PS 62.0+9.0%
�10.2%

+2.2%
�1.6%

± 0.7 27.9+9.2%
�10.3%

+2.3%
�1.7%

± 0.5 0.91+7.2%
�9.2%

+2.4%
�1.7%

± 0.02

tt̄W±Z LO+PS 60.2+32.2%
�22.6%

+2.4%
�2.3%

± 0.3 26.4+32.0%
�22.5%

+2.4%
�2.2%

± 0.2 0.893+31.9%
�22.4%

+2.4%
�2.2%

± 0.009

K = 1.06 KPS 1.03 ± 0.01 1.06 ± 0.02 1.02 ± 0.02

Table 7. NLO and LO cross sections for signal and background processes for tt̄H to multileptons
at 13 TeV. The first uncertainty is given by scale variation, the second by PDFs. The assigned error
is the statistical Monte Carlo uncertainty.

and/or at different energies, K and KPS could be in principle different and spin correlation
effects may be not negligible. Thus, a genuine NLO+PS simulation is always preferable.

cases that spin-correlation effects do not sensitively alter the results.
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Complex backgrounds for t tH̄:  
t tb̄b ̄

• ttbb: among the most difficult processes for MCs	
• Mass effects are crucial to fill all the phase-space and to cover 

all kinematics configurations (boosted H→bb, b-jets outside 
acceptance, …)	

• Calculations with mb=0 need unphysical cuts to have 
predictions also in the 1-b bin	

• g→bb splitting can affect rate in the Mbb~120 GeV region  
Cascioli et al, arXiv:1309.5912
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FIG. 9. Same as in figure. 8, but without truth match.
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W�(right) momentum (in the Higgs centre-of-mass system) with respect to the Higgs direction (in the t̄H system).
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Spin correlations:  
not only for the Higgs properties  

Amor dos Santos et al. arXiv:1503.07787

14

• Spin correlations can be used to separate S (t tH̄) and B (t tb̄b)̄	
• Check robustness of variables against PS / detector simulation	
• Dilepton decays allow for good reconstruction of top/W	
!
!
!

!

• Product of cosines can be used for S/B discrimination
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t tb̄b ̄with massive b-quarks 
Cascioli et al, arXiv:1309.5912

15

ttb ttbb ttbb(mbb > 100)

�LO[fb] 2644+71%
�38%

+14%
�11% 463.3+66%

�36%
+15%
�12% 123.4+63%

�35%
+17%
�13%

�NLO[fb] 3296+34%
�25%

+5.6%
�4.2% 560+29%

�24%
+5.4%
�4.8% 141.8+26%

�22%
+6.5%
�4.6%

�NLO/�LO 1.25 1.21 1.15

�MC[fb] 3313+32%
�25%

+3.9%
�2.9% 600+24%

�22%
+2.0%
�2.1% 181.0+20%

�20%
+8.1%
�6.0%

�MC/�NLO 1.01 1.07 1.28

�2b
MC[fb] 3299 552 146

�2b
MC/�NLO 1.00 0.99 1.03

Table 1: Cross sections with standard ttb and ttbb cuts and with an additional cut, mbb > 100 GeV. Full MC@NLO predictions (�MC) are
compared to results obtained with parton-shower g ! bb̄ splittings switched o↵ (�2b

MC). The first and second uncertainty represent ⇠R and
⇠F variations. In the MC@NLO case, the latter is combined with ⇠Q variations in quadrature.

consistently included in the virtual corrections via zero-
momentum subtraction of the heavy-quark loops in the
renormalisation of ↵s.

As renormalisation scale we employ the geometric av-
erage of the top-quark and b-quark transverse energies,4

µ4
R = ⇠4R

Y

i=t,̄t,b,b̄

ET,i = ⇠4R
Y

i=t,̄t,b,b̄

q
m2

i + p2T,i , (4)

which represents a natural generalisation of the dynam-
ical scale µ2 = mt

p
pT,bpT,b̄ introduced in [6]. The de-

fault scale corresponds to ⇠R = 1, and ⇠R parametrises
scale variations. To NLO accuracy, this choice corresponds
to ↵4

s (µR) '
Q

i ↵s(ET,i) and guarantees that the strong-
coupling factors associated to the production of the vari-
ous final-state objects adapt to the respective transverse
energies. The factorisation and resummation scales, which
define the available phase space for QCD radiation, are re-
lated to the average top-quark transverse energy via

µF =
⇠F
2
(ET,t + ET,̄t), µQ = ⇠QµF. (5)

The default scale choice corresponds to ⇠F = ⇠Q = 1,
and ⇠F parametrises correlated variations of µF and µQ,
while ⇠Q controls additional variations of µQ with fixed
µF. QCD partons, including b-quarks and excluding only
top-quarks, are recombined into IR-safe jets using the anti-
kT algorithm [30] with jet-resolution parameter R = 0.4.
Events are categorised according to the number Nb of re-
constructed b-jets with pT > 25 GeV and |⌘b| < 2.5. In
this respect, we classify as b-jet any jet involving at least
a b-quark, which includes also the case of collimated bb̄
pairs resulting from the splitting of energetic gluons. This
is, at least experimentally, the most realistic b-jet defini-
tion, and its implementation at NLO is possible only in

4 Note that a dynamical QCD scale defined in terms of b-quark
momenta is infrared safe for mb > 0, while for massless b-quarks a
scale based on b-jet momenta should be used.

presence of massive b-quarks. In fact, in calculations with
massless b-quarks, collimated bb̄ pairs must be handled as
gluon-jets in order to avoid collinear singularities.

To investigate NLO and MC@NLO correction e↵ects
we considered an exclusive ttbb sample, with events in-
volving Nb � 2 b-jets, and a more inclusive ttb sample
with Nb � 1. For the ttbb sample an additional analysis
is performed with a cut on the invariant mass of the first
and second b-jet, mbb > 100 GeV, which corresponds to
the tt̄H(bb̄) signal region. The respective LO, NLO and
MC@NLO cross sections are reported in Table 1. In order
to isolate contributions arising from b-quarks emitted by
the parton shower, we also present MC@NLO predictions
generated in absence of g ! bb̄ parton-shower splittings.
Scale uncertainties are assessed via independent factor-two
variations of ⇠R and ⇠F. Additional scale uncertainties re-
lated to the parton shower are included via ⇠Q = 2±1/2

variations of the resummation scale and are combined in
quadrature with ⇠F variations.

Fixed-order results in Table 1 feature NLO K-factors
close to 1.2, with ±0.05 variations depending on the selec-
tion cuts. This is consistent with the O(20%) contribution
of b-quarks to the running of ↵4

s (µ) from mb to µR, and
with the fact that the corresponding K-factor in the five-
flavour scheme, where b-quark contributions are included
in the running of ↵s, is very close to one [31]. In this re-
spect, let us note that a fully consistent resummation of
ln(µR/mb) terms associated with the running of ↵s would
increase the tt̄bb̄ NLO cross section by about 9% as com-
pared to standard 4F-scheme predictions presented in this
letter. This estimate was obtained using a modified set of
MSTW four-flavour PDFs with five active flavours in the
evolution of ↵s.

Scale uncertainties in Table 1 are dominated by
renormalisation-scale variations and decrease from about
60–70% at LO to 20–30% at NLO. Scale variations at NLO
and MC@NLO level are rather similar. In presence of stan-
dard ttb and ttbb cuts, matching to the parton shower

3

without g→bb  
splittings  

in the shower 

PS effects are 4x larger in the Higgs signal region than for the total 
cross section

Turning g→bb splittings off in the shower brings the effects in the 
Higgs signal region to similar values as for the total cross section 
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ttb ttbb ttbb(mbb > 100)

�LO[fb] 2644+71%
�38%

+14%
�11% 463.3+66%

�36%
+15%
�12% 123.4+63%

�35%
+17%
�13%

�NLO[fb] 3296+34%
�25%

+5.6%
�4.2% 560+29%

�24%
+5.4%
�4.8% 141.8+26%

�22%
+6.5%
�4.6%

�NLO/�LO 1.25 1.21 1.15

�MC[fb] 3313+32%
�25%

+3.9%
�2.9% 600+24%

�22%
+2.0%
�2.1% 181.0+20%

�20%
+8.1%
�6.0%

�MC/�NLO 1.01 1.07 1.28

�2b
MC[fb] 3299 552 146

�2b
MC/�NLO 1.00 0.99 1.03

Table 1: Cross sections with standard ttb and ttbb cuts and with an additional cut, mbb > 100 GeV. Full MC@NLO predictions (�MC) are
compared to results obtained with parton-shower g ! bb̄ splittings switched o↵ (�2b

MC). The first and second uncertainty represent ⇠R and
⇠F variations. In the MC@NLO case, the latter is combined with ⇠Q variations in quadrature.

consistently included in the virtual corrections via zero-
momentum subtraction of the heavy-quark loops in the
renormalisation of ↵s.

As renormalisation scale we employ the geometric av-
erage of the top-quark and b-quark transverse energies,4
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which represents a natural generalisation of the dynam-
ical scale µ2 = mt

p
pT,bpT,b̄ introduced in [6]. The de-

fault scale corresponds to ⇠R = 1, and ⇠R parametrises
scale variations. To NLO accuracy, this choice corresponds
to ↵4

s (µR) '
Q

i ↵s(ET,i) and guarantees that the strong-
coupling factors associated to the production of the vari-
ous final-state objects adapt to the respective transverse
energies. The factorisation and resummation scales, which
define the available phase space for QCD radiation, are re-
lated to the average top-quark transverse energy via

µF =
⇠F
2
(ET,t + ET,̄t), µQ = ⇠QµF. (5)

The default scale choice corresponds to ⇠F = ⇠Q = 1,
and ⇠F parametrises correlated variations of µF and µQ,
while ⇠Q controls additional variations of µQ with fixed
µF. QCD partons, including b-quarks and excluding only
top-quarks, are recombined into IR-safe jets using the anti-
kT algorithm [30] with jet-resolution parameter R = 0.4.
Events are categorised according to the number Nb of re-
constructed b-jets with pT > 25 GeV and |⌘b| < 2.5. In
this respect, we classify as b-jet any jet involving at least
a b-quark, which includes also the case of collimated bb̄
pairs resulting from the splitting of energetic gluons. This
is, at least experimentally, the most realistic b-jet defini-
tion, and its implementation at NLO is possible only in

4 Note that a dynamical QCD scale defined in terms of b-quark
momenta is infrared safe for mb > 0, while for massless b-quarks a
scale based on b-jet momenta should be used.

presence of massive b-quarks. In fact, in calculations with
massless b-quarks, collimated bb̄ pairs must be handled as
gluon-jets in order to avoid collinear singularities.

To investigate NLO and MC@NLO correction e↵ects
we considered an exclusive ttbb sample, with events in-
volving Nb � 2 b-jets, and a more inclusive ttb sample
with Nb � 1. For the ttbb sample an additional analysis
is performed with a cut on the invariant mass of the first
and second b-jet, mbb > 100 GeV, which corresponds to
the tt̄H(bb̄) signal region. The respective LO, NLO and
MC@NLO cross sections are reported in Table 1. In order
to isolate contributions arising from b-quarks emitted by
the parton shower, we also present MC@NLO predictions
generated in absence of g ! bb̄ parton-shower splittings.
Scale uncertainties are assessed via independent factor-two
variations of ⇠R and ⇠F. Additional scale uncertainties re-
lated to the parton shower are included via ⇠Q = 2±1/2

variations of the resummation scale and are combined in
quadrature with ⇠F variations.

Fixed-order results in Table 1 feature NLO K-factors
close to 1.2, with ±0.05 variations depending on the selec-
tion cuts. This is consistent with the O(20%) contribution
of b-quarks to the running of ↵4

s (µ) from mb to µR, and
with the fact that the corresponding K-factor in the five-
flavour scheme, where b-quark contributions are included
in the running of ↵s, is very close to one [31]. In this re-
spect, let us note that a fully consistent resummation of
ln(µR/mb) terms associated with the running of ↵s would
increase the tt̄bb̄ NLO cross section by about 9% as com-
pared to standard 4F-scheme predictions presented in this
letter. This estimate was obtained using a modified set of
MSTW four-flavour PDFs with five active flavours in the
evolution of ↵s.

Scale uncertainties in Table 1 are dominated by
renormalisation-scale variations and decrease from about
60–70% at LO to 20–30% at NLO. Scale variations at NLO
and MC@NLO level are rather similar. In presence of stan-
dard ttb and ttbb cuts, matching to the parton shower
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Figure 2: Transverse momentum of the first light jet and invariant mass of the first two b-jets with standard ttbb cuts. The MC@NLO
bands display the combination in quadrature of µR, µF and µQ scale variations. The MC@NLO2b curve is obtained by switching o↵ g ! bb̄
splittings in the parton shower.

shifts the NLO cross section by only 1% and 6%, respec-
tively. However, the MC@NLO correction to tt̄bb̄ finals
states is quite sensitive to the invariant mass of the bb̄
pair and turns out to be enhanced by a factor four in the
region mbb̄ > 100GeV, which is relevant for Higgs-boson
searches. This MC@NLO e↵ect—which clearly exceeds
the magnitude of the Higgs signal in the present tt̄H(bb̄)
analyses [3, 4]—tends to disappear if g ! bb̄ splittings are
switched o↵ in the parton shower.5 As discussed below,
various features indicate that this e↵ect is dominated by
the double-splitting mechanism depicted in Fig. 1.b.

The di↵erential distributions in Figs. 2 and 3 provide
examples of nontrivial matching corrections. Standard
ttbb cuts are applied, and the MC@NLO bands display
the combination in quadrature of µR, µF and µQ scale
variations. The corresponding uncertainties are typically
around 30% and tend to increase in the tails, also due to
statistical fluctuations. The transverse momentum of the
first non-b jet (Fig. 2.a) shows the typical MC@NLO be-
haviour. At transverse momenta above the resummation
scale, where the parton shower stops emitting, MC@NLO
and NLO predictions agree well. The fixed-order infrared
singularity at small pT is consistently damped by the Su-
dakov form factor, and Sudakov e↵ects start to be impor-
tant already at pT ⇠ 50 GeV. This reflects the presence
of intense QCD radiation resulting from the gluon-gluon
initial state and from the high center-of-mass energy of the

5 Note that only full MC@NLO predictions should be regarded as
physical, while results without g ! bb̄ parton-shower splittings are
showed only for technical aims, namely to illustrate the relevance of
multiple bb̄ production.

tt̄bb̄ system. In the intermediate pT region we observe an
MC@NLO correction of about +30% wrt. NLO. This can
be attributed to g ! bb̄ parton-shower splittings and to
the enhancement of the first shower emission that results
from the (B+V +I) term in (1). The precise position and
magnitude of the MC@NLO/NLO maximum depend on
the choice of the renormalisation and resummation scales,
and scale variations permit assessing related higher-order
uncertainties inherent in the matching procedure.

Figure 2.b confirms that matching corrections are quite
sensitive to the invariant mass of the first two b-jets. The
MC@NLO/NLO ratio grows with mbb and reaches 25–
30% in the Higgs-signal region, mbb ⇠ 125 GeV. This
enhancement at high invariant mass can be attributed to
tt̄+2 b-jets production via double g ! bb̄ splittings, since
this mechanism is kinematically favoured by the fact that
the probability that two hard gluons split into collinear
bb̄ pairs does not decrease when the invariant mass of the
gluon pair grows. This interpretation is confirmed by the
fact that the shape of the MC@NLO mbb distribution be-
comes almost identical to the NLO one if g ! bb̄ splittings
are switched o↵ in the parton shower. Further evidence of
the correctness of the above picture is provided by the fact
that the MC@NLO excess increases with the di-jet invari-
ant mass at a similar rate as the ratio of the tt̄gg to tt̄bb̄
cross sections. For instance, using LO matrix elements,
we checked that both quantities increase by a factor two
in the range between 100 and 250GeV.

The plots in Fig. 3, where an additional cut mbb >
100 GeV is applied, reveal distinctive kinematic features
of the MC@NLO enhancement in the Higgs-signal region.
The unambiguous MC@NLO/NLO peaks that appear in
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• A comparison of the existing tools has been performed in the 
YR4	

• To be regarded as a starting point, more detailed studies are 
required	
• Comparison at parton-level only (shower without 

hadronization)	
• Shower parameters have been modified with respect to the 

default values to ensure consistency between the various 
tools 
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Selection Tool �NLO [fb] �NLO+PS [fb] �NLO+PS/�NLO

nb � 1 SHERPA+OPENLOOPS 12820+35%
�28% 12939+30%

�27% 1.01

MADGRAPH5_AMC@NLO 13833+37%
�29% 1.08

POWHEL 10073+45%
�29% 0.79

nb � 2 SHERPA+OPENLOOPS 2268+30%
�27% 2413+21%

�24% 1.06

MADGRAPH5_AMC@NLO 3192+38%
�29% 1.41

POWHEL 2570+35%
�28% 1.13

Table 6.34: Fixed-order NLO and NLO+PS predictions for integrated tt̄ + b-jets cross sections at 13 TeV in bins
with nb � 1 and nb � 2 b jets.

soft events, it is natural to chose hdamp of the same order of µQ. Thus the choice hdamp = HT /2 was2905

adopted in the POWHEL simulation.2906

Variations of the resummation scale and of the hdamp parameter have not been considered in this2907

study.2908

8.4 NLO+PS predictions for t¯t + b-jets cross sections in b-jet bins2909

In the following we compare integrated and differential NLO+PS predictions for tt̄ + b-jets production2910

with a certain minimum number of b jets, nb > Nb. In particular we focus on the bins with nb � 12911

or nb � 2, which are the most relevant ones for tt̄H(bb̄) analyses. For the jet definition the anti-kT2912

algorithm with R = 0.4 is adopted, and jets that involve one or more b-quark constituents are classified2913

as b-jets. Note that also jets that result from collinear g ! bb̄ splittings are handled as b jets. Moreover2914

no requirement is imposed on the minimum transverse momentum of b quarks inside b jets. Events are2915

categorised according to the number nb of resolved b jets within the acceptance region,2916

pT,b > 25 GeV , |⌘b| < 2.5 . (6.44)

Let us recall that top quarks are treated as stable particles, thus the two b quarks that arise from top2917

decays as well as possible extra b quarks from the showering of top-decay products are not included2918

in nb. Apart from the requirement nb � Nb no additional cut will be applied.15 In order to illustrate2919

the importance of parton shower effects, the various NLO+PS predictions presented in the following are2920

also compared to fixed-order NLO predictions. The latter are based on SHERPA+OPENLOOPS and are2921

obviously independent of the employed parton shower and matching scheme.2922

All quoted theoretical uncertainties correspond to factor-two variations of the renormalisation and2923

factorisation scales. In Figs. 33–41 they are shown as bands, and, to improve readability, three different2924

ratio plots are shown, where all results are normalised to one particular NLO QCD+PS prediction and2925

the corresponding scale variation band is shown.2926

Results for the tt̄+b-jets cross sections with nb � Nb b jets for various values of Nb are presented2927

in Table 6.34 and Figs. 33. In the following we will refer to the results for Nb = 1, 2, 3, 4 as ttb, ttbb,2928

tt + 3b and tt + 4b cross sections, respectively. For the ttb and ttbb cross sections, which are described2929

at NLO accuracy, the various NLO+PS predictions turn out to be in decent mutual agreement. More2930

precisely, ttb predictions based on the 4FNS (SHERPA+OPENLOOPS and MADGRAPH5_AMC@NLO)2931

agree very well with each other and with fixed-order NLO, and the 5FNS ttb simulation (POWHEL) lies2932

only 20% lower, despite that it was not designed to describe final states with a single b-jet (due to the2933

generation cuts).2934

15To be more precise, the SHERPA+OPENLOOPS and MADGRAPH5_AMC@NLO samples are fully inclusive, while in the case
of POWHEL the technical cuts Eq. (6.42) are applied as discussed above.
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Fig. 34: Fixed-order NLO and NLO+PS top-quark distributions for pp ! tt̄+ � 1 b jets at 13 TeV. Ratio plots
like in Fig. 33.
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Fig. 37: Fixed-order NLO and NLO+PS top-quark distributions for pp ! tt̄+ � 2 b jets at 13 TeV. Ratio plots
like in Fig. 33.
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178 I.6.8. NLO+PS simulations of tt̄bb̄ production

I.6.8.c Input parameters and scale choices4637

To simulate tt̄bb̄ production at 13 TeV the input parameters mt = 172.5 GeV, mb = 4.75 GeV and4638

↵(5F )
s (MZ) = 0.118 have been used together with NNPDF3.0 parton distributions at NLO, as discussed4639

above.13 The central values of the renormalisation and factorisation scales have been chosen as4640

µR,0 =

0

@

Y

i=t,t̄,b,b̄

ET,i

1

A

1/4

, µF,0 =
HT

2
=

1

2

X

i=t,t̄,b,b̄,j

ET,i, (I.6.43)

where ET,i =
q

M2
i + p2

T,i denotes the transverse energy of top and bottom quarks, defined at parton4641

level. Note that also extra parton emissions contribute to the total transverse energy HT in Eq. (I.6.43).4642

Theoretical uncertainties have been assessed by means of standard variations µR = ⇠RµR,0, µF =4643

⇠F µF,0 with 0.5 < ⇠R, ⇠F < 2 and 0.5 < ⇠R/⇠F < 2.4644

The CKKW inspired renormalisation scale choice in Eq. (I.6.43) is based on [419] and takes into4645

account the fact that top and bottom quarks are produced at widely different scales ET,b ⌧ ET,t. This4646

turns out to improve the perturbative convergence as compared to a hard global scale of order mt. In4647

particular, in the 4FNS it was checked that using µR = HT /2 instead of µR = µR,0 increases the K-4648

factor by 0.25 and reduces the NLO cross section by about 40%, which is only barely consistent with the4649

level of uncertainty expected from factor-two scale variations. Moreover, computing LO and NLO cross4650

sections using PDFs and ↵s values at NLO throughout14 yields K-factors around 2 with µR = µR,0 and4651

about 0.25 higher with µR = HT /2. Thus both scale choices seem to be suboptimal, and in order to4652

improve the convergence of the perturbative expansion, a scale even softer than Eq. (I.6.43) should be4653

considered in the future. In any case a hard scale of type µR = HT /2 is not recommended.4654

In the context of the MC@NLO matching approach, where the resummation scale µQ, i.e. the4655

parton shower starting scale, is a free parameter, it is natural to identify this scale with the factorisation4656

scale. Thus µQ = µF,0 = HT /2 was used in the SHERPA+OPENLOOPS simulation. In the case of4657

MADGRAPH5_AMC@NLO a different choice had to be adopted since only resummation scales of the4658

form µQ = ⇠
p

ŝ are supported, where the prefactor ⇠ is randomly distributed in the freely adjustable4659

range [⇠min, ⇠max] with a distribution that is strongly peaked at (⇠min + ⇠max)/2 [48]. Comparing the4660

HT /2 and µQ = ⇠
p

ŝ distributions it was observed that the respective peaks lie around 200 GeV and4661

400 GeV when the default MADGRAPH5_AMC@NLO settings (⇠max, ⇠max) = (0.1, 1) are used, i.e. the4662

default µQ in MADGRAPH5_AMC@NLO is much harder.4663

Given that MC@NLO predictions for tt̄bb̄ production are quite sensitive to µQ, it was decided to4664

lower the ⇠ upper bound to ⇠max = 0.25, which brings the µQ reasonably close to HT /2. We note that4665

this choice is also supported by the study of an MADGRAPH5_AMC@NLO simulation of Hbb̄ produc-4666

tion in the 4FNS [425], where it was found that reducing ⇠max from 1 to 0.25 strongly improves the4667

convergence of NLO+PS and NLO distributions at large transverse momenta.4668

In the POWHEG matching method, the resummation scale is not a freely adjustable parameter,4669

since the first emission on top of tt̄bb̄ events is entirely described by matrix elements, and the corre-4670

sponding transverse momentum scale sets the upper bound for subsequent shower emissions. Neverthe-4671

less, POWHEG simulations involve a parameter hdamp that separates the first-emission phase space into a4672

singular region, where the first emission is resummed and corrected with a local K-factor, and a remnant4673

region, where it is handled as at fixed-order NLO. Given the analogy with the separation of soft and4674

hard events in the MC@NLO approach, and given that µQ represents the upper bound for emissions off4675

13Note that the employed NNPDFs and related ↵s(MZ) value in the 4FNS are derived from variable-flavour-number
NNPDFs with ↵(5F )

s (MZ) = 0.118 via appropriate backward and forward evolution with five and four active flavours, re-
spectively.

14With this approach K-factors are much less dependent on the employed PDF sets and reflect the convergence of the
perturbative expansion in a more realistic way as compared to using LO inputs for the LO cross section.
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PowHel uses  
mb=0 + Mbb cut

discrepancy due to  
shower scale and matching 	

details in MG5_aMC
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Figure 107: (7) Fixed-order NLO and NLO+PS distributions of the bb̄ and tt̄ systems for pp ! tt̄+ � 2 b jets at
13 TeV. Ratio plots like in Figure 101.

Large discrepancies appear also in the signal region 
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How to improve?

• NNLO corrections far out of reach	
• Are we bound to live with O(40%) uncertainties?	
• Source of uncertainties: missing higher orders (μR/F variations) and 

details of the implementation (mb effects, μSH, parton shower, 
matching scheme, …); part of the problems are related to the low 
scale introduced by the bottom quark	

• Can we learn something looking at simpler processes?

19

Z/γ*/W

b

b

b
t

single top

V+heavy flavours
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Single top

• Single-top production gives access to 
the initial state g→bb splitting	

• The process is known to good 
accuracy 	
• NNLO in the 5FS 	
• NLO+PS in the 4FS	
• NLO w/ off-shell effects	

• It would be interesting to have 
experimental analyses testing various 
MCs/showers at a differential level 	

• Don’t limit to the top quark, look 
also at b jets…

20

12 7 Results

• Parton Distribution Functions (PDFs): The impact of different PDF sets (CT10, NNPDF2.1
and MSTW2008) and their uncertainty bands has been taken into account for the sig-
nal modeling according to the PDF4LHC recommendation [32].

The largest impact on the measurement stems from the variation of ~E/T, JES, and the renormal-
ization and factorization scale of the tt and W+heavy jets modeling.

7 Results

The unfolded distributions of the transverse momentum and the absolute value of the rapid-
ity of the top quark in the combined lepton+jets channel are shown in Fig. 4, normalized to
the measured inclusive cross section of the t channel single top-quark production, being the
integral over all bins. The distributions from data are compared to the distributions generated
with different MC generators: two NLO event generators, POWHEG and aMC@NLO, and COM-
PHEP [33, 34]. The main difference between the two NLO generators is the used flavor scheme.
aMC@NLO uses the four-flavor scheme while POWHEG uses the five-flavor scheme, i.e. the b
quarks in the initial state are included in the proton PDF. The COMPHEP sample consists of
two separate samples, one with simulated 2 ! 2 processes and one with simulated 2 ! 3
processes, matched based on the pT spectrum of the second b quark. For all three generators,
the hadronization and parton shower is modelled by PYTHIA. All three simulations describe
the unfolded data distribution well within the statistical and systematic uncertainties.
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Figure 4: Unfolded pT spectrum (a) and unfolded |y| spectrum (b) of the top quarks in the
combined lepton+jets channel compared with the predictions from POWHEG+PYTHIA (solid),
aMC@NLO+PYTHIA (dotted), and COMPHEP (dashed). The inner error bars indicate the sta-
tistical uncertainty while the outer error bars indicate the full (stat.+syst.) uncertainty.
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• Keep on measuring Zbb, and publishing all possible variables!	
• First Zbb@NLO+PS computed long time ago 

Frederix et al, arXiv:1106.6019	
• 4FS predictions are considered superior for processes with b 

quarks… Is it true?	
• First CMS analyses published in 2013-2014 	

• CMS, arXiv:1310.1349 (CMS-EWK-11-15)	
• CMS, arXiv:1402.1521 (CMS-SMP-13-004)	

• 4FS xsect lower than measurements

Zbb:

21

13

Table 4: Cross sections at the particle level for the production of a Z boson with exactly one b jet,
with at least two b jets, and with at least one b jet, and the ratio with respect to the production
of a Z boson in association with at least one jet of any flavour. The first uncertainty is statistical,
and the second systematic.

Cross section µµ ee
sZ+1b (pb) 3.52 ± 0.03 ± 0.22 3.51 ± 0.04 ± 0.23
sZ+2b (pb) 0.38 ± 0.02 ± 0.07 0.32 ± 0.02 ± 0.06
sZ+b (pb) 3.91 ± 0.04 ± 0.23 3.84 ± 0.04 ± 0.24
sZ+b/Z+j (%) 5.23 ± 0.04 ± 0.24 5.08 ± 0.05 ± 0.24

total uncertainty in the combined result, taking into account statistical and systematic uncer-
tainties and their correlations. The results are summarized in Table 5 and are then compared
with various predictions.

The expectations from MADGRAPH, in both the 5F and the 4F schemes, are estimated using a
global K factor to correct the inclusive Drell–Yan cross section for next-to-NLO effects [28]. The
expectations from aMC@NLO, at NLO, are also estimated using both 5F calculations and 4F cal-
culations with massive b quarks [14]. The events simulated with MADGRAPH and aMC@NLO
are interfaced with the PYTHIA parton shower simulation. The settings used for the predictions
from MADGRAPH and aMC@NLO are described in detail in [12].

The NLO prediction from MCFM is at the parton level. The MCFM calculations are estimated
with the CTEQ6mE PDF, and the renormalization and factorization scales are set to the invari-
ant mass of the dilepton pair.

Table 5: Cross sections for the production of a Z boson with exactly one b jet, with at least two
b jets, with at least one b jet, and the ratio with respect to at least one jet of any flavour, showing
the statistical and systematic uncertainties. The expectations from MADGRAPH, MCFM and
aMC@NLO include uncertainties due to scale variations.

Cross section Measured MADGRAPH aMC@NLO MCFM MADGRAPH aMC@NLO
(5F) (5F) (parton level) (4F) (4F)

sZ+1b (pb) 3.52 ± 0.02 ± 0.20 3.66 ± 0.22 3.70+0.23
�0.26 3.03+0.30

�0.36 3.11+0.47
�0.81 2.36+0.47

�0.37

sZ+2b (pb) 0.36 ± 0.01 ± 0.07 0.37 ± 0.07 0.29+0.04
�0.04 0.29+0.04

�0.04 0.38+0.06
�0.10 0.35+0.08

�0.06
sZ+b (pb) 3.88 ± 0.02 ± 0.22 4.03 ± 0.24 3.99+0.25

�0.29 3.23+0.34
�0.40 3.49+0.52

�0.91 2.71+0.52
�0.41

sZ+b/Z+j (%) 5.15 ± 0.03 ± 0.25 5.35 ± 0.11 5.38+0.34
�0.39 4.75+0.24

�0.27 4.63+0.69
�1.21 3.65+0.70

�0.55

Uncertainties in the theoretical predictions are estimated by varying the renormalization and
factorization scales by a factor two up and down. For the MADGRAPH 5F prediction, the scales
are varied in a correlated manner, whereas the scales are varied in an uncorrelated way for
the other predictions, which leads to a larger estimate for the uncertainty. The uncertain-
ties in the 4F predictions amount to 15–20%, as expected [46]. Variations of the PDFs (using
MSTW2008 [47], CTEQ6, and CT10 [48] PDF sets), jet matching scale (up to a factor of two),
and mass of the b quark (between 4.4 and 5.0 GeV) all result in smaller uncertainties. A more
detailed description of the methods to estimate these uncertainties is given in [12].

The measured cross sections are consistent, within uncertainties, with the expectations in the
5F scheme from both MADGRAPH and aMC@NLO. Compared to the predictions from MAD-
GRAPH and aMC@NLO in the 5F scheme, the predictions from MCFM are approximately 20%
lower. The predictions by MADGRAPH and aMC@NLO from calculations in the 4F scheme,
compared to the predictions in the 5F scheme, show a reduction of the Z+1b-jet production
rate, when the other b jet in the final state is produced outside of the acceptance.

10 6 Theoretical predictions and uncertainties

Table 2: Summary of the central scale functional forms used in the different theoretical predic-
tions for the factorisation (µ2

F) and renormalisation (µ2
R) scales. The label jets can be (u, d, s, c,

b, g) for the MG5F production, while it is (u, d, c, s, g) for the MG4F one, for which the label b
is mentioned explicitly to denote the b quark. mT denotes the transverse mass.

µ2
F µ2

R

MG5F m2
Z + p2

T(jets) k2
T at each vertex splitting

MG4F mT,Z · mT(b, b) k2
T at each vertex splitting (excl. b)

ALPGEN m2
Z + Âjets(m2

jets + p2
T,jets) k2

T at each vertex splitting (excl. b)

aMC@NLO m2
``0 + p2

T(``
0) +

m2
b+p2

T(b)
2 +

m02
b +p2

T(b
0)

2 = µ2
F

6 Theoretical predictions and uncertainties

The measured cross sections are compared at hadron level to the predictions by the MAD-
GRAPH MC, in both the five- (MG5F) and four-flavour (MG4F) approaches, and by the ALPGEN
generator in the four-flavour approach.

The MG5F prediction is based on a matrix-element calculation where up to four partons are
produced in association with the Z boson, the b quarks are assumed massless, the proton PDF
set is CTEQ6L1, and the jet matching is performed using the standard kT-MLM scheme at a
matching scale Qmatch = 20 GeV [34]. Events with b-hadron pairs from a second partonic
scattering are included.

The MG4F prediction considers massive b quarks in the matrix-element calculation with the
mass set to mb = 4.7 GeV. In the matrix element two additional light partons are produced in
association with the Zbb final state. The jet matching scheme is also the kT-MLM with Qmatch =
30 GeV.

The ALPGEN prediction adopts the four-flavour calculation scheme, with the MLM jet matching
and CTEQ5L PDF set. The matching parameters are DRmatch(parton-jet) = 0.7 and pmatch

T =
20 GeV. In addition to the tree-level predictions mentioned above, the measurements are com-
pared to the NLO expectations by aMC@NLO, which implements the four-flavour scheme with
the MSTW2008 NLO PDF set.

The parton shower and hadronisation of all tree-level samples is obtained with PYTHIA, with
pT-ordered showers, while aMC@NLO is interfaced with HERWIG. The choices of QCD factori-
sation and renormalisation scales are summarised in Table 2.

The MG5F prediction is rescaled by a k-factor of 1.23, corresponding to the ratio between the
next-to-next-to-leading-order (NNLO) prediction of the inclusive Z production cross section,
and the tree-level cross section from MADGRAPH. The tree-level cross section prediction for
MG4F (ALPGEN) is rescaled by a k-factor obtained from the aMC@NLO cross section of 16 pb
obtained for M`` > 30 GeV divided by the corresponding MG4F (ALPGEN) prediction.

The following uncertainties on the theoretical predictions are considered and combined quadrat-
ically:

• The shape uncertainties associated with the b-quark mass, mb, for the MADGRAPH
4F prediction are assessed by varying mb between 4.4 and 5.0 GeV. Each distribution
is rescaled so that the normalisation matches the NLO cross section provided by
aMC@NLO and the envelope is considered as the uncertainty band.

• The shape uncertainties due to the factorisation and renormalisation scales are as-
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Theoretical progresses

• Processes with b quarks in the initial scales are characterised by 
scales much lower than s ̂ 
Maltoni, Ridolfi, Ubiali, arXiv:1203.6303, +Lim, arXiv:1605.09411	

• The “correct” scale can be determined by looking at the logarithms 
that are appear in the 4FS after integrating the b quark phase space, 
which appear in the form	
!
!

• In particular	
!
!
!

• What happens to bbZ if a lower scale is used?
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Higgs mass or the Z ′ mass. The size of the logarithmic terms kept explicitly in the 4F case

is determined by arguments of the form (1−zi)2

τ̂ . For
√
s = 13 GeV, and mb = 4.75 GeV,

we find the following values for µ̃F :

bb̄H,MH = 125GeV : µ̃F ≈ 0.36MH

bb̄Z ′,MZ′ = 91.2GeV : µ̃F ≈ 0.38MZ′

bb̄Z ′,MZ′ = 400GeV : µ̃F ≈ 0.29MZ′ , (2.26)

while for
√
s = 100 TeV and mt = 173.1 GeV, we find

tt̄Z ′,MZ′ = 1TeV : µ̃F ≈ 0.40MZ′

tt̄Z ′,MZ′ = 5TeV : µ̃F ≈ 0.21MZ′

tt̄Z ′,MZ′ = 10TeV : µ̃F ≈ 0.16MZ′ . (2.27)

In both cases we have used the NNPDF30 lo as 0130 PDF set [16], with the appropriate

number of light flavors. We have explicitly checked that the choice of µF = MH/4 for the

gluon PDF and for the strong coupling constant does not modify in any significant way

the value of µ̃F that we obtain. This is expected given that the gluon-gluon luminosity

and the dependence on αs tend to compensate between numerator and denominator. We

have also checked that, after the replacement in Eq. (2.17), the values of µ̃F are typically

about 20-30% smaller.

We note that the scale µ̃F is in general remarkably smaller than the mass of the

produced heavy particle. As in the case of single collinear logarithm, the reduction is more

pronounced for larger values of the mass of the heavy particle compared to the available

hadronic centre-of-mass energy. The above results suggest that a “fair” comparison between

calculations in the two schemes should be performed at factorisation/renormalisation scales

smaller than the näıve choice µF = MH . This evidence backs up the conclusions drawn

in previous studies [3], although perhaps with a slightly larger value in the case of Higgs

boson, µ̃ ≈ MH/3 rather than MH/4.

The argument given above identifies a suitable choice for the factorisation/renormalisa-

tion scales such that, at the Born level and without resummation, the size of the logarithmic

terms is correctly matched in the two schemes. At this point, further differences between

the schemes can arise from the collinear resummation as achieved in the 5F scheme and

from mass (power-like) terms which are present in the 4F scheme and not in the 5F one.

Closely following the arguments of Ref. [3], to which we refer the interested reader for more

details, we now numerically quantify the effect of the resummation. A careful study of the

impact of power-like terms can be found in Refs. [11–13]. These terms have been found to

have an impact no stronger than a few percents.

Starting from Eq. (2.22), one can assess the accuracy of the O(α1
s) (O(α2

s)) approxima-

tions compared to the full b(x, µ2) resummed expression. The expansion truncated at order

αp
s , often referred to as b̃(p)(x, µ2) in the literature, does not feature the full resummation

of collinear logarithms, but rather it contains powers n of the collinear log with 1 ≤ n ≤ p.

In Fig. 3 we display the ratio b̃(p)(x,µ2)
b(x,µ2) for p = 1, 2 (using the same set of PDFs adopted

throughout this work) as a function of the scale µ2 for various values of the momentum

– 9 –

then be compared to the full leading-order 4F scheme calculation. We present here the

final result; the details of the calculation can be found in Appendix A.

The differential partonic cross section can be expressed as a function of five independent

invariants, which we choose to be

ŝ = (p1+p2)
2; t1 = (p1−k1)

2; t2 = (p2−k2)
2; s1 = (k1+k)2; s2 = (k2+k)2. (2.2)

Collinear singularities appear, for m2
b = 0, either when

t1 → 0; t2 → 0, (2.3)

or when

u1 → 0; u2 → 0, (2.4)

where

u1 = (p1 − k2)
2; u2 = (p2 − k1)

2. (2.5)

The configuration in Eq. (2.3) is achieved for

k1 = (1− z1)p1; k2 = (1− z2)p2; 0 ≤ zi ≤ 1 (2.6)

while the one in Eq. (2.4) corresponds to

k1 = (1− z1)p2; k2 = (1− z2)p1. (2.7)

In both cases we find

ŝ =
M2

H

z1z2
; s1 =

M2
H

z1
; s2 =

M2
H

z2
. (2.8)

An explicit calculation yields

σ̂4F,coll(τ̂ ) = τ̂
α2
s

4π2

GFπ

3
√
2

m2
b

M2
H

2

∫ 1

0
dz1

∫ 1

0
dz2 Pqg(z1)Pqg(z2)L(z1, τ̂ )L(z2, τ̂)δ (z1z2 − τ̂) ,

(2.9)

where

τ̂ =
M2

H

ŝ
, (2.10)

Pqg(z) is the leading-order quark-gluon Altarelli-Parisi splitting function

Pqg(z) =
1

2
[z2 + (1− z)2], (2.11)

and

L(z, τ̂ ) = log

[

M2
H

m2
b

(1− z)2

τ̂

]

. (2.12)

The suffix “coll” reminds us that we are neglecting less singular contributions as mb → 0,

i.e. either terms with only one collinear emission, which diverge as logm2
b , or terms which

are regular as mb → 0.

– 4 –

Kinematical suppression 
factor, which reduce the 

effective scale entering the log
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The cross-section grows
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A reduced scale increases the cross-section of ~1.3 
(at 13 TeV)

����

����

����

���

���

���

���
���� �����	
��� 
 
�� ���� �� ���
��������� ��	
 ����������
 �����
 ��������� ��	
��� � �������

�
��
��
��
��
�	

��� ������	
�
��� ������	

����

����

����

���

���

���

���

�
��
�
��
��
�	
��



�
�
�

���
���
�

���
���

� � � � �
� ���
�

���
���
�

���
���

� � � � �

����

����

����

���

���

���

���
���� �����	
��� 
 
�� ���� �� ���
��������� ��	
 ����������
 �����
 ��������� ��	
��� � �������

�
��
��
��
��
�	

��� ������	
�
��� ������	

����

����

����

���

���

���

���

�
��
�
��
��
�	
��



�
�
�

���
���
�

���
���

� � � � �
� ���
�

���
���
�

���
���

� � � � �



Marco Zaro, 16-12-2016

Recent update from SHERPA	
Krauss, Napoletano, Schumann, arXiv:161204640
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cross section, without overlap of uncertainties. In the Z+ � 2 b-jets cross section the agreement between
4F MC@NLO results and data is better, with the theoretical uncertainties including the central value of the
measured cross section.

0 1 2 3 4 5 6

� [pb]

SHERPA 4F MC@NLO

SHERPA 5F MEPS@LO

SHERPA 5F MEPS@NLO

�(Zb), Z+ � 1 bjets

ATLAS
p

s = 7 TeV 4.6 fb�1 (stat.)

ATLAS
p

s = 7 TeV 4.6 fb�1 (stat. � syst.)

0.0 0.1 0.2 0.3 0.4 0.5 0.6

� [pb]

SHERPA 4F MC@NLO

SHERPA 5F MEPS@LO

SHERPA 5F MEPS@NLO

�(Zbb), Z+ � 2 bjets

ATLAS
p

s = 7 TeV 4.6 fb�1 (stat.)

ATLAS
p

s = 7 TeV 4.6 fb�1 (stat. � syst.)

Figure 1: Comparison of total production cross section predictions with ATLAS data [50]. The error bars
on the theoretical results are calculated from variations of the hard-process scales µR/F and the
parton-shower starting scale µQ.

In Fig. 2 the di↵erential cross sections with respect to the transverse momentum and rapidity of the b-jets,
normalised to the number of b-jets, are presented for events with at least one b-tagged jet. The shapes of both
distributions are well modelled both by the 4F and the two 5F calculations. However, clear di↵erences in
the predicted production cross sections are observed. While the 5F NLO results are in excellent agreement
with data - both in shape and normalisation - the central values of the 5F LO cross sections tend to be
around 10% below data, at the lower edge of the data uncertainty bands, and the 4F results are consistently
outside data, about 25% too low. In the lower panels of Fig. 2 and all the following plots in this section we
show the uncertainty bands of the theoretical predictions, corresponding to the above described µR/F and
µQ variations. For the 5FS calculations the scale uncertainties clearly dominate, while for the 4F MC@NLO

scheme the shower-resummation uncertainty dominates.

Figure 2: Inclusive transverse-momentum and rapidity distribution of all b-jets in events with at least one
b-jet. Data taken from Ref. [50].

This pattern is repeated in Fig. 3, where we show the di↵erential �(Zb) cross section with respect to the
dilepton transverse momentum and, rescaled to 1/Nb�jets, as a function of the azimuthal separation between
the reconstructed Z boson and the b-jets. Again, both distributions are very well modelled by both 5F
calculations. The 4F MC@NLO prediction again underestimates data by a largely flat 20-25%.

5

4FS still low-ish, μ=mT(Z)/2 is used	
Better agreement for shapes
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Conclusions

• NLO MonteCarlos are very powerful tools. Automation is 
crucial to make things simple for the final user	

• Progress is going beyond NLO: NNLO+PS MCs and NNLO+PS 
with NLO+PS merging	

• Despite this, there are still many aspects being understood or 
still to understand, in particular for processes with associated b 
quarks	
• Correct scale to use for the process	
• Description of extra g→bb splittings in the parton shower	

• A solid understanding of these effects needs validation against 
data	

• Which tools do a good job and which does not? Why?	
• No measurement is useless!
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