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DAMA/LIBRA 

• DAMA(~100 kg) + LIBRA (~250 kg)
•14cycle -> 1.33ton x yr
•Annual Modulation 9.2 σ
•Fit with all the parameters free:
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Fig. 2 Experimental residual
rate of the single-hit scintillation
events measured by
DAMA/LIBRA–phase1 in the
(2–4), (2–5) and (2–6) keV
energy intervals as a function of
the time. The time scale is
maintained the same of the
previous DAMA papers for
coherence. The data points
present the experimental errors
as vertical bars and the
associated time bin width as
horizontal bars. The
superimposed curves are the
cosinusoidal functions
behaviours A cosω(t − t0) with
a period T = 2π

ω = 1 yr, a phase
t0 = 152.5 day (June 2nd) and
modulation amplitudes, A,
equal to the central values
obtained by best fit on the data
points of the entire
DAMA/LIBRA–phase1. The
dashed vertical lines correspond
to the maximum expected for
the DM signal (June 2nd), while
the dotted vertical lines
correspond to the minimum

Table 3 Modulation amplitude, A, obtained by fitting the single-hit
residual rate of the entire DAMA/LIBRA–phase1 (Fig. 2), and in-
cluding also the former DAMA/NaI data [22] for a total cumulative
exposure of 1.33 ton × yr. It was obtained by fitting the data with

the formula: A cosω(t − t0) with T = 2π
ω = 1 yr and t0 = 152.5 day

(June 2nd) as expected by the DM annual modulation signature. The
corresponding χ2 value of each fit and the confidence level (C.L.) are
also reported

Energy interval
(keV)

DAMA/LIBRA–phase1
(cpd/kg/keV)

DAMA/NaI & DAMA/LIBRA–phase1
(cpd/kg/keV)

2–4 A = (0.0167 ± 0.0022) → 7.6σ C.L. A = (0.0179 ± 0.0020) → 9.0σ C.L.

χ2/d.o.f. = 52.3/49 χ2/d.o.f. = 87.1/86

2–5 A = (0.0122 ± 0.0016) → 7.6σ C.L. A = (0.0135 ± 0.0015) → 9.0σ C.L.

χ2/d.o.f. = 41.4/49 χ2/d.o.f. = 68.2/86

2–6 A = (0.0096 ± 0.0013) → 7.4σ C.L. A = (0.0110 ± 0.0012) → 9.2σ C.L.

χ2/d.o.f. = 29.3/49 χ2/d.o.f. = 70.4/86
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ith time interval, !E is the chosen energy bin, ϵjk is the
overall efficiency. Moreover, the signal can be written as
Sik = S0,k + Sm,k · cosω(ti − t0), where S0,k is the con-
stant part of the signal and Sm,k is the modulation am-
plitude. The usual procedure is to minimize the function
yk = −2 ln(Lk)− const for each energy bin; the free param-
eters of the fit are the (bjk +S0,k) contributions and the Sm,k

parameter. Hereafter, the index k is omitted for simplicity.
In Fig. 8 the obtained Sm are shown in each consid-

ered energy bin (there !E = 0.5 keV) when the data of
DAMA/NaI and DAMA/LIBRA–phase1 are considered.
It can be inferred that positive signal is present in the
(2–6) keV energy interval, while Sm values compatible with
zero are present just above. In fact, the Sm values in the
(6–20) keV energy interval have random fluctuations around
zero with χ2 equal to 35.8 for 28 degrees of freedom (up-
per tail probability of 15 %). All this confirms the previous
analyses. As previously done for the other data releases [2,
3, 7], the method also allows the extraction of the Sm val-
ues for each detector, for each annual cycle and for each
energy bin. The Sm are expected to follow a normal dis-
tribution in absence of any systematic effects. Therefore,
the variable x = Sm−⟨Sm⟩

σ has been considered to verify
that the Sm are statistically well distributed in all the seven
DAMA/LIBRA–phase1 annual cycles, in all the sixteen en-
ergy bins (!E = 0.25 keV in the (2–6) keV energy interval)
and in each detector. Here, σ are the errors associated to Sm

and ⟨Sm⟩ are the mean values of the Sm averaged over the
detectors and the annual cycles for each considered energy
bin. The distributions and their Gaussian fits obtained for
the detectors are depicted in Fig. 9.

Defining χ2 = ∑
x2—where the sum is extended over

all the 112 (32 for the detector restored after the upgrade
in 2008) x values—χ2/d.o.f. values ranging from 0.72 to
1.22 are obtained (see Fig. 10–top); they are all below the
95 % C.L. limit. Thus the observed annual modulation ef-
fect is well distributed in all the 25 detectors at 95 % C.L.
The mean value of the 25 χ2/d.o.f. is 1.030, slightly larger

Fig. 8 Energy distribution of the Sm variable for the total cumulative
exposure 1.33 ton × yr. The energy bin is 0.5 keV. A clear modulation
is present in the lowest energy region, while Sm values compatible with
zero are present just above. In fact, the Sm values in the (6–20) keV
energy interval have random fluctuations around zero with χ2 equal to
35.8 for 28 degrees of freedom (upper tail probability of 15 %)

than 1. Although this can be still ascribed to statistical fluc-
tuations (see before), let us ascribe it to a possible system-
atics. In this case, one would derive an additional error to
the modulation amplitude measured in the (2–6) keV energy
interval: ≤3 × 10−4 cpd/kg/keV, if quadratically combining
the errors, or ≤2 × 10−5 cpd/kg/keV, if linearly combining
them. This possible additional error: ≤3 % or ≤0.2 %, re-
spectively, on the DAMA/LIBRA–phase1 modulation am-
plitude is an upper limit of possible systematic effects com-
ing from the detector to detector differences.

Among further additional tests, the analysis of the mod-
ulation amplitudes as a function of the energy separately
for the nine inner detectors and the remaining external ones
has been carried out for the entire DAMA/LIBRA–phase1.

Fig. 9 Distributions (histograms) of the variable Sm−⟨Sm⟩
σ , where σ are

the errors associated to the Sm values and ⟨Sm⟩ are the mean values of
the modulation amplitudes averaged over the detectors and the annual
cycles for each considered energy bin (here !E = 0.25 keV). Each
panel refers to a single DAMA/LIBRA detector (the detector 16 was
out of trigger for the first five annual cycles [3]). The entries of each
histogram are 112 (the 16 energy bins in the (2–6) keV energy interval
and the seven DAMA/LIBRA–phase1 annual cycles) except for detec-
tor 16 (32 entries); the r.m.s. values are reported in Fig. 10—bottom.
The superimposed curves are Gaussian fits

Amplitude
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No systematics or side reaction able to 
account for the measured modulation 
amplitude and to satisfy all the 
peculiarities of the signature 
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Multiple hits events =  
Dark Matter particle “switched off” 

This result offers an additional strong support for the presence of DM particles in the 
galactic halo further excluding any side effect either from hardware or from software 
procedures or from background 

2-6 keV 

Comparison between single hit residual rate (red points) and multiple 
hit residual rate (green points); Clear modulation in the single hit events; 
No modulation in the residual rate of the multiple hit events  
A=-(0.0005±0.0004) cpd/kg/keV 

EPJC 56(2008)333, EPJC 67(2010)39, EPJC 73(2013)2648 

continuous line: t0 = 152.5 d,  T =1.0 y 

Single-hit residuals rate of scintillation events vs time in 2-6 keV 

A=(0.0110±0.0012) cpd/kg/keV 
χ2/dof = 70.4/86     9.2 σ C.L. 

Absence of modulation? No 
χ2/dof=154/87 P(A=0) = 1.3×10-5 

Fit with all the parameters free: 
A = (0.0112 ± 0.0012) cpd/kg/keV      
t0 = (144±7) d  -  T = (0.998±0.002) y 

Principal mode  
2.737×10-3 d-1 ≈ 1 y-1 

Model Independent Annual Modulation Result 
DAMA/NaI + DAMA/LIBRA-phase1   Total exposure: 487526 kg×day = 1.33 ton×yr 

The data favor the presence of a modulated behaviour with all the proper 
features for DM particles in the galactic halo at about 9.2σ C.L. 
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Figure 26. A compilation of WIMP-nucleon spin-independent cross section limits (solid curves), hints
for WIMP signals (shaded closed contours) and projections (dot and dot-dashed curves) for US-led direct
detection experiments that are expected to operate over the next decade. Also shown is an approximate
band where coherent scattering of 8B solar neutrinos, atmospheric neutrinos and di↵use supernova neutrinos
with nuclei will begin to limit the sensitivity of direct detection experiments to WIMPs. Finally, a suite of
theoretical model predictions is indicated by the shaded regions, with model references included.

We believe that any proposed new direct detection experiment must demonstrate that it meets at least one
of the following two criteria:

• Provide at least an order of magnitude improvement in cross section sensitivity for some range of
WIMP masses and interaction types.

• Demonstrate the capability to confirm or deny an indication of a WIMP signal from another experiment.

The US has a clear leadership role in the field of direct dark matter detection experiments, with most
major collaborations having major involvement of US groups. In order to maintain this leadership role, and
to reduce the risk inherent in pushing novel technologies to their limits, a variety of US-led direct search

Community Planning Study: Snowmass 2013

LUX(20
13)

Direct Dark Matter Search (standard halo model)
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Expected spectrum:

V :velocity onto target,  
VE: Earth’s motion around the Sun 
Maxwellian distribution for DM velocity 
is assumed. 
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ities and proper motions in the Galactic center. Squares are
based on kinematics of OH/IR stars (Lindqvist et al. 1992).
The point at 3.5 kpc is based on the Zhao (1996a, 1996b)
model of the bar. Because the model was compared with the
data on stellar kinematics (inner rotation curve and radial
velocity dispersion), it gives a constraint on the total mass:
4! 1010 M", with an uncertainty of about 20%. For the
next data point at 8.5 kpc we simply assume that the circular
velocity is 220# 20 km s$1, which covers the whole range of
reasonable values. We then estimate the mass as
M ¼ v2r=G. The last observational point is the constraint

from the motions of satellite galaxies discussed in x 3. The
central data points were not used either in our fitting or in
the analysis of the bulge (Zhao 1996b). Nevertheless, they
come fairly close to the extrapolation of our model into the
very center of our Galaxy. The theoretical curves for our
favored models A1 and B1 are very close to each other,
which is not surprising because they fit the same data and
have the same global darkmatter content. The largest devia-
tion of the models from the data is for the mass inside 100
pc, where the observational estimate is twice larger than the
prediction of the models. Even at this point the disagree-
ment is not alarming because the observational data are
likely more uncertain than the formal error.

What is remarkable about Figure 3 is that it spans more
than 5 orders of magnitude in radius and mass. It is encour-
aging that, without fine-tuning, our models are consistent
with observations of the dynamical mass of the MW over
this huge range.

Finding an acceptable model for M31 was relatively easy
because there are much less data. In particular, we do not
have kinematic constraints for the disk, which would be
equivalent to constraints at the solar position in our Galaxy.
Our model seems to reproduce reasonably well the dynami-
cal mass of M31 from 100 pc to &100 kpc. Our model does
not produce the very large wiggles exhibited by the observed
rotation curve. The wiggles at 5 and 9 kpc are likely due to
noncircular motions induced by the bar and, thus, as dis-
cussed before, cannot be reproduced by any axisymmetric
model. The bulge of M31 is almost twice as massive as the
bulge of our Galaxy. It is also slightly (30%) more compact.
The disk of M31 is also more massive, but it is more
extended. As a result, in the central 5 kpc of the M31 the

Fig. 2.—Rotation curve for our favorite models A1 (no exchange of
angular momentum) and B1 (with the exchange). Note that the dark matter
dominates only in the outer part of theMilkyWay. Symbols show observa-
tional data from H imeasurements of Knapp et al. (1985; circles) and Kerr
et al. (1986; triangles).

Fig. 3.—Mass distribution of the MW galaxy for model A1 ( full curve)
and model B1 (dashed curve). The large dots with error bars are observatio-
nal constraints. From small to large radii the constraints are based on the
following: stellar radial velocities and proper motions in the Galactic cen-
ter; radial velocities of OH/IR stars; modeling of the bar using DIRBE and
stellar velocities; rotational velocity at the solar radius; and dynamics of
satellites.

606 KLYPIN, ZHAO, & SOMERVILLE Vol. 573

NASA/JPL-Caltech/R. Hurt (SSC/Caltech)

We are here!

disk

bulge

halo
Sun

KLYPIN et al. APJ 2002

Annual modulation signal
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examined in a future paper. In this model, typical parameters of the Maxwellian distribution
for our location in the Milky Way are σSHM = 270 km/s and vesc = 650 km/s, the latter being
the speed necessary to escape the Milky Way (WIMPs with speeds in excess of this would
have escaped the galaxy, hence the truncation of the distribution in Eqn. (15)). Unlike the
Galactic disk (along with the Sun), the halo has essentially no rotation; the motion of the
Sun relative to this stationary halo is

v⊙,SHM = vLSR + v⊙,pec , (24)

where vLSR = (0, 220, 0) km/s is the motion of the Local Standard of Rest and v⊙,pec =
(10, 13, 7) km/s is the Sun’s peculiar velocity. The Earth’s speed relative to the halo, vobs(t),
is maximized around June 1. The local dark matter density ρ0 is taken to be the estimated
average density in the local neighborhood, 0.3 GeV/cm3.

C. Annual Modulation

It is well known that the count rate in WIMP detectors will experience an annual modu-
lation as a result of the motion of the Earth around the Sun described above [4, 5]. In some
cases, but not all, the count rate (Eqn. (1)) has an approximate time dependence
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where tc is the time of year at which vobs(t) is at its maximum. S0(E) is the average
differential recoil rate over a year and Sm(E) is referred to as the modulation amplitude
(which may, in fact, be negative). The above equation is a reasonable approximation for the
SHM we are considering in this paper, but is not valid for all halo models, particularly at
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Experiments such as DAMA will often give the average amplitude over some interval,
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D. Parameter Space

Many of the parameters that factor into the expected recoil rates for a scattering detector
are unknown, including the WIMP mass, four WIMP-nucleon couplings (SI and SD cou-
plings to each of protons and neutrons), the local WIMP density, and the WIMP velocity
distribution in the halo. In this paper, we shall fix the halo model to the SHM and the local
density to 0.3 GeV/cm3. In addition, we shall take fp = fn (equal SI couplings) so that
there are only three independent scattering couplings; the SI coupling will be given in terms
of the SI scattering cross-section off the proton, σp,SI. The parameter space we examine will
then consist of the four parameters m, σp,SI, ap, and an.

8

examined in a future paper. In this model, typical parameters of the Maxwellian distribution
for our location in the Milky Way are σSHM = 270 km/s and vesc = 650 km/s, the latter being
the speed necessary to escape the Milky Way (WIMPs with speeds in excess of this would
have escaped the galaxy, hence the truncation of the distribution in Eqn. (15)). Unlike the
Galactic disk (along with the Sun), the halo has essentially no rotation; the motion of the
Sun relative to this stationary halo is

v⊙,SHM = vLSR + v⊙,pec , (24)

where vLSR = (0, 220, 0) km/s is the motion of the Local Standard of Rest and v⊙,pec =
(10, 13, 7) km/s is the Sun’s peculiar velocity. The Earth’s speed relative to the halo, vobs(t),
is maximized around June 1. The local dark matter density ρ0 is taken to be the estimated
average density in the local neighborhood, 0.3 GeV/cm3.

C. Annual Modulation

It is well known that the count rate in WIMP detectors will experience an annual modu-
lation as a result of the motion of the Earth around the Sun described above [4, 5]. In some
cases, but not all, the count rate (Eqn. (1)) has an approximate time dependence

dR

dE
(E, t) ≈ S0(E) + Sm(E) cos ω(t − tc), (25)

where tc is the time of year at which vobs(t) is at its maximum. S0(E) is the average
differential recoil rate over a year and Sm(E) is referred to as the modulation amplitude
(which may, in fact, be negative). The above equation is a reasonable approximation for the
SHM we are considering in this paper, but is not valid for all halo models, particularly at
some recoil energies for dark matter streams; see Ref. [53] for a discussion. For the SHM,

Sm(E) =
1

2

[
dR

dE
(E, June 1) −

dR

dE
(E, Dec 1)

]
. (26)

Experiments such as DAMA will often give the average amplitude over some interval,

Sm =
1

E2 − E1

∫ E2

E1

dE Sm(E). (27)

D. Parameter Space

Many of the parameters that factor into the expected recoil rates for a scattering detector
are unknown, including the WIMP mass, four WIMP-nucleon couplings (SI and SD cou-
plings to each of protons and neutrons), the local WIMP density, and the WIMP velocity
distribution in the halo. In this paper, we shall fix the halo model to the SHM and the local
density to 0.3 GeV/cm3. In addition, we shall take fp = fn (equal SI couplings) so that
there are only three independent scattering couplings; the SI coupling will be given in terms
of the SI scattering cross-section off the proton, σp,SI. The parameter space we examine will
then consist of the four parameters m, σp,SI, ap, and an.

200

rotation velocity
Milky Way

radius(kpc)

ve
lo

cit
y[

km
/s

]

232 km/s

60°

Sun

Earth
30 km/s



Masaki Yamashita

Energy spectrum直接検出

11

10
keVr

cross over point
difference

1year

Jun Dec

10GeV WIMP
Xe target
2-10% difference 

June

Dec



Masaki Yamashita

Contents

DAMA/LIBRA vs others 

Background ? 

Isospin violation ? 

Why not NaI(Tl) ? 

DM-electron recoil signal ? 

Future prospects

12



Masaki Yamashita
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•Annual modulation of the 
muon reported by Borexino, 
LVD and MACRO. 
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Figure 2. Upper panel: cosmic muon signal measured by Borexino as a function of time. Lower panel:
e↵ective temperature, Te↵, computed using eq. 5.2 and averaging over the four daily measurements.
Daily binning is used in both panels. The curves show the sinusoidal fit to the data (see text).

Figure 3. Cosmic muon flux: four years data set folded onto a one year period. Daily binning. The
curve shows the sinusoidal fit to the data (see text).
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function, W , as functions of the pressure levels. As can be seen, the higher layers of the
atmosphere are given higher weights, as it is in these layers that most of the muons energetic
enough to reach underground sites are produced. Muons produced at a lower altitude will
be on average less energetic and a larger fraction of them will lie below threshold (Ethr).
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•Annual modulation of the 
muon reported by Borexino, 
LVD and MACRO. 

•Muon rate is depend on 
atmosphere temperature.

•Modulation amplitude is 
about 1.4%

•Several papers report about 
muon induced background.
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 PRL 114, 151301 (2015) J. Klinger and V. A. Kudryavtsev 
Full Monte Carlo

•Propagate muons though LNGS rock.
•Neutron production and transport by 
GEANT4

•Detector simulation for NaI(Tl) array
•Event analysis to sample single hit events.
•Conclusion

–3.5x10-5 counts/kg/day/keV => 0.3% of the 
measured 

–Muon-induced neutrons can not explain the 
DAMA data.
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Muon transport 
  Propagate muons with fixed 

energies through LNGS rock (no 
mountain profile) using MUSIC. 

  Record energy distributions at 
different depths/distances. 

  Convolute recorded energy 
distributions with muon spectrum 
at the surface using modified 
Gaisser’s parameterisation which 
fits LVD and MACRO data. Take 
into account the surface profile. 

  Use MUSUN to sample muons on 
a box around the LNGS lab (part 
of it where the DAMA detector is). 

LNGS, 1 April 2015 Vitaly Kudryavtsev 27 

Propagate 
muons


Record 
spectra at 
different 
depths


Sample muon 
distribution on a 
box surrounding 
the DAMA 
experiment
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)v
dσ

dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
σ̂AmA/(2v2µ2

A), with

σ̂A = µ2
A

M4∗

[
f p Z F p

A(E R) + fn(A − Z)F n
A(E R)

]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where

σA = µ2
A

M4∗

[
f p Z + fn(A − Z)

]2
, (3)

I A = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)
mA

2vµ2
A

F 2
A(E R), (4)

and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp

∑

i

ηi
µ2

Ai

µ2
p

I Ai

[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find

σp

σ Z
N

=
∑

i ηiµ
2
Ai

A2
i∑

i ηiµ
2
Ai

[Z + (Ai − Z) fn/ f p]2
≡ F Z . (6)

Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM
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cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX
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vmax∫

vmin

d3 v f (v)v
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
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A(E R) + fn(A − Z)F n
A(E R)

]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .
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It will be convenient to define two nucleon cross sections. The
first is σp = µ2
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∗ , the X-proton cross section. In terms of σp ,
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The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find

σp

σ Z
N

=
∑

i ηiµ
2
Ai

A2
i∑

i ηiµ
2
Ai

[Z + (Ai − Z) fn/ f p]2
≡ F Z . (6)

Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX
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vmax∫
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dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
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mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
σ̂AmA/(2v2µ2

A), with
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[
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where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.
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[14]. However, since the isospin violation from this effect is small
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nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
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the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX

∫
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d3 v f (v)v
dσ

dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
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]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.
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A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where

σA = µ2
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, (3)
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp

∑
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ηi
µ2
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[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find

σp

σ Z
N

=
∑

i ηiµ
2
Ai

A2
i∑
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX

∫
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vmax∫

vmin

d3 v f (v)v
dσ

dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
σ̂AmA/(2v2µ2

A), with

σ̂A = µ2
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f p Z F p

A(E R) + fn(A − Z)F n
A(E R)

]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where

σA = µ2
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, (3)

I A = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)
mA

2vµ2
A

F 2
A(E R), (4)

and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp

∑
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[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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=
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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We focus on the SI scattering of an IVDM particle X off a nu-
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
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A), with
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where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.
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A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2
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p /M4

∗ , the X-proton cross section. In terms of σp ,
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∑
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. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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=
∑

i ηiµ
2
Ai

A2
i∑

i ηiµ
2
Ai

[Z + (Ai − Z) fn/ f p]2
≡ F Z . (6)

Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)v
dσ

dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
σ̂AmA/(2v2µ2

A), with

σ̂A = µ2
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M4∗

[
f p Z F p

A(E R) + fn(A − Z)F n
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]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where

σA = µ2
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M4∗

[
f p Z + fn(A − Z)

]2
, (3)
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∫
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mA
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp

∑
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ηi
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p

I Ai

[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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=
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i ηiµ
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i∑
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)v
dσ

dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
σ̂AmA/(2v2µ2

A), with

σ̂A = µ2
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M4∗

[
f p Z F p

A(E R) + fn(A − Z)F n
A(E R)

]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where

σA = µ2
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M4∗

[
f p Z + fn(A − Z)

]2
, (3)

I A = NT nX
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F 2
A(E R), (4)

and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp

∑

i

ηi
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[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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=
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≡ F Z . (6)

Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is
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vmax∫
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d3 v f (v)v
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
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A), with

σ̂A = µ2
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A(E R)

]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp
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[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find

σp

σ Z
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=
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i ηiµ
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
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A), with
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by the choice of mass scale M∗ , and F p,n
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A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2
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p /M4

∗ , the X-proton cross section. In terms of σp ,
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∑
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Z + (Ai − Z) fn/ f p
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The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
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A), with
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where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.
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A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2
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The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
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A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
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where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.
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A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2
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∗ , the X-proton cross section. In terms of σp ,
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The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is
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where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
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A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
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where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.
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A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where
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and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2
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∗ , the X-proton cross section. In terms of σp ,
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The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find
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Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally
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FIG. 1: (a) Measured upper-limits on the spin-independent elastic WIMP-nucleon cross-section at 90%
confidence level (CL) versus WIMP mass from LUX [2], PandaX-II [3], CDMSlite [9], SuperCDMS [10],
and CRESST [11] in the isospin-symmetric limit. Also shown are a gray patch compatible with the

DAMA Na modulation signal at the 3σ level [20], a cyan area for the possible DM hint from CDMS II Si
at 90% CL [5], the sensitivity projections [12] of XENON1T [13] (black dotted curve), DarkSide G2 [14]

(maroon dash-dot-dotted curve), and LZ [15] (turquoise dash-dotted curve), and the WIMP discov-
ery lower-limit due to coherent neutrino scattering backgrounds [16] (brown dashed curve). (b) The
corresponding WIMP-proton cross-sections computed from (a) with isospin-violating effective WIMP

couplings to the neutron and proton in the ratio fn/fp = −0.7.

The latter are plotted in Fig. 1(b), where the curve for DarkSide G2, which will employ an argon
target, is scaled up differently from the curves for the xenon experiments including LZ. It is now
evident that the conjectured signal regions of DAMA and CDMS II Si are no longer viable in
light of the latest LUX and PandaX-II bounds.2

Since these new results have reduced further the allowed WIMP parameter space, it is of
interest to investigate what implications they may have for the simplest Higgs-portal WIMP DM
models and how these scenarios may be probed more stringently in the future. For definiteness, in
this paper we focus on the SM+D, which is the SM minimally expanded with the addition of a real
singlet scalar serving as the DM and dubbed darkon, and on its two-Higgs-doublet extension of
type II, which we call THDMII+D.3 Specifically, we look at a number of constraints on these two
models not only from the most recent DM direct searches, but also from LHC measurements on
the gauge and Yukawa couplings of the 125-GeV Higgs boson and on its invisible decay mode, as

2 If the DM-nucleon scattering is both isospin violating and inelastic, which can happen if a spin-1 particle,

such as a Z ′ boson, is the portal between the DM and SM particles, it may still be possible to accommodate

the potential hint of low-mass DM from CDMS II Si and evade the limits from xenon detectors at the same

time [21]. The inelastic-DM approach has also been proposed to explain the DAMA anomaly [22].

3 There are earlier studies in the literature on various aspects of the SM plus singlet scalar DM, or a greater sce-

nario containing the model, in which the scalar was real [23–25] or complex [26]. Two-Higgs-doublet extensions

of the SM+D have also been explored previously [27–31].
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light of the latest LUX and PandaX-II bounds.2
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interest to investigate what implications they may have for the simplest Higgs-portal WIMP DM
models and how these scenarios may be probed more stringently in the future. For definiteness, in
this paper we focus on the SM+D, which is the SM minimally expanded with the addition of a real
singlet scalar serving as the DM and dubbed darkon, and on its two-Higgs-doublet extension of
type II, which we call THDMII+D.3 Specifically, we look at a number of constraints on these two
models not only from the most recent DM direct searches, but also from LHC measurements on
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2. Cross sections for IVDM

We focus on the SI scattering of an IVDM particle X off a nu-
cleus A with Z protons and A − Z neutrons. The event rate is

R = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)v
dσ

dE R
, (1)

where NT is the number of target nuclei, nX is the local number
density of dark matter particles, and the limits of the recoil en-
ergy E R integral are determined by experimental considerations.

The IVDM particle’s velocity v varies from vmin =
√

mA E R/2µ2
A ,

where µA = mAmX/(mA + mX ), to vmax, a function of the halo
escape velocity, and f (v) is the distribution of X velocities rel-
ative to the detector. The differential cross section is dσ /dE R =
σ̂AmA/(2v2µ2

A), with

σ̂A = µ2
A

M4∗

[
f p Z F p

A(E R) + fn(A − Z)F n
A(E R)

]2
, (2)

where f p,n are the couplings to protons and neutrons, normalized
by the choice of mass scale M∗ , and F p,n

A (E R) are the proton and
neutron form factors for nucleus A.

F p
A(E R) and F n

A(E R) are not identical. F p
A(E R) is what has typi-

cally been measured, but F n
A(E R) may also be probed, for example,

through neutrino and electron parity-violating scattering off nuclei
[14]. However, since the isospin violation from this effect is small
compared to the potentially large effects of varying fn/ f p , we will
set both form factors equal to F A(E R). With this approximation,
the event rate simplifies to R = σA I A , where

σA = µ2
A

M4∗

[
f p Z + fn(A − Z)

]2
, (3)

I A = NT nX

∫
dE R

vmax∫

vmin

d3 v f (v)
mA

2vµ2
A

F 2
A(E R), (4)

and σA is the zero-momentum-transfer SI cross section from par-
ticle physics, and I A depends on experimental, astrophysical, and
nuclear physics inputs. If fn = f p , we recover the well-known re-
lation R ∝ A2. For IVDM, however, the scattering amplitudes for
protons and neutrons may interfere destructively, with complete
destructive interference for fn/ f p = −Z/(A − Z).

We assume that each detector either has only one element, or
that the recoil spectrum allows one to distinguish one element as
the dominant scatterer. But it is crucial to include the possibility
of multiple isotopes. The event rate is then R = ∑

i ηiσAi I Ai , where
the sum is over isotopes Ai with fractional number abundance ηi .

3. IVDM and current data

It will be convenient to define two nucleon cross sections. The
first is σp = µ2

p f 2
p /M4

∗ , the X-proton cross section. In terms of σp ,

R = σp

∑

i

ηi
µ2

Ai

µ2
p

I Ai

[
Z + (Ai − Z) fn/ f p

]2
. (5)

The second is σ Z
N , the typically-derived X-nucleon cross section from

scattering off nuclei with atomic number Z , assuming isospin conserva-
tion and the isotope abundances found in nature. With the simplifica-
tion that the I Ai vary only mildly for different i, we find

σp

σ Z
N

=
∑

i ηiµ
2
Ai

A2
i∑

i ηiµ
2
Ai

[Z + (Ai − Z) fn/ f p]2
≡ F Z . (6)

Fig. 1. Favored regions and exclusion contours in the (mX ,σ Z
N ) plane (top), and in

the (mX ,σp) plane for IVDM with fn/ f p = −0.7 (bottom).

If one isotope dominates, the well-known result, F Z = [Z/A + (1 −
Z/A) fn/ f p]−2, is obtained.

In Fig. 1 we show regions in the (mX ,σ Z
N ) plane and the

(mX ,σp) plane for fn/ f p = −0.7 that are favored and excluded by
current bounds. These include the DAMA 3σ favored region [15,
16], assuming no channeling [17] and that the signal arises en-
tirely from Na scattering; the CoGeNT 90% CL favored region [2];
90% CL exclusion contours from XENON100 [3] and XENON10 [4];
and 90% CL bounds from CDMS Ge and Si [5,6]. The isotope abun-
dances are given in Tables 1 and 2.

There are controversies regarding the exclusion contours for
xenon-based detectors at low mass [18]. The energy dependence of
the scintillation efficiency at low energies is uncertain, and there
are questions about the assumption of Poisson fluctuations in the
expected photoelectron count for light dark matter. We have also
not accounted for uncertainties in the associated quenching fac-
tors for Na, Ge and Si [19]. These issues can enlarge some of the
signal regions or alter some of the exclusion curves of Fig. 1. We
have also not adjusted the favored regions and bounds to account
for differences in the dark matter velocity distributions adopted by
the various analyses, which would slightly shift the contours.

Remarkably, for −0.72 ! fn/ f p ! −0.66, the DAMA- and
CoGeNT-favored regions overlap and the sensitivity of XENON is
sufficiently reduced to be consistent with these signals, since this
choice of fn/ f p leads to nearly complete destructive interference
for the proton/neutron content of xenon isotopes. The possibility
of IVDM therefore brings much of the world’s data into agreement
and leads to a very different picture than that implied by studies
assuming isospin conservation. The CDMS Ge constraint marginally

1.0

Positive signal regions are no longer viable after LUX and PandaX-II
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by NaI (Tl)

-The reason is no one could get pure NaI(Tl) as good as DAMA/LIBRA 
crystal, especially for 40K and 210Pb.
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Masaki Yamashita

-No experiments could confirm/deny DAMA/LIBRA result for a long time 
by NaI (Tl)

-The reason is no one could get pure NaI(Tl) as good as DAMA/LIBRA 
crystal, especially for 40K and 210Pb.
-But recently, the R&D for making pure NaI(Tl) crystal  have been 
carrying out by several group.
- COSINE-100, 
40K below DAMA, 210Po ~ DAMA,
 total 2-4 x DAMA’s avg

Why not NaI(Tl)?

23COSINE-100 NaI(Tl) crystal from R. Maruyama 
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DM-ICE

• the detector was deployed at the 
geographic South Pole in December, 2010.  

• Two 8.47 kg crystals (originally used in the 
NAIAD)  

• 2457 m (2200 m.w.e.) overburden from the 
Antarctic ice.  

• the first search for annual modulation dark 
matter signal with NaI(Tl) detectors in the 
Southern Hemisphere.

25

where m and b are linear fit parameters, and A, x0, and t0
are annual modulation fit parameters. The period of the fit,
t0, is fixed to one year (365.15 days) in this analysis.
Cosmogenically activated isotopes (such as 60Co and

125I) and the broken 232Th and 238U-chains produce known
changes in the event rate over time [34,36,46], though not
enough to explain the decrease at the ROI energies.
Cosmogenically activated 3H provides a possible source
of the decrease [43]. The 238U surface contamination built
into the DM-Ice17 background model [36] is in equilib-
rium; however, a broken 238U-chain at 210Pb would produce
similar spectral features while introducing decreasing event
rates. The decay in the data rate is consistent with a
combination of 3H and the broken 238U-chain, though a
precise model requires further investigation.
Fig. 2 shows the Det-1 event rates for each energy bin

before (top) and after (bottom) subtracting off the fitted
linear component. To perform the modulation analysis, a
likelihood minimization fits the event rate over time for
each energy bin with a sinusoid atop the linear background.
By varying the number of free parameters, a variety of
models can be tested. For the 4–6 keV bin of Det-1, chi-
squared analysis produces χ2=d:o:f: ðp-valueÞ ¼ 86.11=87
(0.51) for the null hypothesis, χ2=d:o:f: ðp-valueÞ ¼
86.03=86 (0.48) for an annual modulation (fixed one year
period) with the expected dark matter phase (fixed June 2nd
maximum), and χ2=d:o:f: ðp-valueÞ ¼ 84.35=85 (0.50) for
an annual modulation (fixed one year period) with floating
phase. The other energy bins are similarly consistent with
the null hypothesis with p-values of 0.26 (6–8 keV),
0.60 (8–10 keV), and 0.55 (10–20 keV), providing no
evidence for an annual modulation.
The best fit to the Det-1 4–6 keV bin has a modulation

amplitude of 0.05$ 0.03 counts=day=keV=kg and a maxi-
mum onMarch 16th$ 42 days. DAMA has not published a
floating phase best fit for 4–6 keV, so a direct comparison is
not possible; however, across 2–6 keV, DAMA/LIBRA
observes a modulation amplitude of 0.011$ 0.001 and a
best-fit phase of May 24th$ 7 days [9]. A log-likelihood
analysis comparing annual modulations of each amplitude
and phase to the best fit shows that the data from DM-Ice17
are consistent with the null hypothesis (see Fig. 3). The
limitations of this detector are also apparent as the
DAMA/LIBRA 99% C.L. contour is indistinguishable
from the null hypothesis at the 68% C.L.
Modulation fits with fixed period of one year and fixed

phase of 152.5 days are consistent with zero amplitude (see
Fig. 4). The best-fit modulation amplitudes across the entire
ROI can be combined to set limits in the WIMP parameter
space assuming a standard halo model with WIMP density
of 0.3 GeV=c2, disk rotation speed of 220 km=s, Earth
orbital speed of 29.8 km=s, and galactic escape velocity of
650 km=s. An exclusion limit (see Fig. 5) is produced via a
log-likelihood analysis of the observed binned modulation
amplitudes, with predicted modulation amplitudes for

particular WIMP candidates as described in [10]. Best-fit
contours for the full DAMA/LIBRA-phase1 run [9]
were produced along with the DM-Ice17 exclusion limit
for comparison, based on the methodology from [11].
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FIG. 3. Allowed regions in amplitude (counts=day=keV=kg) vs
phase for annual modulation fits to the Det-1 4–6 keV data,
with contours at (inner to outer) 68%, 95%, and 99% C.L (red).
The DAMA/LIBRA 2–4 keV 99% C.L. (blue) is also shown for
comparison. Phase of 0 corresponds to January 1st. The predicted
phase of a dark matter modulation signal under generic halo
models (June 2nd) is indicated by the green line.
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FIG. 4. Amplitude of modulation vs energy showing maximum
likelihood fits for DAMA [9] (blue) and DM-Ice17 rates
[Det-1 (red) and Det-2 (green)]. The linear backgrounds under-
lying the event rate and the modulation amplitude are free
parameters in these fits, with period and phase forced to that
of an expected dark matter signal (1 year and 152.5 days,
respectively). Horizontal error bars represent the width of the
energy bins used for the analysis. Vertical error bars are$1σ error
on the binned modulation fit amplitudes.
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Uncertainties in WIMP-nucleon coupling to different
targets do not play a role in the comparison, since
DM-Ice17 and DAMA share the NaI(Tl) target material.
The exclusion limits and best-fit contours shown here are

produced via a log-likelihood analysis rather than via the
goodness-of-fit method, both methods described in [11].
We find that while generally similar, the goodness-of-fit
methodology introduces an undesirable dependence on the
energy binning not present in the log-likelihood method.
We perform a log-likelihood analysis on each data set to
avoid introducing effects due to differences in energy
binning between the DAMA and DM-Ice17 data.
This analysis constitutes the strongest limit set in the

Southern Hemisphere by a direct detection dark matter
search, an important step towards an unambiguous state-
ment about the nature of the DAMA signal. DM-Ice17 is
limited by its high internal backgrounds and low mass;

environmental backgrounds, detector stability, and diffi-
culties inherent to remote deployment do not limit
the capabilities of DM-Ice17. Recent research efforts
have yielded crystals with better radiopurity [42,46,48].
A planned future NaI(Tl) experiment with 2 counts=day=
keV=kg backgrounds in the ROI, a 500 kg yr exposure,
and a 2 keV analysis threshold can definitively test
DAMA, as shown in Fig. 5.
In summary, we report the results from the first search for

an annual modulation dark matter signal in the Southern
Hemisphere using NaI(Tl) as the target material. DM-Ice17
establishes the South Pole as a site for underground low-
background experiments. The DM-Ice17 data, taken over
3.6 years for a total exposure of 60.8 kg yr, show no
evidence of annual modulation in the 4–20 keV energy
range. This yields the strongest limit from a direct detection
Southern Hemisphere dark matter search, establishing a
solid foundation for future searches.
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encapsulation, and this type of surface contamination has
been observed previously in other NaI(Tl) experiments [43].
The simulation of DM-Ice17 [36] predicts the general shape
of these major features, though a number of additional
cosmogenically activated components are expected to play a
role. As described below, an analysis threshold of 4 keV for
Det-1 and 6 keV for Det-2 was implemented. The discrep-
ancy between the simulated 40K and the measured peak
is mainly due to the efficiency of signal retention during
noise removal.
Events that are inconsistent with scintillation in NaI(Tl)

are rejected in the analysis as noise. Three types of noise
trigger the detector: electromagnetic interference (EMI)
with the detector monitoring queries, coincident SPE
pulses, and “thin peaks” that exhibit a decay time an
order of magnitude quicker than scintillation [36]. SPE
events mainly come about from accidental coincidence of
PMT dark noise and phosphorescence from crystal inter-
actions [30]. Thin peaks are suspected to originate from
Cherenkov light emission in the quartz light guides or
PMT windows [44,45], and frequently exhibit asymmetric
pulse heights in the two PMTs. Thin peaks are the
dominant noise source above the analysis threshold for
this analysis.
Scintillation in NaI(Tl) has a ∼250 ns decay constant

associated with photon emission, and photoelectrons
arrive at discrete times over the entire readout. EMI events
include no photoelectrons while SPE events include just
one photoelectron per PMT. Only thin pulse noise events
include multiple photoelectrons; however, all of these
photoelectrons are observed as arriving at the same time.
Therefore, events with photoelectrons arriving at multiple
distinct times are distinguishable as scintillation. By
requiring events to have four photopeaks in each PMT
(peak finding cut), 70.8! 0.3% of scintillation events from
4–6 keV is accepted while producing a signal-to-noise ratio
of 230! 20.
The peak finding cut efficiency is assessed via analysis

of a secondary pulse shape discrimination parameter
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Analysis thresholds of 4 keV for Det-1 and 6 keV for Det-2
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bin in that detector. Therefore, seven total analysis energy

bins exist between the two crystals, and the physics run is
additionally split into 87 half-month time intervals. After
correcting for live time and cut efficiency, the event rates in
each energy bin decrease during the physics run by 8%,
9%, 8%, and 6% in the Det-1 event rates for the 4–6,
6–8, 8–10, and 10–20 keV bins respectively. For Det-2,
the decrease is 8%, 8%, and 6% for the 6–8, 8–10, and
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The total event rate in each energy bin linearly decreases

as a function of time and it is accounted for in the fit,
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FIG. 2. Event rate vs time for Det-1 before subtracting the linear
rate component (top) and residual event rate vs time after the
subtraction (bottom). Rates are provided in half-month intervals
for 4–6 keV (black), 6–8 keV (red), 8–10 keV (green), and
10–20 keV (blue). The horizontal error bars represent the half-
month bin width and the vertical error bars represent !1σ error
due to statistical and uptime uncertainties. In each of these energy
bins, the data are consistent with the no modulation. Det-2 data
are similarly consistent with no modulation and exhibit a
comparable linear rate component.
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DM - electron recoil models

•WIMP-electron scattering  
–R. Bernabei et al. PRD, 77 02308 (2008), 
–J. Kopp et al. PRD 80, 083502 (2009)
–B.M. Roberts et al., PRL 116, 023201 
(2016)

•Luminous dark matter
–B. Feldstein et al., PRD 82, 075019 (2010)

•Mirror Dark Matter
–R. Foot, Int. J. Mod. Pays. A 29, 126, (2014)

•Plasma Dark Matter
–J. D. Clarke at el. axXiv1512.06471v

•…
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•Signal is not a nuclear recoil.
•e.g. 

•no loop-induced nuclear recoil - axial 
vector interaction 

•photon emission from excited DM 

(Luminous dark matter)
•modulation signal

•axion like particle can not be candidate 
because σ ~1/v , dm flux ~ v.

•DAMA/LIBRA vs LXe
•Energy deposit ~ 3 keV energy deposit. 
(from DAMA/LIBRA)

•Event rate is similar for  Xe(z=54) and Iodine 
(z=53)

•modulation analysis is not depend on the halo 
model.

nuclear recoil

electron recoil

from XENON

lo
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Modulation search by LXe (electron recoil signal)
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Dark Matter Searches

Indirect search: AMS, Fermi…

Collider search: LHC (Atlas and CMS)

Direct search: XENON, LUX,Panda-X, CDMS, DAMA, CoGeNT…

3

XENON100@LNGS
Two-phase Xe TPC XMASS-I@Kamioka

Single-phase LXe scintillator
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PMT array
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super Kamiokande

Kamioka mine
Gifu, Hida city, Ikenoyama 

Kamland

832kg LXe
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Water Shield

32

-φ10m x 10m ultra pure water shield with 20 inch 
x 70 PMTs for muon veto

10 m
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energy threshold that ranges from nonexistent in XMASS

(j ~Ej ¼ 0) to negligible in XENON100 (j ~Ej ¼ 530 V=cm)

to considerable in ZEPLIN-III (j ~Ej ¼ 3400 V=cm). In
order to do so, we use an empirical parametrization of
the field quenching inspired by the Thomas-Imel
electron-ion recombination model [37], which was applied
to LXe’s 83mKr response in Ref. [13] as

qðj ~EjÞ ¼ a1a2j ~Ej ln
!
1þ 1

a2j ~Ej

"
þ 1; (14)

where a1 and a2 are free parameters, with a1 describing
the overall strength of the field quenching and a2
describing the field dependence of this quenching. In
Ref. [13], it was found that the energy dependence of
a2 is much less significant than that of a1. Therefore, we
use here a2 ¼ ð8:3% 1:7Þ & 10'4 cm=V, which is the
average of the values for 9.4 keV and 32.1 keV reported
in Ref. [13]. The value of a1 is chosen so that the

qðj ~EjÞ function is consistent with our qð450Þ value,

which is taken from the average of data collected at
4.25(, 5.25(, and 8.5( (indicated by the red circle in
Fig. 10). Combining the uncertainties in a2 and qð450Þ
produces the bands shown in Fig. 10, which is taken to
represent the energy-averaged field quenching below
)10 keV.
Also needed in the determination of the electronic-

recoil energy threshold, Ethr, is a model of fCoðEerÞ.
For this, a range of models are taken that fit our Re

data and for which a 1! span is indicated by the gray
band in Fig. 7. The uncertainties on these three parame-
ters [a2, qð450Þ, and fCoðEerÞ] are convolved to produce
likelihood curves for the resulting Ethr of the four experi-
ments considered here. The results are shown in Table II.
It is clear that all four experiments, even in the presence
of the sharply falling Re observed here, have sensitivity
to all or part of the 2–5 keV range favored by the DAMA
results.

VI. SUMMARY

The work presented here details a study of LXe’s scin-
tillation response to electronic recoils as low as 1.5 keV.
The proportionality between deposited energy and scintil-
lation signal, or light yield, is observed to drop with
decreasing energy beginning at)10 keV to a level roughly
40% of its value at higher energies. With the application of
a static electric field of 450 V=cm, we observe a reduction
of the scintillation signal of roughly 75% relative to the
value at zero field and see no significant energy depen-
dence on this value between 1.5 keV and 7.8 keV. With
these values, we are able to extrapolate the electronic-
recoil energy thresholds of the ZEPLIN-III [49],
XENON10 [3], XENON100 [50], and XMASS [7] experi-
ments. These experiments report scintillation thresholds of
2.6, 4.4, 3.0, and 4.0 PE, which, when applied with the
results presented here, give energy thresholds of 2.8, 2.5,
2.3, and 1.1 keV, respectively. We additionally investigate a
discrepancy between the LY from the 9.4 keV emission of
83mKr (which has in the past been considered for use as a
standard calibration source) and other observed LY values
nearby in energy. We observe a time dependence of this

FIG. 10 (color online). The 1! and 2! bands of the scintilla-

tion field quenching below )10 keV, qðj ~EjÞ, used in the deter-
mination of Ethr. Also indicated are the fields used by the four
dark-matter experiments considered in the text. The red circle
indicates the measured qð450Þ, averaged from data obtained at
4.25(, 5.25(, and 8.5(.

TABLE II. Four recent dark-matter searches using LXe: the second science run of ZEPLIN-III
[49], results of XENON10 [3], the recent 225 live days reported from XENON100 [50], and the

results of XMASS [7]. Shown are the applied electric fields used by each (j ~Ej), their quoted
scintillation thresholds (S1thr), their

57Co light yield (LYCo), and their electronic-recoil energy
thresholds using this work (Ethr).

Experiment j ~Ej (V=cm) S1thr (PE) LYCoð PEkeVÞ Ethr (keV)

ZEPLIN-III 3400 2.6 1.3 2:8þ0:5
'0:5

XENON10 730 4.4 3.0 2:5þ0:4
'0:3

XENON100 530 3.0 2.3 2:3þ0:4
'0:3

XMASS 0 4.0 14.7 1:1þ0:4
'0:2

L. BAUDIS et al. PHYSICAL REVIEW D 87, 115015 (2013)
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40% of its value at higher energies. With the application of
a static electric field of 450 V=cm, we observe a reduction
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57Co light yield (LYCo), and their electronic-recoil energy
thresholds using this work (Ethr).
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XMASS-I detector
- XMASS-I has very large mass (832 kg) 
LXe detector and unique detector which is 
operated in single phase.
- Largest light yield (15 PE/keV) among the 
dark matter detector   (4 π photo-coverage)
- very large exposure. 

DAMA/LIBRA 1.33 ton year vs XMASS 
0.82 ton year
2013/11/20  - 2015/03/29 data was used 
for the analysis.
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7GeV  

Abe et al. (XMASS collaboration ) Phys Lett. B (2016)272WIMP case

•2013	Nov	-	2015	March	(359.2	live	days)	
•	0.82	ton	x	year	(DAMA/LIBRA	1.33	ton	x	year	
•assuming	WIMP	spectrum	
•	2D	fiMng	(Nme		and	energy	bin	)	
•DAMA/LIBRA	region	is	mostly	excluded	by	

annual	modulaNon		search.	
						<4.3	x	10

-41
cm

2	
(90%	CL)	@	8GeV
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8GeV, 

stat error
systematic error

±1 σ expected
±2 σ expected

XMASS
XENON100(2012)LUX(2014)

XENON10-S2
(2011)

CDMS-Si (2014)CoGeNT (2013)

DAMA/LIBRA(2009 Savage)

XMASS(2013)

time variation data was fitted by 

Ai: amplitude 
Ci: constant
σχ: WIMP-nucleus cross section
mχ:WIMP mass
t0:152.5 day
T : 1 year

3

tillation light as well as the intrinsic light yield of the
liquid xenon scintillator are extracted from the 57Co cal-
ibration data the Monte Carlo simulation [17]. With that
we found that we can trace the observed photoelectron
change in the calibration data as a change as the absorp-
tion length, while the scattering length remains stable
at 52 cm with a standard deviation of ±0.6%. We then
re-evaluate the absorption length and the relative intrin-
sic light yield to see the stability of the scintillation light
response by fixing the scattering length at 52 cm. The
absolute absorption length varied from about 4 m to 11
m, but the relative change in the intrinsic light yield stay-
ing within ±0.6% over the entire data taking period.

The time dependence of the photoelectron yield a↵ects
the e�ciency of the cuts. Therefore, we evaluate the ab-
sorption length dependence of the relative cut e�cien-
cies through Monte Carlo simulation. If we normalize
the overall e�ciency at an absorption length of 8 m, this
e�ciency changes from �4% to +2% over the relevant
absorption range. The position dependence of the e�-
ciency was taken into account as a correlated system-
atic error (⇠ ±2.5%). This is the dominant systematic
uncertainty in the present analysis. The second largest
contribution comes from a gain instability of the wave-
form digitizer (CAEN V1751) between April 2014 and
September 2014 due to a di↵erent textcolorredoperation
method used in that period. This e↵ect contributes an
uncertainty of 0.3% to the energy scale. Other e↵ects
from LED calibration, trigger threshold stability, timing
calibration were negligible. The observed count rate after
cuts as a function of time in the energy region between
1.1 and 1.6 keV

ee

is shown in Fig. 2. The systematic er-
rors caused by the relative cut e�ciencies are also shown.
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FIG. 2. (color online) Observed count rate as a function of
time in the 1.1 - 1.6 keV

ee

(= 4.8 - 6.8 keV
nr

) energy range.
The black error bars show the statistical uncertainty of the
count rate. Square brackets indicate the 1� systematic er-
ror for each time bin. The solid and dashed curves indicate
the expected count rates assuming 7 and 8 GeV/c2 WIMPs
respectively with a cross section of 2⇥10�40cm2 where the
WIMP search sensitivity closed to DAMA/LIBRA.

To retrieve the annual modulation amplitude from the
data, the least squares method for the time-binned data

was used. The data set was divided into 40 time-bins
(tbins) with roughly 10 days of live time each. The data
in each time-bin were then further divided into energy-
bins (Ebins) with a width of 0.5 keV

ee

. Two fitting meth-
ods were performed independently. Both of them fit all
energy- and time-bins simultaneously. Method 1 used a
‘pull term’ ↵ with �2 defined as:

�2 =
EbinsX

i

tbinsX

j

 
(Rdata

i,j �Rex

i,j � ↵Ki,j)2

�(stat)2i,j + �(sys)2i,j

!
+ ↵2, (1)

where Rdata

i,j , Rex

i,j , �(stat)
i,j and �(sys)

i,j are data, ex-
pected event rate, statistical and systematic error, re-
spectively, of the (i-th energy- and j-th time-) bin. The
time is denoted as the number of days from January 1,
2014. Ki,j represents the 1� correlated systematic error
on the expected event rate based on the relative cut ef-
ficiency in that bin. Method 2 used a covariance matrix
to propagate the e↵ects of the systematic error. Its �2

was defined as:

�2 =
NbinsX

k,l

(Rdata

k �Rex

k )(V
stat

+V
sys

)�1

kl (R
data

l �Rex

l ), (2)

where N
bins

(= Ebins⇥tbins) was the total number of bins

and Rdata(ex)

k is the event rate where k = i · tbins+j. The
matrix V

stat

contains the statistical uncertainties of the
bins, and V

sys

is the covariance matrix of the systematic
uncertainties as derived from the relative cut e�ciency.

We performed two analyses, one assumed WIMP in-
teractions, the other one was independent of any specific
dark matter model. Hereafter we call the former case as
a WIMP model and the latter case for a model indepen-
dent analysis.

In the case of the WIMP model, the expected modu-
lation amplitudes become a function of the WIMP mass
Ai(m�) as the WIMP mass m� determines the recoil en-
ergy spectrum. The expected rate in a bin then becomes:

Rex

i,j =

Z tj+
1
2�tj

tj� 1
2�tj

�
Ci + ��n ·Ai(m�) cos 2⇡

(t� t
0

)

T

�
dt, (3)

where ��n is the WIMP-nucleon cross section. To ob-
tain the WIMP-nucleon cross section the data was fitted
in the energy range of 1.1-15 keV

ee

. We assume a stan-
dard spherical isothermal galactic halo model with the
most probable speed of v

0

=220 km/s, the Earth’s ve-
locity relative to the dark matter distribution of vE =
232+ 15 sin2⇡(t� t

0

)/T km/s, and a galactic escape ve-
locity of vesc = 650 km/s, a local dark matter density
of 0.3 GeV/cm3, following [18]. In the analysis, the sig-
nal e�ciencies for each WIMP mass are estimated from
Monte Carlo simulation of uniformly distributed nuclear
recoil events in the liquid xenon volume. The system-
atic error of the e�ciencies comes from the uncertainty
of liquid xenon scintillation decay time of 25±1 ns [5]

5sigma
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Abe et al. (XMASS collaboration ) Phys Lett. B (2016)272

Model Independent Case

Model independent analysis : 
• No sign  for SUSY particle at LHC so far. 
•No sign in direct detection for more than 

decade. 
•important to look for variety candidate. 
• Annual modulation signal is searched for 

without any model assumption. 
•      Amplitude (Ai) and Constant (Ci) are free 

parameter. 
•   Slightly negative amplitude was observed.      
•        Significance  was evaluated with test 

statistic (10,000 sample) and no 
significant modulated signal has been 
observed. (1.8σ） 

• < (1.7-3.7)x10-3x10-3 counts/day/kg/keVee in   
      2-6keVee (0.5keVee bin width). (90 CL, 

Bayesian) 
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uncertainty of 0.3% to the energy scale. Other e↵ects
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To retrieve the annual modulation amplitude from the
data, the least squares method for the time-binned data

was used. The data set was divided into 40 time-bins
(tbins) with roughly 10 days of live time each. The data
in each time-bin were then further divided into energy-
bins (Ebins) with a width of 0.5 keV

ee

. Two fitting meth-
ods were performed independently. Both of them fit all
energy- and time-bins simultaneously. Method 1 used a
‘pull term’ ↵ with �2 defined as:

�2 =
EbinsX

i

tbinsX

j

 
(Rdata

i,j �Rex

i,j � ↵Ki,j)2

�(stat)2i,j + �(sys)2i,j

!
+ ↵2, (1)

where Rdata

i,j , Rex

i,j , �(stat)
i,j and �(sys)

i,j are data, ex-
pected event rate, statistical and systematic error, re-
spectively, of the (i-th energy- and j-th time-) bin. The
time is denoted as the number of days from January 1,
2014. Ki,j represents the 1� correlated systematic error
on the expected event rate based on the relative cut ef-
ficiency in that bin. Method 2 used a covariance matrix
to propagate the e↵ects of the systematic error. Its �2

was defined as:

�2 =
NbinsX

k,l

(Rdata

k �Rex

k )(V
stat

+V
sys

)�1

kl (R
data

l �Rex

l ), (2)

where N
bins

(= Ebins⇥tbins) was the total number of bins

and Rdata(ex)

k is the event rate where k = i · tbins+j. The
matrix V

stat

contains the statistical uncertainties of the
bins, and V

sys

is the covariance matrix of the systematic
uncertainties as derived from the relative cut e�ciency.

We performed two analyses, one assumed WIMP in-
teractions, the other one was independent of any specific
dark matter model. Hereafter we call the former case as
a WIMP model and the latter case for a model indepen-
dent analysis.

In the case of the WIMP model, the expected modu-
lation amplitudes become a function of the WIMP mass
Ai(m�) as the WIMP mass m� determines the recoil en-
ergy spectrum. The expected rate in a bin then becomes:

Rex

i,j =

Z tj+
1
2�tj

tj� 1
2�tj

�
Ci + ��n ·Ai(m�) cos 2⇡

(t� t
0

)

T

�
dt, (3)

where ��n is the WIMP-nucleon cross section. To ob-
tain the WIMP-nucleon cross section the data was fitted
in the energy range of 1.1-15 keV

ee

. We assume a stan-
dard spherical isothermal galactic halo model with the
most probable speed of v

0

=220 km/s, the Earth’s ve-
locity relative to the dark matter distribution of vE =
232+ 15 sin2⇡(t� t

0

)/T km/s, and a galactic escape ve-
locity of vesc = 650 km/s, a local dark matter density
of 0.3 GeV/cm3, following [18]. In the analysis, the sig-
nal e�ciencies for each WIMP mass are estimated from
Monte Carlo simulation of uniformly distributed nuclear
recoil events in the liquid xenon volume. The system-
atic error of the e�ciencies comes from the uncertainty
of liquid xenon scintillation decay time of 25±1 ns [5]

4

and is estimated as about 5% in this analysis. The ex-
pected count rate for WIMP masses of 7 and 8 GeV/c2

with a cross section of 2⇥10�40 cm2 for the spin indepen-
dent case are shown in Fig. 2 as a function of time after
all cuts. This demonstrates the high sensitivity of the
XMASS detector to modulation. As both methods found
no significant signal, the 90% C.L. upper limit by method
1 on the WIMP-nucleon cross section is shown in Fig. 3.
The exclusion upper limit of 4.3⇥10�41cm2 at 8 GeV/c2

was obtained. The �1� scintillation e�ciency of [22] was
used to obtain a conservative limit. To evaluate the sen-
sitivity of WIMP-nucleon cross section, we carried out a
statistical test by applying the same analysis to 10,000
dummy samples with the same statistical and systematic
errors as data but without modulation by the following a
procedure. At first, time-averaged energy spectrum was
obtained from the observed data. Then, we performed
a toy Monte Carlo simulation to simulate time variation
of event rate of background at each energy bin assum-
ing the same live time as data and including systematic
uncertainties. The ±1� and ±2� bands in Fig. 3 out-
line the expected 90% C.L. upper limit band for the no-
modulation hypothesis using the dummy samples. The
result excludes the DAMA/LIBRA allowed region as in-
terpreted in [8] for WIMP masses higher than 8 GeV/c2.
This limit is consistent between two di↵erence of anal-
ysis methods (less than 10% for the cross section) and
still excludes in di↵erent astrophysical assumptions (up-
per limit of 5.4⇥10�41cm2 in the case of vesc = 544 km/s
[24]). The best fit parameters in a wider mass range is
a cross section of 3.2⇥10�42 cm2 for a WIMP mass of
140 GeV/c2. This yields a statistical significance of 2.7�,
however, in this case, the expected unmodulated event
rate exceeds the total observed event rate by a factor of
2, therefore these parameters were deemed unphysical.

For the model independent case, the expected event
rate was estimated as:

Rex

i,j =

Z tj+ 1
2�tj

tj� 1
2�tj

✓
Ci +Ai cos 2⇡

(t� t
0

)

T

◆
dt, (4)

where the free parameters Ci and Ai were the unmodu-
lated event rate and the modulation amplitude, respec-
tively. t

0

and T were the phase and period of the mod-
ulation, and tj and �tj was the time-bin’s center and
width, respectively. In the fitting procedure, the 1.1–7.6
keVee energy range was used and the modulation pe-
riod T was fixed to one year and the phase t

0

to 152.5
days (⇠2nd of June) when the Earth’s velocity relative
to the dark matter distribution is expected to be maxi-
mal. Figure 4 shows the best fit amplitudes as a func-
tion of energy for method 1 after correcting for the ef-
ficiency. The e�ciency was evaluated from gamma ray
Monte Carlo simulation with a flat energy spectrum uni-
formly distributed in the sensitive volume (Fig. 4 inset).
Both methods are in good agreement and find a nega-
tive amplitude below 4 keV

ee

. The ±1� and ±2� bands

±1 σ expected
±2 σ expected

XMASS
XENON100(2012)LUX(2014)

XENON10-S2
(2011)

CDMS-Si (2014)CoGeNT (2013)

DAMA/LIBRA(2009 Savage)

XMASS(2013)

FIG. 3. (color online) Limits on the spin-independent elastic
WIMP-nucleon cross section as a function of WIMP mass.
The solid line shows the XMASS 90% C.L. exclusion from
the annual modulation analysis. The ±1� and ±2� bands
represent the expected 90% exclusion distributions. Limits as
well as allowed regions from other searches based on counting
method are also shown [2, 3, 5, 8–10, 23].

in Fig. 4 represent expected amplitude coverage derived
from same dummy sample above by method 1. This test
gave a p-value of 0.014 (2.5�) for method 1 and of 0.068
(1.8�) for method 2. For both methods the model in-
dependent amplitudes found in the data are consistent
with background fluctuations. To be able to test any
model of dark matter, we evaluated the constraints on
the positive and negative amplitude separately in Fig. 4.
The upper limits on the amplitudes in each energy bin
were calculated by considering only regions of positive or
negative amplitude. They were calculated by integrating
Gaussian distributions based on the mean and sigma of
data (=G(a)) from zero. The positive or negative upper
limits are satisfied with 0.9 for

R aup

0

G(a)da/
R1
0

G(a)da

or
R
0

aup
G(a)da/

R
0

�1 G(a)da, where a and aup are the

amplitude and its 90% C.L. upper limit, respectively.
Method 1 obtained positive (negative) upper limit of
2.1(�2.1) ⇥ 10�2 events/day/kg/keV

ee

between 1.1 and
1.6 keV

ee

and the limits become stricter at higher en-
ergy. The energy resolution (�/E) at 1.0 (5.0) keV

ee

is
estimated to be 36% (19%) comparing gamma ray cal-
ibrations and its Monte Carlo simulation. As a guide-
line, we make direct comparisons with other experi-
ments not by considering a specific dark matter model
but only count rate. The maximum amplitude of ⇠
2.5 ⇥ 10�2 events/day/kg/keV

ee

between 2.5 and 3.0
keV

ee

was obtained by DAMA/LIBRA in [11] while
XMASS obtains a positive upper limit of 3.0 ⇥ 10�3

events/day/kg/keV
ee

and this limit is lower than their
count rate. XENON100[16] obtained annual modu-
lation amplitude (2.7±0.8)⇥10�3 counts/day/kg/keVee

(2.0–5.8 keVee) while XMASS gives (�4.0 ± 1.3)⇥10�3

counts/day/kg/keV
ee

(2.0–6.0 keV
ee

) with p-value of

free in energy bin
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Current Status (modulation)
XMASS: 
<(1.7-3.7)x10

-3 
counts/day/kg/keVee CL90 in  2-6keVee. 

XENON100 (electronic signal):  
(1.67+-0.73) x 10

-3
 counts/day/keVee (2.0-5.8 keV)
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FIG. 5. The XENON100 best-fit black dot, and 68% (light
red shaded region) and 90% (green shaded region) confidence
level contours as a function of amplitude and phase relative
to January 1, 2011 for one year period. The corresponding
Run II-only results [10] are overlaid with a black square and
dotted lines. The phase is less constrained than in Run II
due to the smaller amplitude. The expected DAMA/LIBRA
signal (cross, statistical uncertainty only) and the phase ex-
pected from a standard DM halo (vertical dotted line) are
shown for comparison. Top and side panels show ��(TSl) as
a function of phase and amplitude, respectively, along with
two-sided significance levels.
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Near Future prospects

• DAMA/LIBRA upgrade (another 7 cycles)
• high QE 35.1% at 420nm
• Energy threshold 
• 2keV -> 1keV(5.5-7.5 ph.e./keV-> 6- >10 ph.e./keV)
• a better energy resolution
• a better noise/scintillation discrimination
• less radioactivity

•COSINE-100 sensitivity will reach DAMA/LIBRA 
for 2 years of data. (started 2016. Sep)

•XMASS 
– continuously taking data and almost another two 
years of data in hand with 1 keVee threshold and 
will be reported soon.

•XENON1T is on going and it is expected to be 
lowest background with largest target mass 
(1ton).
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XENON1T

Source Background (20 t · y)
(99.75% ER discrimination)

ER from materials –
85Kr (0.02 ppt natKr) 0.1
222Rn (0.1µBq/kg) 0.3

Solar neutrinos 1.6
2ν2β 0.5

NR from materials –
NR from CNNS 4.7

Total ER 2.5
Total NR 4.7

• Assume that ER and NR background from detector materials is negligible

• Use the measured natKr/Xe outlet concentration of XENON1T Kr distillation column

• Assume that the 222Rn concentration can be reduced to 0.1µBq/kg through careful material
selection and treatment

• As a comparison, XENON1T goal is 10µBq/kg, even with the more favorable surface-to-volume
ratio of XENONnT Rn reduction will be one of the main challenges

• Talk by M. Selvi this afternoon on XENON1T backgrounds and sensitivity predictions
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Figure 1. During the installation of the new higher Q.E. HAMAMATSU PMTs in DAMA/LIBRA at end of
2010. All the procedures involving detectors, PMTs, etc. have been carried out in HP Nitrogen atmosphere.

analysis [1–4]. The performance of the apparatus in this configuration and the features of these
PMTs are described in [1]. In particular, that configuration typically produced a light response in
the range 5.5–7.5 ph.e./keV, depending on the detector.

For the incoming years the software energy threshold is decreased (and the acceptance effi-
ciency of the noise rejection procedure near energy threshold [1] is increased as well1) thanks to
the new high Q.E. R6233MOD PMTs specially developed by HAMAMATSU, whose features are
described in the following. This upgrade will allow — as well as the collection of a new very large
exposure — the achievement of further and of new results both on the Dark Matter investigation
and on other rare processes.

2 Requirements and production of the new high Q.E. PMTs

Specific features were asked for by DAMA coll. to the company in order to fit the requirements of
the project: 1) the Q.E. at l peak should be ⇡ 40%; 2) the dark current should be < 500 cps; 3) the
window diameter should be 3”; 4) a particular size and shape should be designed (to fit the already
existing “shaped” shield around PMTs, and to minimize the amount of material). This requires a
lower number of dynodes with respect to previous efforts of the same company; 5) a multiplication
factor > 106 even under the requirement 4; 6) a peak/valley ratio & 2; 7) PMTs radiopurity at least
at level of the previously used EMI-Electron Tubes ones [1]; 8) selections in the production to
fulfill all the requirements.

After the dedicated work and the selections on the PMTs, HAMAMATSU developed the new
R6233MOD PMTs, whose drawing is reported in figure 2; they have Special High Q.E. Bialkali
photocathode, ten dynodes, high Q.E., high gain, low level of dark current and a lower level of
residual contaminations (see later). Their shipment from HAMAMATSU occurred mainly in three
batches: i) 40 PMTs with hQ.E.i= 37% @ peak and dark current < 500 cps; twenty of them were
sent back after the tests; ii) 20 PMTs with hQ.E.i = 39.4% @ peak and dark current ⌧ 500 cps;
iii) 10 PMTs with hQ.E.i= 38.3% @ peak and dark current ⌧ 500 cps.

1We remind that the only data treatment which is performed on the analyzed data of DAMA/LIBRA is to eliminate
obvious noise events (whose number sharply decreases when increasing the number of available photoelectrons) near

– 2 –
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Summary

• Isospin violation can not solve the DAMA vs 
others in standard halo WIMP model. 

•Very active R&D on radio-pure NaI(Tl) by several 
groups and the site locations are in north/south 
semi-sphere. 

•XENON100 and XMASS results contradicts with 
DAMA/LIBRA even for DM via recoil electron  models. 

•We expect to see update result from DAMA/LIBRA 
with 1keVee threshold as well as XMASS this year.
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Thank you


