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Summary

● Recent progress:
– full sim
– fast sim
– production environment, code repository

● Coordinated productions:
– November generic production
– February generic production
– January full sim background production

● Web site
● R&D program workshop
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Full Simulation

In use for:
● Background frame production for FastSim
● Background hit rates/doses studies in subdetectors
● Geometry optimization (IFR, EMC)

Core developments since SLAC meeting:
● Filtering of tracks passed to FastSim

– keep only particles likely to produce hits
● Packaging of Bruno (in progress)
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FW EMC Position

FW PID effects 

Fwd Encap Center

Transition Region

S. Germani
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Backward EMC (C. H. Cheng)

0.1, 0.2, 0.5, 1.0, 2.0 GeV photons

Gaussian fits seem adequate
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The unexpected
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lesson learned
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Bruno Packaging

● The code is split in several packages (directories) within one or more 
subversion repositories

● It shares the same software tools used for FastSim
● Current packages:

                                        BRN

    BrnApp      BrnCore        Brn3BGen           BrnIntReg

● Bruno subversion repository: https://sbrepo.pd.infn.it:8910/BRN

● Next step: move subdetector code out of BrnCore into specific packages
● Release and distribution mechanisms similar to the one setup for Fast Sim 

will also be implemented

R.Stroili, M. Corvo

https://sbrepo.pd.infn.it:8910/BRN
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Successful exercise

– production run rather 
smoothly at CNAF

● up to 1K cores used 

– production was operated by 
David B.

– we should be grateful to 
him and the CNAF/Ferrara 
production team for the hard 
work

● we clearly need an operation 
team for the next production

● please provide candidates
– we already got some feedback 

but we need more  
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Progress since October
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New production tools

● new job submission and 
monitoring tools used in 
Nov. production

● use of new production DB 
to track jobs and output 
files

A. Fella, E. Luppi, M. Ranzano, L. Tomassetti
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Requirements for the Feb. production

● reviewed at the Joint Comp+Det+Phys session
– for detector/geometry studies:

● Veto detectors performance studies with rare decays channels
– rear EMC (could be turned on/off in analysis) 
– forward PID 

● two geometries (forw. PID in/out) at the 1 ab-1 level
● BaBar reference geometry at ~ 0.1 ab-1 level

– for physics studies:
● most analysis (WG1-2,WG4-5) happy with O(1 ab-1 ) statistics
● tau decays (WG3) would need O(100 ab-1) statistics

– will need fast filter at generator or event level

– no urgent need for machine background mixing has been 
expressed

● machinery ready on Full Sim side,  injection into Fast Sim on the 
work, goal for February: rad. Bhabhas, eff. maps pairs prod. for SL0
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Full Sim centralized production

● first production in January
– 100k radiative Bhabha events per run
– full detector geometry
– 6 to 10 runs, still to be finalized (changing parameters, 

shielding)
– approx. 5 days of running at CNAF

● schedule:
– code and geometry freeze before Christmas
– production performed at CNAF in the first half of January
– post processing and analysis in the second half of January

● larger production could be scheduled if needed
– 1 M Ev possible but not many runs
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Setting up the distrib. prod.  

● For scaling by one order of magnitude we need access 
to more sites than CNAF

● we have already established many contacts
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February distrib. prod. interim model
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Summer distr. prod.  '10 Grid model
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Web site progress (I)
– useful content is 

growing 
● calendars
● CDR
● notes
● links to collaboration 

tools (e.g. wiki)
● list of general meet.
● joining instructions

– multi-language 
management 
implemented

● only for public section
● translation of text is in 

progress
R. Chiaratti, L. Lilli

web.infn.it/superb
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Web site progress (II)

– registered;
● 117 members
● 57 inst.

– registration gives 
access to the wiki

– access to svn is 
now limited to 
“code developers”

● will have to 
be extended
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Web site progress (II)

– useful content is 
growing 

● calendars
● CDR
● notes
● links to collaboration 

tools (e.g. wiki)

– multi-language 
management 
implemented

● only for public section
● translation of text is in 

progress
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SuperB Workshop R&D

Main goals:
– come to the WS with a list of proposed issues 

● topics we need to address for being in a position to develop the 
SuperB computing model in 2011 (Computing TDR)

– invite external experts (physicists and comp. professionals) 
interested in contributing to the WS 

● and hopefully to the R&D program as well
– leave the WS with an R&D program proposal to be 

finalized in the following weeks
● prioritized list of R&D activities

– quantification of benefits wherever possible
– estimation of manpower needed and timescale

● definition of responsibilities for those activities that can be started 
immediately

● strategy for dissemination
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SuperB Computing R&D Wokshop 

– site: Ferrara is our best option at the moment
● it's close to Bologna airport (40 Km), 
● cheap hotels, good food, few cars and many bikes on the streets
● Univ. conference center available basically free of charge
● can count on experienced local organizers

– Tue. March 9 (2pm) to Fri. March 12 (5pm)
● right before the Annecy general meeting
● was last week of Feb. but we discovered a conflict with ACAT 2010 conf. 
● tentative layout:

– initial plenary session to get started
– four slots of plenary sessions; presentations concentrated on those issues that 

require more detailed study
– one slot per day for personal work
– four slots of two to three parallel sessions 
– two slots for the final plenary sessions 
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Workshop follow-up
● Writing the second white paper describing the R&D 

program
● Presenting the program to the SuperB collab. 
● Scheduling:

– a mid-way WS after ~ 6 months
– a final WS after ~ 1 year

● Publicize it for getting new collaborators 
– presentation to conferences, seminars, in main laboratories, 

etc.
– not only among physicists but also in computing science 

communities
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Conclusions

● Computing support for TDR is growing in scope and 
size

● Distributed production will be the coming big next step
– large “worldwide” effort
– it's important that we get the most out of the exercise

● plan keeping into account the mid-January deadline for new code 
and detector geometries

● help in providing manpower to operate the production

● Time is come for planning the R&D that we want to get 
started in 2010
– if you are aware of physicists and computing professionals, 

individuals and groups, that may be interested in 
participating, let us know 
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