
Introduction

Top pairs at LHC

pp ⇥ tt̄ @ 7 TeV:
theoretical approx. NNLO �tt̄ = 165+11

�16 pb

⇤ with 35 pb�1 >5000 tt̄ pairs expected

A first ATLAS x-section measurement
(combining ⇤+jets with b-tagging and di-lepton
channels) already performed with 2.9 pb�1:
�tt̄ = 145± 31 (stat.) +42

�27 (syst.+lumi.)
[CERN-PH-EP-2010-064, December 8, 2010]

With 35 pb�1 and with more sophisticated
techniques a precision measurement is possible

A measurement in ⇤+jets channel only and
without any use of b-tagging is here presented
[ATLAS-CONF-2011-023, March 14, 2011]

Complementary measurements are being
finalized:

�+jets channel with b-tagging
di-lepton channel
all-hadronic channel

December 2010
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Top-quark pair cross-section measurement in the lepton+jets channel at ATLAS
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‣ The emergence of boosted tops


• Measuring the top quark property:  
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• Conclusions
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Top quark  is found

Strong interaction 
strength changes with 
momentum exchange
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9. Quantum chromodynamics 25

The central value is determined as the weighted average of the individual measurements.
For the error an overall, a-priori unknown, correlation coefficient is introduced and
determined by requiring that the total χ2 of the combination equals the number of
degrees of freedom. The world average quoted in Ref. 172 is

αs(M2
Z) = 0.1184 ± 0.0007 ,

with an astonishing precision of 0.6%. It is worth noting that a cross check performed in
Ref. 172, consisting in excluding each of the single measurements from the combination,
resulted in variations of the central value well below the quoted uncertainty, and in a
maximal increase of the combined error up to 0.0012. Most notably, excluding the most
precise determination from lattice QCD gives only a marginally different average value.
Nevertheless, there remains an apparent and long-standing systematic difference between
the results from structure functions and other determinations of similar accuracy. This
is evidenced in Fig. 9.2 (left), where the various inputs to this combination, evolved to
the Z mass scale, are shown. Fig. 9.2 (right) provides strongest evidence for the correct
prediction by QCD of the scale dependence of the strong coupling.
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Figure 9.2: Left: Summary of measurements of αs(M2
Z), used as input for the

world average value; Right: Summary of measurements of αs as a function of the
respective energy scale Q. Both plots are taken from Ref. 172.
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a quick (biased) 
selection..

Electromagnetic 
force unified to 
Weak: electrons 

annihilate to W, Z, in 
addition to photons

The known 
 micro-world
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8 41. Plots of cross sections and related quantities

Annihilation Cross Section Near MZ

 

 

Figure 41.8: Combined data from the ALEPH, DELPHI, L3, and OPAL Collaborations for the cross section in e+e− annihilation into
hadronic final states as a function of the center-of-mass energy near the Z pole. The curves show the predictions of the Standard Model with
two, three, and four species of light neutrinos. The asymmetry of the curve is produced by initial-state radiation. Note that the error bars have
been increased by a factor ten for display purposes. References:

ALEPH: R. Barate et al., Eur. Phys. J. C14, 1 (2000).
DELPHI: P. Abreu et al., Eur. Phys. J. C16, 371 (2000).
L3: M. Acciarri et al., Eur. Phys. J. C16, 1 (2000).
OPAL: G. Abbiendi et al., Eur. Phys. J. C19, 587 (2001).
Combination: The ALEPH, DELPHI, L3, OPAL, SLD Collaborations, the LEP Electroweak Working Group,

and the SLD Electroweak and Heavy Flavor Groups, Phys. Rept. 427, 257 (2006) [arXiv:hep-ex/0509008].
(Courtesy of M. Grünewald and the LEP Electroweak Working Group, 2007)

there are only 3 standard 
neutrinos

Standard (model) successes at colliders

e+e- 
collisions

e+e- collisions

e+e-, e-p 
collisions

pp  
collisions

-
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Standard (model) questions
Standard Model particles

masses
u,d: 10 MeV
s: 100 Mev
c: 1.5 GeV
b: 5 GeV
t: 170 GeV

masses
W: 80 GeV
Z: 91 GeV

masses
e: 0.5 MeV
mu: 100 MeV
tau: 1.77 GeV
nu’s: non-zero!

Wednesday, January 8, 14

• What  is the origin of 
mass? Why are 
symmetries of forces 
different from those 
of particles?

• Why 3 generations of 
matter with different 
quantum numbers ?

• What accounts for the energy balance of the universe?

• Why different 
forces (ranges, 
strengths)?

• How is gravity 
incorporated?

The anisotropies of the 
CMB 

G

See for instance arXiv:0312096v1[hep-ph]

Dark matter, Dark energy...

4th generation...?

Higgs, SuperSymmetry, 
New Strong forces..

String theory..

Quantum gravity 
Extra dimensions...

SymmetryMagazine
SMHiggs2012

 (P. Natoli,  Cosmology with 
Planck, LaThuile 2014)

mailto:fracesco.spano@cern.ch?subject=
http://arxiv.org/abs/hep-ph/0312096v1
http://www.symmetrymagazine.org/sites/default/files/breaking/wp-content/uploads/2012/07/SM_Higgs-300x267.jpg
https://agenda.infn.it/materialDisplay.py?contribId=4&sessionId=0&materialId=slides&confId=7102
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Masses of known fundamental particles

5

top is most massive known 
constituent of matter

MTop~ M Gold Atom

“Special” reasons

v ~246 GeV 

top is most massive known 
constituent of matter

 largest (unmeasured) 
coupling yt to Higgs boson

Is yt~1? Is it SM Higgs? 
Measure  yt

  LW ~ g2(v+H)2W+
μ W- μ

1.1.3 The SM Higgs particle and the Goldstone bosons

The Higgs particle in the SM

Let us finally come to the Higgs boson itself. The kinetic part of the Higgs field, 1
2(∂µH)2,

comes from the term involving the covariant derivative |DµΦ|2, while the mass and self–

interaction parts, come from the scalar potential V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2

V =
µ2

2
(0, v + H)

(
0

v + H

)
+
λ

4

∣∣∣∣(0, v + H)

(
0

v + H

) ∣∣∣∣
2

(1.41)

Using the relation v2 = −µ2/λ, one obtains

V = −
1

2
λv2 (v + H)2 +

1

4
λ(v + H)4 (1.42)

and finds that the Lagrangian containing the Higgs field H is given by

LH =
1

2
(∂µH)(∂µH) − V

=
1

2
(∂µH)2 − λv2 H2 − λv H3 −

λ

4
H4 (1.43)

From this Lagrangian, one can see that the Higgs boson mass simply reads

M2
H = 2λv2 = −2µ2 (1.44)

and the Feynman rules7 for the Higgs self–interaction vertices are given by

gH3 = (3!)iλv = 3i
M2

H

v
, gH4 = (4!)i

λ

4
= 3i

M2
H

v2
(1.45)

As for the Higgs boson couplings to gauge bosons and fermions, they were almost derived

previously, when the masses of these particles were calculated. Indeed, from the Lagrangian

describing the gauge boson and fermion masses

LMV
∼ M2

V

(
1 +

H

v

)2

, Lmf
∼ −mf

(
1 +

H

v

)
(1.46)

one obtains also the Higgs boson couplings to gauge bosons and fermions

gHff = i
mf

v
, gHV V = −2i

M2
V

v
, gHHV V = −2i

M2
V

v2
(1.47)

This form of the Higgs couplings ensures the unitarity of the theory [7] as will be seen later.

The vacuum expectation value v is fixed in terms of the W boson mass MW or the Fermi

constant Gµ determined from muon decay [see next section]

MW =
1

2
g2v =

(√
2g2

8Gµ

)1/2

⇒ v =
1

(
√

2Gµ)1/2
≃ 246 GeV (1.48)

7The Feynman rule for these vertices are obtained by multiplying the term involving the interaction by
a factor −i. One includes also a factor n! where n is the number of identical particles in the vertex.
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We will see in the course of this review that it will be appropriate to use the Fermi coupling

constant Gµ to describe the couplings of the Higgs boson, as some higher–order effects are

effectively absorbed in this way. The Higgs couplings to fermions, massive gauge bosons as

well as the self–couplings, are given in Fig. 1.2 using both v and Gµ. This general form of

the couplings will be useful when discussing the Higgs properties in extensions of the SM.

•H

f

f̄

gHff = mf/v = (
√

2Gµ)1/2 mf × (i)

•H

Vµ

Vν

gHV V = 2M2
V /v = 2(

√
2Gµ)1/2 M2

V × (−igµν)

•H

H

Vµ

Vν

gHHV V = 2M2
V /v2 = 2

√
2Gµ M2

V × (−igµν)

•H
H

H

gHHH = 3M2
H/v = 3(

√
2Gµ)1/2 M2

H × (i)

•H

H

H

H

gHHHH = 3M2
H/v2 = 3

√
2Gµ M2

H × (i)

Figure 1.2: The Higgs boson couplings to fermions and gauge bosons and the Higgs self–
couplings in the SM. The normalization factors of the Feynman rules are also displayed.

Note that the propagator of the Higgs boson is simply given, in momentum space, by

∆HH(q2) =
i

q2 − M2
H + iϵ

(1.49)
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who 
ordered this?

0 
v+H=

The Higgs mechanism in the SM

In the slightly more complicated non–abelian case of the SM, we need to generate masses for

the three gauge bosons W± and Z but the photon should remain massless and QED must

stay an exact symmetry. Therefore, we need at least 3 degrees of freedom for the scalar

fields. The simplest choice is a complex SU(2) doublet of scalar fields φ

Φ =

(
φ+

φ0

)
, Yφ = +1 (1.29)

To the SM Lagrangian discussed in the previous subsection, but where we ignore the strong

interaction part

LSM = −
1

4
W a

µνW
µν
a −

1

4
BµνB

µν + L iDµγ
µ L + eR iDµγ

µ eR · · · (1.30)

we need to add the invariant terms of the scalar field part

LS = (DµΦ)†(DµΦ) − µ2Φ†Φ − λ(Φ†Φ)2 (1.31)

For µ2 < 0, the neutral component of the doublet field Φ will develop a vacuum expectation

value [the vev should not be in the charged direction to preserve U(1)QED]

⟨Φ ⟩0 ≡ ⟨ 0 |Φ | 0 ⟩ =

(
0
v√
2

)
with v =

(
−

µ2

λ

)1/2

(1.32)

We can then make the same exercise as previously:

– write the field Φ in terms of four fields θ1,2,3(x) and H(x) at first order:

Φ(x) =

(
θ2 + iθ1

1√
2
(v + H) − iθ3

)
= eiθa(x)τa(x)/v

(
0

1√
2
(v + H(x) )

)
(1.33)

– make a gauge transformation on this field to move to the unitary gauge:

Φ(x) → e−iθa(x)τa(x) Φ(x) =
1√
2

(
0

v + H(x)

)
(1.34)

– then fully expand the term |DµΦ)|2 of the Lagrangian LS:

|DµΦ)|2 =
∣∣∣
(
∂µ − ig2

τa
2

W a
µ − ig1

1

2
Bµ

)
Φ
∣∣∣
2

=
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2
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2(g2W 3
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2(g2W 3
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)(
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8
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8
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3
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The Standard Model

Ltop = mt tL tR ./√2 + yt H tL tR ./√2

mt  =  yt v/√2

mass term interaction term

mt,obs ~173  GeV
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Masses of known fundamental particles
Why Top quark? (I)

6

MTop~ M Gold Atom

“Special” reasons

top is most massive known 
constituent of matter

 largest (unmeasured) 
coupling yt to Higgs boson

Is yt~1? Is it SM Higgs? 
Measure  yt

who 
ordered this?

The GFitter Group, Eur. Phys. J. C 74:3046 (2014) 
3046 Page 6 of 14 Eur. Phys. J. C (2014) 74:3046
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Fig. 2 Contours at 68 and 95 % CL obtained from scans of MW ver-
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eff (bottom), for the fit including MH
(blue) and excluding MH (grey), as compared to the direct measure-
ments (vertical and horizontal green bands and ellipses). The theoretical
uncertainty of 0.5 GeV is added to the direct top-mass measurement. In
both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2θℓ

eff , all partial and full Z width measurements
are excluded as well (except in case of the orange prediction), besides
the asymmetry measurements

sin2θℓ
eff and MW . The coloured ellipses indicate: green for

the direct measurements; grey for the electroweak fit with-
out using MW , sin2θ

f
eff , MH and the Z width measurements;

orange for the fit without using MW , sin2θ
f

eff and MH ; blue
for the fit without MW , sin2θ

f
eff and the Z width measure-

ments. For both figures the observed agreement demonstrates
the consistency of the SM.

Figure 3 shows CL profiles for the observable pair sin2θℓ
eff

and MW , but with the theoretical uncertainty on the top mass
varied between 0 and 1.5 GeV, in steps of 0.5 GeV. Assuming
a value of δtheomt = 1.5 GeV, the uncertainty becomes dom-
inant. It underlines that a better assessment of the theoretical
mt uncertainty is of relevance for the fit.

2.4 Oblique parameters

If the new physics scale is significantly higher than the elec-
troweak scale, new physics effects from virtual particles in
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l(2sin
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Fig. 3 Contours at 95 % CL obtained from scans of MW versus
sin2θℓ

eff , with the top-mass theoretical uncertainty varied between 0
and 1.5 GeV in steps of 0.5 GeV, as compared to the direct measure-
ments (vertical and horizontal green bands). The corresponding direct
measurements are excluded from the fit

loops are expected to contribute predominantly through vac-
uum polarisation corrections to the electroweak precision
observables. These terms are traditionally denoted oblique
corrections and are conveniently parametrised by the three
self-energy parameters S, T, U [50,51]. These are defined to
vanish in the SM and are closely related to the ϵ1,2,3 param-
eters [52,53].

The S and T parameters absorb possible new physics con-
tributions to the neutral and to the difference between neutral
and charged weak currents, respectively. The U parameter
is only sensitive to changes in the mass and width of the
W boson. It is very small in most new physics models and
therefore often set to zero.

Constraints on the S, T, U parameters can be derived from
the global electroweak fit by calculating the difference of
the oblique corrections as determined from the experimental
data and the corrections obtained from an SM reference point
(with fixed reference values of mt and MH ). With this def-
inition significantly non-zero S, T, U parameters represent
an unambiguous indication of new physics.

For the studies presented here we use the SM reference as
MH,ref = 125 GeV and mt,ref = 173 GeV. We find

S =0.05 ± 0.11, T =0.09 ± 0.13, U =0.01 ± 0.11,

(4)

with correlation coefficients of +0.90 between S and T ,
−0.59 (−0.83) between S and U (T and U ). Fixing U = 0
one obtains S|U=0 = 0.06±0.09 and T |U=0 = 0.10±0.07,
with a correlation coefficient of +0.91. The constraints on S
and T for a fixed value of U = 0 are shown in Fig. 4. The
propagation of the current experimental uncertainties in MH
and mt upon the SM prediction is illustrated by the small
black area at about S = T = 0.

123
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precision tests of standard model 
strong and EWK interactions  

 information on proton 
composition (gluons)

Study of production, decay, quantum numbers and couplings of bottom and top quark

At the foundations of SM of the 
measurement techniques

standard candles to calibrate/ 
commission multi-purpose detector 

Top2012 -  Keith Ellis, Winchester, September 2012 

Why top now?

Top is unstudied

Tevatron studies of the top quark have limited statistical 
precision.

Top is special

1/mt       <    1/Γt    <    1/Λ           <     mt/Λ2                                      
Production time <    Lifetime     <  Hadronization time   <  Spin decorrelation time

Top quark may play a special role in Electroweak 
symmetry breaking and other BSM physics.

Top is ubiquitous. 

Top cross section is large at LHC because of large gluon 
flux

Top-related processes are significant backgrounds for new  
physics.

2

Friday, September 21, 2012

no top-antitop meson is observed , spin information is preserved  in decay products

“lives” less than “time to make hadrons” less than “time to decorrelate spins”

“Standard” reasons

top-quark
heavy = mass of quark mq is so large that αs (mq2) is in perturbative regime

see JHEP07(2012)022

(see R.K.Ellis@TOP2012)

Why Top quark? (I)
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https://indico.cern.ch/event/180665/session/15/contribution/47/material/slides/0.pdf


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016 8

 top quark mass is “special” : “needs to be accommodated first” i.e.  
many scenarios feature top quark’s significant/dominant direct/indirect 

coupling to new physics: from  extra dimensions to new strong forces

top quarks mimic large number of scenarios with physics beyond SM  
 (non standard Higgs, SUSY, new vector-like quarks,... )

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni

X

t̄

t

q̄

q

l+

ν

l−
ν̄

b

b̄

W−

W+To access the spin of the intermediate 
resonance spin correlations should be 
measured.

It therefore mandatory for such cases to have 
MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.

q

q̄

t

t̄

Z ′

q

q̄

t

t̄

Gµν

q

q̄

t

t̄

Φ

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni

* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09

Open window on  physics beyond SM

Ubiquitous background to searches

top is Ubiquitous connection to phys beyond SM

“Beyond” reason(s)

(figure by  
Geraldine 
Servant)

( figure from D0 
top diagrams)

Why Top quark? (I)
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S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

9

 LHC  : a Top producer i.e. providing the luminosity

2012
   peak lumi: 7.7⋅1033 cm-2 s-1 
   ∫Ldt ~22 fb-1 /exp• peak instantaneous 

luminosity:2.1⋅1032 

cm-2s-1

• delivered integrated 

luminosity~50 pb-1

 2010

Ad maiora..

design: ECM=14TeV , lumi 1034cm-2 s-1   
(~30 times Tevatron pp collider )

Ecm =8 TeVEcm=7 TeV

-
peak lumi  2⋅1033 cm-2 s-1   
∫Ldt ~5.6 fb-1 /exp

counter-rotating high intensity proton bunches colliding at center of mass 
energy (Ecm or √s ) = 7,8, 13 TeV in 27 Km tunnel 

S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

Nevents(Δt)= ∫Ldt * cross section

Ecm(Tevatron)= 1.96 TeV

2011 Ecm =7 TeV

RUN1

RUN2 (ongoing) 
Ecm =13 TeV  

(14 to be decided later)
2016

 peak lumi: 5.22⋅1033 cm-2 s-1  
  ∫Ldt ~4.3  fb-1 /exp

  ∫Ldt ~25 fb-1 

2015
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LHC status as of today: low intensity collisions @ √s =13 TeV
• Stable beams delivered by LHC over the 

week-end: first low intensity collisions from 
Saturday 23rd April at √s = 13 TeV 

• Using 12 bunches (~1011p/bunch) per 
beam achieving Lint,max ~3.6 1031cm-2 s-1  

• From early may increase N bunches. Goal: 
2736 bunches to achieve design lumi: 
Lint,max 1 1034cm-2 s-1

10

ATLAS Data Summary Public Page

ATLAS Data Summary Public Page

Example collected  
∫ Ldt  from ATLAS
(27th April, 7 a.m.)

ATLAS Event at 13 TeV - First 2016 Stable Beams 
CMS Event at 13 TeV - First 2016 Stable Beams

mailto:fracesco.spano@cern.ch?subject=
https://home.web.cern.ch/about/updates/2016/04/preparations-continue-upcoming-physics-run
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https://atlasop.cern.ch/page.php?page=https://atlas.web.cern.ch/Atlas/GROUPS/DATAPREPARATION/DataSummary/&height=3000
https://cds.cern.ch/images/ATLAS-PHO-Event-2016-003-1
https://cds.cern.ch/images/CMS-PHO-EVENTS-2016-003-2


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016

LHC in 2016

11

(J Wenninger, Moriond EWK 2016) 

2016 performance estimate 
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Parameter 2015 2016 

Bunch intensity Nb (1011 p) ~1.2 ~1.2 

No. bunches k 2244 2748 

Bunch emittance e (mm mrad) ~3.5 ~3.5 

Beam envelope b* (cm) 80 40 

Beam size at IP s* (um) 20 14 

Crossing angle (mrad) 2 x 145 2 x 185 

F  (bunch length 9 cm) 0.84 0.65 

Peak luminosity (1034 cm-2s-1) 0.51 1.0 

Integrated per 150 days (fb-1) -- ~30 

 We should be able to hit the design luminosity this year ! 
o It will take ~6-8 weeks to ramp up the intensity. 

 In 2016 we will push the IP focusing essentially to the limit (with 
round beams): b* lowered from 80 cm to 40 cm. 
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F  (bunch length 9 cm) 0.84 0.65 

Peak luminosity (1034 cm-2s-1) 0.51 1.0 

Integrated per 150 days (fb-1) -- ~30 

 We should be able to hit the design luminosity this year ! 
o It will take ~6-8 weeks to ramp up the intensity. 

 In 2016 we will push the IP focusing essentially to the limit (with 
round beams): b* lowered from 80 cm to 40 cm. 
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 In 2015 operation was established with 25 ns beams at 6.5 TeV. 
Half of the design luminosity was reached with significant margin for 
improvements. 

 We expect to reach design luminosity in 2016, with the potential 
for more improvements in the years to come. 
o First beam injection around Easter. 

 With at least 30 fb-1 expected per year,  the target of 100 fb-1 for 
Run 2 is well within reach. 

 In 2016 LHC will operate at 6.5 TeV. Now that the ‘quench cost’ of 
operation at 7 TeV is better known, an energy increase can be 
considered in the coming years. To be agreed between machine and 
experiments. 

Thank you for 
your attention! 

What about energy? 
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Quenches per firm

Firm-1, Reception
Firm-2, Reception
Firm-3, Reception
Firm-1, LHC (5 quenches)
Firm-2, LHC (27 quenches)
Firm-3, LHC (143 quenches)

About 8x faster 
(as expected) 

Only 1.3x faster 

Magnet training 
curves 

 The 1232 main dipole magnets had to be trained for 6.5 TeV operation, 150 
training quenches were required to bring the LHC to 6.5 + e TeV. 

o Dominated by the magnets of firm 3. 

 With this new data, the estimate for 7 TeV is ~300-400 additional quenches. 

6.5 TeV 

7 TeV 

L. Malgeri - Moriond QCD 2016 - Exp. Summary 69

LHC prospects for 2016

This is probably when we can start to 
seriously challenge 2015 “results” 

(Luca Malgeri Exp Summary @ Moriond QCD)
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L. Malgeri - Moriond QCD 2016 - Exp. Summary 70

LHC prospects for later

Integrated luminosity goal:
2016 : ~25 fb-1 at 13 TeV c.m
Run2: ~100 fb-1 

Prepare for (or go to) 14 TeV operation

300 fb-1 before LS3 

LHC goal for 2016 and for Run 2 and 3 

(Luca Malgeri Exp Summary @ Moriond QCD)
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• Gluon fusion (dominant at LHC)

• Quark-antiquark annihilation

• Total cross section at 7 TeV:
o NLO (MCFM)
o approx. NNLO

• Kidonakis, PRD 82 (2010) 114030

• Langenfeld, Moch, Uwer, PRD80 (2009) 054009; 
• Aliev et al., CPC182 (2011) 1034

Top quark pair production

14/06/2011 4Frank,Peter0Schilling00, CMS0Top0Physics

LHC Tevatron

gg ~85% ~10%

qq ~15% ~90%

13

844 A. Quadt: Top quark physics at hadron colliders

Fig. 13. Parton model
description of a hard
scattering process using
the factorisation ap-
proach

which are factored into the parton longitudinal momen-
tum distribution functions (PDFs) fi(xi, µ2F). This sepa-
ration is called factorisation and is schematically shown
in Fig. 13.
The separation is set by the factorisation scale µ2F. The

short distance cross section only involves high momentum
transfer and is calculable in perturbative QCD. It is insen-
sitive to the physics of low momentum scale. In particular,
it does not depend on the hadron wave functions or the
type of the incoming hadrons. This factorisation property
of the cross section can be proven to all orders in pertur-
bation theory [90]. When higher order terms are included
in the perturbative expansion, the dependence on this ar-
bitrary scale µ2F gets weaker.
The parton distribution function (PDF), fi(xi, µ2F), can

be interpreted as the probability density to observe a par-
ton of flavour i and longitudinal momentum fraction xi in
the incoming hadron, when probed at a scale µ2F. Since the
PDFs can not be calculated a priori by perturbative QCD,
they are extracted in global QCD fits from deep-inelastic
scattering and other data [91–93]. An example parameter-
isation, obtained by the CTEQ collaboration [94], for two
different Q2 = µ2F scales, is shown in Fig. 14.
In higher order calculations, infinities such as ultra-

violet divergences appear. These divergences are removed
by a renormalisation procedure, which introduces another
artificial scale µ2R. However, the physical quantities can-
not depend on the arbitrary scale, µ2R, as expressed by the
renormalisation group equation [13–15, 91]. It is common
to choose the same scaleQ2 = µ2 for both, the factorisation

Fig. 14. The quark, anti-
quark and gluon momentum
densities in the proton as
a function of the longitudi-
nal proton momentum frac-
tion x at Q2 =m2t (left) and
at Q2 = 20GeV2 (right) from
the CTEQ5D parameterisa-
tion [94]

Fig. 15. Top-quark pair production via the strong interaction
at hadron colliders proceeds at lowest order through quark–
antiquark annihilation (top) and gluon fusion (bottom)

scale µ2F and the renormalisation scale µ
2
R. The convention

is used in the following.
The total top quark pair production cross section for

hard scattering processes, initiated by a pp̄ or a pp collision
at a centre-of-mass energy

√
s can be calculated as [95, 96]:

σtt̄(
√
s,mt) =

∑

i,j=q,q̄,g

∫
dxidxjfi

(
xi, µ

2
)
f̄j
(
xj , µ

2
)

× σ̂ij→tt̄
(
ρ,m2t , xi, xj ,αs(µ

2), µ2
)
. (31)

fi(xi, µ2) and f̄j(xj , µ2) are the PDFs for the proton and
the antiproton, respectively. The summation indices i and
j run over all qq̄, gg, qg, and q̄g pairs, ρ = 4m2t/

√
ŝ and

ŝ= xixjs is the effective centre-of-mass energy squared for
the partonic process. The corresponding lowest order par-
ton model processes are shown in Fig. 15.
Since there has to be at least enough energy to produce

a tt̄ pair at rest, ŝ ≥ 4m2t . Therefore, xixj = ŝ/s≥ 4m
2
t/s.

Since the probability of finding a quark of momentum frac-
tion x in the proton falls off with increasing x (see Fig. 14),
the typical value of xixj is near the threshold for tt̄ produc-
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j run over all qq̄, gg, qg, and q̄g pairs, ρ = 4m2t/
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ŝ and

ŝ= xixjs is the effective centre-of-mass energy squared for
the partonic process. The corresponding lowest order par-
ton model processes are shown in Fig. 15.
Since there has to be at least enough energy to produce

a tt̄ pair at rest, ŝ ≥ 4m2t . Therefore, xixj = ŝ/s≥ 4m
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Since the probability of finding a quark of momentum frac-
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the typical value of xixj is near the threshold for tt̄ produc-

844 A. Quadt: Top quark physics at hadron colliders

Fig. 13. Parton model
description of a hard
scattering process using
the factorisation ap-
proach

which are factored into the parton longitudinal momen-
tum distribution functions (PDFs) fi(xi, µ2F). This sepa-
ration is called factorisation and is schematically shown
in Fig. 13.
The separation is set by the factorisation scale µ2F. The

short distance cross section only involves high momentum
transfer and is calculable in perturbative QCD. It is insen-
sitive to the physics of low momentum scale. In particular,
it does not depend on the hadron wave functions or the
type of the incoming hadrons. This factorisation property
of the cross section can be proven to all orders in pertur-
bation theory [90]. When higher order terms are included
in the perturbative expansion, the dependence on this ar-
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ŝ= xixjs is the effective centre-of-mass energy squared for
the partonic process. The corresponding lowest order par-
ton model processes are shown in Fig. 15.
Since there has to be at least enough energy to produce
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Fig. 16. Left: The scale dependence formt = 175 GeV of the tt̄ cross section at
√
s= 1.96 TeV in pp̄ collisions at the TEVATRON.

The exact definition of the terms which are considered in the perturbative expansion referred to as “NNLO” can be found in [116].
Right: Top quark mass dependence for µ=mt of the tt̄ cross section at

√
s= 1.96 TeV in pp̄ collisions at the TEVATRON. The

error band for the calculations of Cacciari et al. [114] contains scale and PDF uncertainties. The inner error band for the calcula-
tion of Kidonakis and Vogt [116, 118] contains kinematics uncertainties (one-particle inclusive versus pair-invariant mass), while
the outer error band also contains PDF uncertainties according to [119]

tion. Setting xi ≈ xj ≡ x gives:

x≈
2mt√
s

(32)

= 0.19 at the TEVATRON in Run I

= 0.18 at the TEVATRON in Run II

= 0.025 at the LHC

as the typical value of x for tt̄ production. For the typi-
cal values of x at the TEVATRON, the quark distribution
functions, in particular the u- and d-valence quark distri-
bution, are much larger than that of the gluon. This ex-
plains why quark–antiquark annihilation dominates at the
TEVATRON. At Run II, in comparison to Run I, a slightly
lower x value is already sufficient to produce a tt̄ pair,
resulting in a ≈ 30% increase in the tt̄ production cross
section at Run II compared to Run I. Since the gluon dis-
tribution increases more steeply towards low x than the
valence- or even the sea-quark distributions, the fraction
of gluon–gluon initiated interactions in the total tt̄ produc-
tion increases from 10% in Run I to 15% in Run II. For the
same reason, at the LHC, where x-values as small as 0.025
are sufficient for tt̄ production, the total tt̄ production cross
section increases by more than a factor of 100 and is vastly
dominated by gluon–gluon fusion. In reality xi and xj of
the partons in the proton and antiproton do not necessar-
ily have the same value, allowing asymmetric momenta of
the incoming partons in tt̄. Consequently, in particular at
the LHC, low-x gluons contribute a large fraction of the tt̄
production cross section. On the other hand, at the LHC tt̄
pairs are typically produced above the mass threshold due
to the large available centre-of-mass energy.
The top quark cross section was calculated at next-

to-leading order in QCD many years ago [97–100]. These
calculations were later improved with the resummation to
all orders of perturbation theory of classes of large soft log-
arithms. Large logarithmically enhanced corrections due
to soft-gluon radiation are a general feature in the study
of the production cross section of high-mass systems near

threshold. Techniques for re-summing these corrections
have been developed over the past several years, starting
from the case of Drell–Yan (DY) pair production [101, 102]
and then applied to heavy quark production in [103–107]
or the bottom-quark fragmentation in top-quark decays
in [108]. This transfer is possible since these logarithms
are universal between electroweak and QCD induced cross
sections. To go beyond leading logarithms one has to take
into account the complex colour structures of QCD cross
section calculations [109, 110]. The soft-gluon resumma-
tion for tt̄ production at the TEVATRON and the LHC5

of QCD corrections at next-to-leading logarithm (NLL)
accuracy including part of the higher order corrections is
performed in [109–117]6.
The introduction of resummation turns out to have

only a mild impact on the overall rates (the effects at
next-to-leading logarithm (NLL) are typically of the order
O(5%)), but improves the stability of the predictions with
respect to changes of the renormalisation or factorisation
scale (Fig. 16, left). In theoretical studies of the system-
atic uncertainties due to parton densities and scale depen-
dence [114], the importance of including the αs uncertainty

5 Since tt̄ pairs are produced at the LHC mostly well above
threshold, soft-gluons are a small effect and their resummation
a small correction to this small effect. Consequently, the soft-
gluon resummation is less important for the LHC than for the
TEVATRON.
6 The available tt̄ cross section calculations include the exact
NLO corrections and estimate part of the higher order NLLO
corrections. Kidonakis and Vogt [116] include estimates, de-
rived from a resummation approach, of part of the higher order
corrections at NNLO (2-loop) level, where they consider scale
uncertainties and the choice of kinematic variables as system-
atic uncertainties. Cacciari et al. [114] include estimates, also
derived from resummation, of part of the higher order correc-
tions of all orders, where they consider scale uncertainties and
uncertainties from the parton distribution functions in their
systematic uncertainty.

0.19 @ Tevatron √s=1.8 TeV
0.18 @ Tevatron √s=1.96  TeV
(0.048, 0.043, 0.026) @ LHC with √s=(7, 8,13) TeV

LHC(14) LHC(7) Tev(1.9)
gg ~90% ~85% ~10%
qq ~10% ~15% ~90%

Top quark @ LHC: the cross section(I)

=

To produce tt-
~massless partons

Nevents(Δt)= ∫Ldt * 
cross section
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Top quark @ LHC: production (I)

• Different x-range and center of 
mass dependence incorporated 
in Parton luminosities→

‣ gg→X dominated processes 

grow more than qq →X ones

‣ larger gains at high multi-TeV 

masses ~up to O(100)

• Cross sections in “tails” increase 
differently from (more rapidly than the 
inclusive value

(Campbell et al, Rept.Prog.Phys.70:892007)
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6. Benchmarks for the LHC

6.1. Introduction

Scattering at the LHC is not simply rescaled scattering at the Tevatron. For many of the

key processes the typical momentum fractions x are small; thus, there is a dominance of

sea quark and gluon scattering as compared to valence quark scattering at the Tevatron.

There is a large phase space for gluon emission and thus intensive QCD backgrounds
for many of the signatures of new physics. Many of the scales relating to interesting

processes are large compared to the W mass; thus, electroweak corrections can become

important even for nominally QCD processes. In this section, we will try to provide

some useful benchmarks for LHC predictions.

6.2. Parton-parton luminosities at the LHC ‡

It is useful to return to the idea of differential parton-parton luminosities. Such

luminosities, when multiplied by the dimensionless cross section ŝσ̂ for a given process,

provide a useful estimate of the size of an event cross section at the LHC. Below we

define the differential parton-parton luminosity dLij/dŝ dy and its integral dLij/dŝ:

dLij

dŝ dy
=

1

s

1

1 + δij
[fi(x1, µ)fj(x2, µ) + (1 ↔ 2)] . (46)

The prefactor with the Kronecker delta avoids double-counting in case the partons are

identical. The generic parton-model formula

σ =
∑

i,j

∫ 1

0
dx1 dx2 fi(x1, µ) fj(x2, µ) σ̂ij (47)

can then be written as

σ =
∑

i,j

∫

(

dŝ

ŝ
dy

) (

dLij

dŝ dy

)

(ŝ σ̂ij) . (48)

(Note that this result is easily derived by defining τ = x1 x2 = ŝ/s and observing that
the Jacobian ∂(τ, y)/∂(x1, x2) = 1.)

Equation (48) can be used to estimate the production rate for a hard scattering

process at the LHC as follows. Figure 69 shows a plot of the luminosity function

integrated over rapidity, dLij/dŝ =
∫

(dLij/dŝ dy) dy, at the LHC
√

s = 14 TeV for

various parton flavour combinations, calculated using the CTEQ6.1 parton distribution

functions [11]. The widths of the curves indicate an estimate for the pdf uncertainties.
We assume µ =

√
ŝ for the scale §. As expected, the gg luminosity is large at low

√
ŝ

but falls rapidly with respect to the other parton luminosities. The gq luminosity is

large over the entire kinematic region plotted.

‡ Parts of this discussion also appeared in a contribution to the Les Houches 2005 proceedings [149]
by A. Belyaev, J. Huston and J. Pumplin
§ Similar plots made with earlier pdfs are shown in Ellis, Stirling, Webber [8]

Cross section ratios: 14 TeV to 8 TeV

Cross Section Rth,nnpdf �PDF(%) �↵s (%) �scales (%)

tt̄/Z 2.12 ± 1.3 �0.8 – 0.8 �0.4 – 1.1
tt̄ 3.90 ± 1.1 �0.5 – 0.7 �0.4 – 1.1
Z 1.84 ± 0.7 �0.1 – 0.3 �0.3 – 0.2

W+ 1.75 ± 0.7 �0.0 – 0.3 �0.3 – 0.2
W� 1.86 ± 0.6 �0.1 – 0.3 �0.3 – 0.1

W+/W� 0.94 ± 0.3 �0.0 – 0.0 �0.0 – 0.0
W/Z 0.98 ± 0.1 �0.1 – 0.0 �0.0 – 0.0
ggH 2.56 ± 0.6 �0.1 – 0.1 �0.9 – 1.0

tt̄(Mtt � 1 TeV) 8.18 ± 2.5 �1.3 – 1.1 �1.6 – 2.1
tt̄(Mtt � 2 TeV) 24.9 ± 6.3 �0.0 – 0.3 �3.0 – 1.1
�jet(pT � 1 TeV) 15.1 ± 2.1 �0.4 – 0.0 �1.9 – 2.4
�jet(pT � 2 TeV) 182 ± 7.7 �0.3 – 0.2 �5.7 – 4.0

(from Mangano, Rojo, JHEP 1208 (2012))

Cross sections in tails increase by a lot - careful with extrapolations using
overall cross section scaling!

10 / 33

Magano, Rojo, 
JHEP{1208),2012:10

Rth,nnpdf =  14TeV to 8 TeV xsec ratios

thanks to K. Suruliz, TOP2013

W.J.Stirling, 
private communication
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ŝ
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ŝ for the scale §. As expected, the gg luminosity is large at low

√
ŝ
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Figure 69. The parton-parton luminosity
[

dLij

dτ

]

in picobarns, integrated over y.

Green=gg, Blue=
∑

i(gqi + gq̄i + qig + q̄ig), Red=
∑

i(qiq̄i + q̄iqi), where the sum runs
over the five quark flavours d, u, s, c, b.

Figures 70 and 71 present the second product, [ŝσ̂ij ], for various 2 → 2 partonic

processes with massless and massive partons in the final state respectively. The parton

level cross sections have been calculated for a parton pT > 0.1 ×
√

ŝ cut and for fixed

αS = 0.118 using the CalcHEP package [150]. For the case of massive partons in the
final state, there is a threshold behaviour not present with massless partons. Note also

that the threshold behaviour is different for qq and gg initial states. The gg processes

can proceed through the t-channel as well as the s-channel and this is responsible for

the extra structure.

The products [ŝσ̂ij ] are plotted for massless and massive final state partons as a

function of the ratio pT /
√

ŝ in Figures 72 and 73. One can use (48) in the form

σ =
∆ŝ

ŝ

(

dLij

dŝ

)

(ŝ σ̂ij) . (49)

and Figures 70, 72, 71, 73 to estimate the QCD production cross sections for a given ∆ŝ

interval and a particular cut on pT /
√

ŝ. For example, for the gg → gg rate for ŝ=1 TeV

and ∆ŝ = 0.01ŝ, we have dLgg/dŝ ≃ 103 pb and ŝ σ̂gg ≃ 20 leading to σ ≃ 200 pb (for
the pg

T > 0.1 ×
√

ŝ cut we have used above). Note that for a given small ∆ŝ/ŝ interval,

the corresponding invariant mass ∆
√

ŝ/
√

ŝ interval, is ∆
√

ŝ/
√

ŝ ≃ 1
2∆ŝ/ŝ. One should

also mention that all hard cross sections presented in Figure 70 are proportional to α2
S

and have been calculated for αS = 0.118, so production rates can be easily rescaled for

a particular αS at a given scale.
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top pairs: 
strong 

 single top:  
electroweak 

s-chant-chan Wt chan

probing lower x than Tevatron  → 
(abundant) gluon fusion dominated

232 Chapter 8. Physics of Top Quarks

Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].
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Kidonakis 
2010,2011

Tevatron LHC(7) LHC(14)
gg ~10% ~85% ~90%
qq ~90% ~15% ~10%

Czakon,Mitov,Fiedler 2013

NNLO+NNLL accuracy

approx NNLO

δσtt/σtt ~4% 

δσt/σt ~2 to 7% 

mtop= 172.5 gluon fusionqq annihilation

pp collisions

t-chan Wt chan s-chan
σ7TeV (pb) 64.6±2.4 15.7±1.1 4.6±0.2
σ8TeV (pb) 87.8±3.4 22.4±1.5 5.6±0.2
σ13TeV (pb) ~213 ~71.7 ~10.9

At Tevatron

σ7TeV (pb) 172+4.4-5.8+4.7-48   

σ8TeV (pb) 245+6.2-8.4+6.2-6.4

σ13TeV (pb) 832+20-29+35-35

σtt ~ 7  pb 
σt ~ 3.5 pb

-

LO representative

R(13/8)  ~ 3.3 

Top quark @ LHC: production (II)
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Overview of talk
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[COURTESY OF MARKUS SCHULZE]

tt̄ + X
WWbb̄

Jan Winter Cannes, September 27, 2014 – p.3

J Winter,  
Top Diffxsec 
Workshop 

September 2014

From present to future directions in top phys. predictions
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• NNLO QCD calculations are available for tt production vs √s

Czakon,Fedler,Mitov 
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Inclusive tt 
cross section

Differential tt cross section is now also available!! (see further)

Perturba)ve#convergence#

5#

Concurrent#uncertain)es:#
#
Scales # # #~#3%#
pdf#(at#68%cl) # #~#2N3%#
αS#(parametric) #~#1.5%#
mtop#(parametric) #~#3%#
#
So`#gluon#resumma)on#makes#a#difference:#
#

# #5% # #N> # #3%#

Soft Gluons resummation 
makes a difference

-
Czakon @ TOP2014

-
-

The NNLO revolution: tt inclusive cross section

CONSIDER ANY THEORY UPDATE FROM Top2015 and Moriond ?

-

mailto:fracesco.spano@cern.ch?subject=
http://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1103%2FPhysRevLett%252E110%252E252004&v=2d84cb0f
https://indico.in2p3.fr/event/10114/session/2/contribution/2


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016 18

t-channel single-top@NNLO: LHC8 results
�LO = 53.77 + 3.03� 4.33 pb

�NLO = 55.13 + 1.63� 0.90 pb
�NNLO = 54.2+0.5

�0.2 pb

pT,cut
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p T
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cu
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•Contrary to NLO, 
results stable in the full 
spectrum

• Improved scale 
dependence

•K-factor small but not 
constant

•Similar results for 
antitop

• t/tbar ratio extremely 
stable -> PDF test?PERCENT-LEVEL CONTROL ON 

THE CROSS-SECTION ACHIEVED [Brucherseifer, FC, Melnikov (2014)]

F. Caola @ Moriond 
QCD2015

Future: compare with 
fiducial cross section at 
particle level (reduce 
extrapolations).  

Need to:  
•combine production 
with available NNLO 
decay chains   
•combine with 
parton shower & 
hadronization

The NNLO revolution: single top t-channel @ √s = 8 TeV 
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Future @ NLO

Yes: Wt vs WWbb
Already at NLO, Wt, ttbar and ‘background’ share !

the same initial/final states -> interferences, cannot be separated

If you want to consider massive b (good reasons to do it) !
and work in the 4FNS -> LO problem

In the past, full computation was out of question -> must 
cook up some add-hoc recipe to deal with it (DR,DS,PR…)!

NONE OF THEM IS THEORETICALLY FULLY SOUND

t
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the same initial/final states -> interferences, cannot be separated

If you want to consider massive b (good reasons to do it) !
and work in the 4FNS -> LO problem

In the past, full computation was out of question -> must 
cook up some add-hoc recipe to deal with it (DR,DS,PR…)!

NONE OF THEM IS THEORETICALLY FULLY SOUND

W
W

(graphs by  F. Caola, CERN)

WWbb final state with doubly resonant (tt), singly resonant (Wt) and 
non resonant interfering contributions

single top t- & s-channel 

WWbb̄ production at NLO: massive b-quarks
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•

•

•

•

[DENNER ET AL. ARXIV:1012.3975, ARXIV:1207.5018]
[BEVILACQUA ET AL. ARXIV:1012.4230]

•

Γt/mt ! 1%

[BERNREUTHER ET AL. ARXIV:HEP-PH/0403035]
[MELNIKOV, SCHULZE, ARXIV:0907.3090]

[FREDERIX, ARXIV:1311.4893] [CASCIOLI, KALLWEIT, MAIERHÖFER, POZZORINI, ARXIV:1312.0546]

•

•

• →

• →

•

Jan Winter Cannes, September 29, 2014 – p.6

it is there now!!

+

-

-

-

Future: to be matched to Parton 
Shower & Hadronization

-Towards realistic final states  NLO for  tt & single top quark

• At NLO tt, Wt and WW share the same final state so one 
needs WWbb @NLO
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846 A. Quadt: Top quark physics at hadron colliders

into the PDF fits in a more systematic fashion is under-
scored. On the same footing, the impact of higher order
corrections, as well as the treatment of higher twist ef-
fects in the fitting of low-Q2 data, may need some more
study before a final tabulation of the PDF uncertainties
can be achieved [120]. The PDF uncertainty on the top
quark pair production cross section is mostly driven by the
poorly known gluon density, whose luminosity in the rel-
evant kinematic range for the TEVATRON varies by up
to a factor of 2 within the 1σ PDF range. For the LHC
cross section calculations, dominated by the gluon–gluon
fusion, this uncertainty is even larger. In recent years,
with increasing precision of the measurements of the deep-
inelastic scattering cross sections at HERA [121–124], ex-
perimental and theoretical groups have focused on the
proper evaluation and propagation of uncertainties on the
parton distribution functions, starting with [125] and fol-
lowed by [120, 121, 126–135]. While the overall top pair
production rate at the TEVATRON has a large relative un-
certainty of approximately 15% (Fig. 16, right shows the
total uncertainty of the tt̄ production cross section calcu-
lations with gluon resummation [114, 116], including scale,
kinematics and PDF uncertainties, as a function of the top
quark mass), it is important to point out that the ratio of
cross sections at

√
s= 1.96 TeV and

√
s = 1.8 TeV is very

stable.
Table 3 summarises the tt̄ production cross section cal-

culation for Run I and Run II at the TEVATRON and
for the LHC. Reference [113] only considers uncertainties
from scale variations, resulting in a≈ 10% uncertainty. An-
other ≈ 6% come from PDFs and αs. Reference [116] only
considers uncertainties from scale variations, resulting in
a ≈ 4% uncertainty. Another ≈ 5% come from PDFs. Ref-
erence [114] considers uncertainties from scale variations,
PDFs and αs. At the TEVATRON, for every 1 GeV/c2 in-
crease in the top quarkmass over the interval 170<mtop <
190GeV/c2, the tt̄ cross section decreases by 0.2 pb. The
hard scattering cross sections for several processes, includ-
ing tt̄ production, are shown in Fig. 17 as a function of the
centre-of-mass energy, covering the energy range for the
TEVATRON and the LHC. In addition to having similar
event topology to the Standard Model Higgs production,
tt̄ production also has a similar cross section, many orders
of magnitude lower than the W - or Z-production or the
inclusive QCD b-production.

Table 3. Cross section, at next-to-leading order in QCD including gluon resumma-
tion corrections, for tt̄ production via the strong interaction at the TEVATRON and
the LHC for mt = 175 GeV/c

2. Details on the meaning of the quoted uncertainties are
given in the text and in references [114, 116]. For the

√
s = 1.96 TeV result of refer-

ence [116], the quoted error includes the uncertainty from the PDFs according to [119]

σNLO (pb) qq̄→ tt̄ gg→ tt̄

TEVATRON(
√
s= 1.8 TeV, pp̄) 5.19±13% [114] 90% 10%

5.24± 6% [116] 90% 10%
TEVATRON(

√
s= 1.96 TeV, pp̄) 6.70±13% [114] 85% 15%

6.77± 9% [116] 85% 15%
LHC (

√
s= 14 TeV, pp) 833±15% [113] 10% 90%

Fig. 17. QCD predictions for hard scattering cross sections at
the TEVATRON and the LHC [141]. σt stands for the tt̄ pro-
duction cross section. The steps in the curves at

√
s = 4TeV

mark the transition from pp̄ scattering at the TEVATRON to
pp scattering at the LHC

An accurate calculation of the cross section for top
quark pair production is a necessary ingredient for the
measurement of |Vtb| since tt̄ production is an import-
ant background for the electroweak single-top production.
More importantly, this cross section is sensitive to new
physics in top quark production and/or decay. A new
source of top quarks (such as gluino production, followed
by the decay g̃→ t̃t) would appear as an enhancement

Top @ LHC: in the context

20

LHC14

tt(t) Rate at L= 
1033cm-2 s-1

√s(TeV) σtt(pb) σt(pb)

1.96(pp) 
 7(pp) 
 8(pp) 
13(pp) 
14(pp)

~7 
~172 
~245 
~830 
~900

~85 
~115 
~296 
~338

0.17 (0.08)Hz

0.90 (0.33)Hz

LHC7 0.24 (0.12)Hz
0.83 (0.30)Hz

t and tt  cross section -

~8.3M (~3M) tt( single top) events with 
10 fb-1 with √s = 13 TeV LHC 
~5.4M (~0.96 M) tt events produced by 
LHC in 2012 (2011) 
~2.5M (0.47 M) single top events 
produced by LHC in 2011 (2012)  

LHC is a TOP FACTORY  
Tevatron (lower energy collider): ∫Ldt =9.4 
fb-1 on tape, expect ~ 6.6∙104  tt events

-

-

-

-
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bkgs_tt: W/Z(+jets), single 
top, QCD, Di-bosons

t

l, q

ν, q’

b W
+

t

~32.4%
~67.6%

t

l, q

ν, 
q’

bW
+

p p

ℓν
qq

t

W
b

W

b

-

tt

τ to 
(e,μ) 
+jets 

(e,μ)+ 
jets

decayshad τ
+lep

all jets

di-lepton 
( e,μ) 

t

l, q

ν, q’

b

W
+

W q’/q’b, b 

t,sWt
1 or 2 jets

single top

bkgs_single_t:  tt +  same bkgs_tt

3.7%
9.8%

4.7%

29.6%
6.4%

45.7%

had τ
+jets 

- -

Final state signatures

•High PT jets of hadrons  
•b-jets 
•1 to 2 high PT leptons 
•Missing energy
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size matters

44m

25
m

 ATLAS &  CMS:  Top observers
ATLAS

14.6 
m

21.6m

2 trigger levels for event 
selection  

(ATLAS had 3 in the past)

#:"

The ATLAS Detector!
g134,"[2'2,')("72,X&)?)5E"

#:"

The ATLAS Detector!
g134,"[2'2,')("72,X&)?)5E"

p
θ

η = pseudorapidity =-ln (tan(θ/2))large ηsmall ηϕ

p
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 ATLAS and CMS: Top observers.....

23

Top event selection

tt̄ ! e+jets event display

��������

�
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���
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Top-quark pair cross-section measurement in the lepton+jets channel at ATLAS

e+jets candidate

di-lepton (μμ+jets) candidate

Top quark events are real 
commissioning tool: full detector 

at play!!

ϕ

large ηsmall η
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...with excellent data taking performance

24

Data sample for first top paper~3 pb-1

-

ATLAS 

Analyses use : ~4.5-5 fb-1 @7TeV , ~20-21 fb-1 @8TeV ~2.6 to 3.2 fb-1 @ 13 TeV

ATLAS LumiPublicPageRun2

2015 2015
CMSLumiPublicPage

CMS

Nevents(Δt)= ∫Ldt * cross section

2010 2011 2012
Delivered 0.04422 5.51 23.30

Recorded 0.04076 5.41 21.79
Uncertainty 4% 2.2% 2.6%

2010 2011 2012
Delivered 0.0481 5.46 22.8

Recorded 0.0450 5.06 21.3
Uncertainty 3.4% 1.8% 2.8%

lumi uncertainty: 5% lumi uncertainty: 2.7%
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...In a harsh 
environment

25

ATLAS LumiPublicPage
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M. Aleksa  
TOP2012Number of Interactions per Crossing

Shown is the luminosity-weighted 
distribution of the mean number 
of interactions per crossing for 
the 2011, 2012  and  the 2015 
data. 
The integrated luminosities and the 
mean mu values are given in the figure. 
The mean number of interactions per 
crossing corresponds the mean of the 
poisson distribution on the number of 
interactions per crossing calculated 
for each bunch.
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Selection/Ingredients for top quark pairs/single-top

t t

Electron	
• Good	isolated	calo	object	
• Matched	to	track	
• ET>25	GeV	
• |η|∈[0;1.37][1.52;2.47]

Muon	
• Segments	in	tracker	

and	muon	detector	
• Calo	and	track	

isolation	
• pT	>	20	GeV	|η|	<	2.5	

(2.1	for	CMS)

Jet	
• Topological	clusters,	Anti-kT	(R=0.4)	
• MC	Calibration	checked	w/data	
• pT	>	25	(20)	GeV	(30	for	CMS),				|η|	<	2.5	
• (large	JVF	=∑jet	trk	in	PV	pT/∑	jet	trk	pT		vs	pile-up	

jets,	CMS:	use	particle	flow	to	remove		
charged	hadrons	not	from	prim	vertex)	

b-Jet	
• Displaced	tracks	or	secondary	lepton	
• SV0:	reconstruct	sec.vertex	
• JetProb:	track/jet	compatibility	with	prim.	vertex	
• IP3D+SV1	+/or	JetFitter:	advanced	lkl/NN	taggers

Event	cleaning	
• Good	run	conditions	
• Primary	vertex		

(PV)with	at	least	5	
tracks	

• Bad	jet	veto	
• Cosmic	veto	(µµ)

b

bq

q

W

W l

ν

26

ATLAS (CMS is similar)
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ATLAS & CMS at the beginning of run2

27

P. Silva TOP 2014

10

10/34

Towards Run II and beyond

Towards the HL-LHC: detector upgrade strategies

Phase 0

Phase I

Phase II

Consolidate detectors, address operational issues, prepare for high pileup

● complete muon coverage, improve muon trigger, new smaller radius beam pipes 

● CMS : Replace HCAL forward PMTs and outer HPD � SiPM

● ATLAS : Diamond beam monitor, additional pixel layer
2013-2014

2018-2019

Mantain / improve performance at high pileup

● CMS: new pixels, HCAL SiPMs,  electronics, and L1-Trigger

● ATLAS: L1 trigger improvement, fast track trigger at L2, new muon small wheels

Mantain / improve performance at extreme pileup : sustain rate + radiation doses

● New inner detector, new calorimeter electronics, muon extension, trigger and DAQ upgrade 

● CMS: track trigger, replace endcap calorimeters

● ATLAS:  replace inner tracker, new forward calorimeter
2023-2024

Beyond Run2 

(P Ferreira da Silva @TOP2014)

mailto:fracesco.spano@cern.ch?subject=
https://indico.in2p3.fr/event/10114/session/32/contribution/37


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016 28

• W+jets
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August 14, 2011 – 13 : 52 DRAFT 6

jetsN
1 2 3 4  5≥

E
ve

n
ts

210

310

410

510

610
 = 7 TeVsData 2011,  

tt

W+Jets

QCD Multijet

Other EW

-1
 L dt = 0.70 fb∫

e + Jets

ATLAS Preliminary

(a) e + jets channel

jetsN
1 2 3 4  5≥

E
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n
ts
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510
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 = 7 TeVsData 2011,  

tt

W+Jets

QCD Multijet

Other EW

-1
 L dt = 0.70 fb∫

 + Jetsµ

ATLAS Preliminary

(b) µ + jets channel

Figure 1: Event yields in the control and signal region for the (a) e + jets and (b) µ + jets channels. The
W+jets and QCD multijet contributions are extracted from data as explained in the text. All other physics
processes are normalized to the predictions from MC simulation.

QCD multijet events is obtained from data, the normalization for W+jets events is measured exploiting205

the W boson production charge asymmetry as described above, while the shape comes from MC. All206

other contributions are taken from MC prediction for both normalization and shape.207

A likelihood discriminant is built from these input variables using the projective likelihood option208

in the TMVA package [22]. The likelihood discriminant Di for an event i is defined as the ratio of the209

signal to the sum of signal and background likelihoods, where the individual likelihoods are products of210

the corresponding probability densities of the discriminating input variables. This approach assumes that211

the latter are uncorrelated.212

The discriminant function is evaluated for each physics process considered in this analysis and the213

corresponding template is created. For tt̄, Z+jets, single top and diboson production templates are ob-214

tained from simulation and normalized to the luminosity of the data sample. For W+jets, templates are215

also obtained from MC but normalized to the data-driven yield estimate. A template for the QCD mul-216

tijet background is obtained from data using loose and tight events weighted according to the matrix217

method. Templates containing 20 bins each are created for each of six analysis channels corresponding218

to di⇥erent lepton flavor (e or µ) and jet multiplicity (3, 4 and ⇥ 5 jets) and combined into one, 120 bin,219

histogram as shown in Fig. 6.220

The tt̄ cross section is extracted by performing a maximum-likelihood fit to the discriminant dis-221

tribution observed in data using templates for signal and all backgrounds. The likelihood is defined as222

follows:223

L(⇧�,⇧⇥) =
120�

k=1

P(µk, nk) �
�

j

G(� j,� j) �
�

i

G(⇥i, 1) (3)

where the first term represents the Poisson probability density of observing nk events in bin k given that224

µk is expected from the sum of all templates. The second term implements a number of free parameters225

� j in the maximum likelihood fit constrained by Gaussian distributions with width � j corresponding to226

the a priori uncertainty on these parameters. The last term incorporates systematic uncertainties i that227

CA fbb 

simulated shapes
data-driven overall norm and flavour fractions

c
c q

fcc flight 
N

o
t

r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a
t
i
o

n
o

n
l
y

January 20, 2014 – 18 : 39 DRAFT 3

• Lepton pl
T > 20 GeV and |⌘l| < 2.5,69

• Neutrino p⌫T > 25 GeV and70

• mT(W) > 40 GeV,71

where mT(W) =
q

2pl
T p⌫T(1 � cos��) and �� is the azimuthal separation between the directions of the72

lepton and the neutrino in the transverse plane.73

The kinematic cuts applied on the charm are di↵erent in the two analyses since they are sensitive to74

di↵erent regions in phase space:75

• W + c-jet: c�jet pT > 25 GeV and |⌘| < 2.5 and76

• W + D(⇤)+ : D(⇤)+ pT > 8 GeV and|⌘| < 2.2.77

All cross-section measurements are reported as fiducial cross sections in OS-SS events. In this note,78

the inclusive cross-section measurements as well as the measurement di↵erential in lepton |⌘| are studied.79

The results are compared to the predictions of NLO QCD calculations, together with their sensitivity80

to the choice of PDF.81

The note is organized as follows. Section 3 introduces the methods used to determine the correlations82

among the W + c-jet and W +D(⇤)+ measurements, while Section 4 shows the results together with their83

correlated and uncorrelated uncertainties. The results are compared to theoretical predictions in Section 584

and the compatibility with di↵erent PDF predictions is assessed. Conclusions are drawn in Section 6.85

3 Combination procedure86

The combination of the data sets is based on the method developed in Ref. [3], which takes into account87

statistical uncertainties and accounts for systematic uncertainties (bin-to-bin correlated and uncorrelated)88

proportional to the central values of the respective cross sections.89

The following statistically independent cross-section measurements are used in the averaging proce-90

dure:91

• �fid,OS�SS(W+c) (electron channel)92

• �fid,OS�SS(W+c) (muon channel)93

• �fid,OS�SS(W+D⇤�) (electron-muon combined channel)94

(a) (b)

Figure 1: Lowest order Feynman diagrams for W+single charm production.

fc + )( +

observedunknownknown from MC & from step 1

where rMC is the ratio given by MC simulation of the number of W+jets events with a positively-charged
lepton to that with a negatively-charged lepton and Dcorr+(−) is the number of observed events with
a positively-charged (negatively-charged) lepton. Contributions to Dcorr+(−) from charge-asymmetric
processes such as single top, diboson and tt̄+W boson production are estimated from MC simulation
and are subtracted. Contributions from charge-symmetric processes such as tt̄ production cancel in the
difference on the right-hand side of Equation 2. The scale factor, CA, applied to the MC simulated samples
of W + jets events is then calculated as the ratio of the NW+ + NW− evaluated from data to that predicted
from MC simulation.

The value and statistical uncertainty obtained for CA in the electron (muon) channel are 1.026 ± 0.011
(0.978±0.010) with the resolved selection, and 0.89±0.06 (0.81±0.05) with the boosted selection. While
the CA scale factors determined are close to unity within statistical uncertainties, this method reduces the
systematic uncertainties (from the jet energy scale, b-tagging and other uncertainties) compared to using
W+jets MC simulation alone. Systematic uncertainties in the W+jets normalisation and flavour fraction
corrections are determined by rederiving these scale factors when a given systematic effect is applied.
The new scale factors are then used in producing the mreco

t t̄
mass spectrum for that particular systematic

uncertainty.

Scale factors for the relative fraction of heavy-flavour contributions from W + bb̄, W + cc̄, W + c are also
determined from data [102–104]. In determining these scale factors, events are required to satisfy all
selection criteria common between the boosted and resolved selections. Exactly two small-radius jets are
required without any b-tagging requirement.

The flavour fractions for W + bb̄, W + cc̄, W + c and W+light quark flavours are first determined from MC
simulation for this sample. The relative fraction of the W + bb̄ to W + cc̄ contribution is taken from MC
simulation and fixed at that value. A system of three equations is used to fit to the two-jet data sample
with at least one b-tagged jet in order to determine correction factors for each of the flavour fractions
determined from MC simulation:

!""
#
CA · (Nbb̄

MC,W− + Ncc̄
MC,W− ) CA · Nc

MC,W− CA · N l ight
MC,W−

( fbb̄ + fcc̄ ) fc f l ight
CA · (Nbb̄

MC,W+ + Ncc̄
MC,W+ ) CA · Nc

MC,W+ CA · N l ight
MC,W+

$%%
&
· !""
#
Kbb̄,cc̄

Kc

Kl ight

$%%
&
=
!""
#
DW−

1.0
DW+

$%%
&

(3)

where DW± is the expected number of W+jets events with a positively- charged or negatively-charged
lepton in the data. The flavour fraction is fflavour, and the correction factor for a given flavour component
is Kflavour. The different flavour labels are bb̄, cc̄, c, and light corresponding to W + bb̄, W + cc̄, W + c,
and W+light jets respectively. The numbers of positively-charged and negatively-charged leptons in the
data are found by subtracting all non-W+jets contributions, which are determined from MC simulations as
35% (15%) of the selected events for the electron (muon) channel. An iterative process is used to find the
Kflavour factors, which are then used to correct the corresponding flavour fractions fflavour that are applied
during the CA factor calculation. In this interative process, only the Kflavour and CA factors are allowed to
vary. The Kflavour factors are initially set to unity, thus altering the CA factor calculation. New correction
factors Kflavour are calculated by inverting the above equation, and then the process is repeated ten times,
with each repetition using the correction factors determined from the previous one. It was checked that
using more than ten iterations produced negligible changes in the extracted correction factors.

The correction factors found for the two-jet sample are extrapolated to higher jet multiplicities by keeping
the same relative ratio between them while conserving the normalisation in each jet multiplicity bin.
The Kflavour factors thus obtained are different from unity. For events containing electrons (muons), the

12

3. Derive CA as in step 1 but in rMC  use  Kxx  from step 2 keeping relative 
ratios between Kxx to derive a new prediction for NMC,W+/NMC,W- 

ATLAS ATLAS-CONF-2011-121
Data-driven Backgrounds - (single lepton+jets) - example from run1

2.Derive  fxx  from data 
1.Apply standard single lepton selection, excluding b-tagging and replacing jet 

requirements by Njet = 2, ≧1 b-tag; 
2. Derive  Kxx from matrix equation involving DW+ (DW-)  observed in 2-jet bin, 

after bkg subtraction 
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• Jet template

• Matrix method

THE MATRIX METHOD: LEPTON + JETS 
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DØ Collaboration, B. Abbott, et al., Phys. Rev. D 61 (2000) 072001. 

THE MATRIX METHOD: LEPTON + JETS 
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DØ Collaboration, B. Abbott, et al., Phys. Rev. D 61 (2000) 072001. 
THE MATRIX METHOD: LEPTON + JETS 
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f is the same, for background sources 
 
Both can be measured in pure or 
background event subtracted samples  

Then  
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���	  & you can completely 
determine the composition 
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DØ Collaboration, B. Abbott, et al., Phys. Rev. D 61 (2000) 072001. 

( J Boudreau, 
Top2012 )

Shape from jet triggered events 
with 1 high em. content jet.  
Normalize by fitting low ETmiss 
shape to data and extrapolate

Loose selection=relax lepton 
isolation & identification 

Standard 
selection

Fake
REAL

“Fake” leptons:  mis-id 
jets,γ→e+e-, non-prompt 
leptons (b/c-decays), 
punch-through had

r

f

Nfakes  (OS) =  MC (OS)
MC (SS)

[Data(SS)-NonFakeBkg(SS)]

Simulation: fakes dominate events with Same Sign (SS)  leptons e-μ- (e+μ+)

 Fakes Rate in SS ~ OS

In e+μ-   (e-μ+ )  Opposite Sign dilepton events,1 o2r 2 b-tag  

MC= tt with 1 had W,  W+jets, W+ 𝛾 +jets,  t-chan single top, Dibosons (negligible)

Data-driven Backgrounds

• SS extrapolation

ATLAS-CONF-2014-007
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(a) Central electron channel in the signal region
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(b) Muon channel in the signal region

 [GeV]miss
TE

Ev
en

ts
 / 

G
eV

0

1000

2000

3000

4000

 [GeV]miss
TE

0 50 100 150

Pr
ed

.
D

at
a-

Pr
ed

.

-0.2
0

0.2

 CR central electronW
Preliminary ATLAS =8 TeVs  -1 dt = 20.3 fbL ∫

data
-channel,Wt,s,ttt

+jetsW
+jets, dibosonZ

Multijet
MC stat.

(c) Central electron channel in the W-boson control re-
gion
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(d) Muon channel in theW-boson control region
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(e) Central electron channel in the top control region
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(f) Muon channel in the top control region

Figure 2: Observed and simulated EmissT distributions for the signal region ((a),(b)), theW-boson control-
region ((c),(d)), and the tt̄ control-region ((e),(f)) for electrons (left) and muons (right), respectively. The
normalisation is obtained from the maximum binned-likelihood fit to the EmissT distributions. The hatched
error band represents the uncertainty on the limited sample size. The relative difference (Oi − Ei)/Ei
between the observed Oi and expected Ei number of events in each bin i is shown in the lower histogram.
Events beyond the axis range are included in the last bin.7

 (tt single lepton+jets, single top t,s-chan)

• Fake leptons

(tt di-lepton, Wt single top)

mailto:fracesco.spano@cern.ch?subject=
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Figure 2. Jet multiplicity (left) in events passing the dilepton criteria, and (right) b-jet multiplicity
in events passing the full event selections but before the b-jet requirement, for the e±µ∓ channel.
In the right figure, the hatched bands show the total statistical and b-jet systematic uncertainties
in the event yields for the sum of the tt and background predictions. The hatched bands in the left
figure show only the total statistical uncertainty on the predicted event yields. The ratios of data
to the sum of the expected yields are given at the bottom.

with 1.5 ± 0.5, which is estimated using a template fit as described in [4]. For the e+e−

and µ+µ− channels the factors are found to be 1.7± 0.5 and 1.6± 0.5, respectively.

Non-prompt leptons can arise from decays of mesons or heavy-flavour quarks, jet

misidentification, photon conversions, or finite resolution detector effects whereas prompt

leptons usually originate from decays of W or Z bosons and are isolated and well identi-

fied. Backgrounds with non-prompt leptons are estimated [25] from a control sample of

collision data in which leptons are selected with relaxed identification and isolation require-

ments defining the loose lepton candidate, while the set of signal selection cuts described

in section 3 defines the tight lepton candidate. The prompt and non-prompt lepton ratios

are defined as the ratio of the number of tight candidates to the number of loose ones as

measured from samples enriched in leptonic decays of Z bosons or in QCD dijet events,

respectively. These ratios, parametrized as a function of pT and η of the lepton, are then

used to weight the events in the loose-loose dilepton sample, to obtain the estimated con-

tribution from the non-prompt lepton background in the signal region. The systematic

uncertainty comes from the jet pT spectrum in dijet events and amounts, together with

the statistical one, to 40% of the estimated yield.

5 Sources of systematic uncertainty

Simulated events are scaled according to the lepton efficiency correction factors, which

are typically close to one, measured using control samples in data, leading to a 1 to 2%

uncertainty in the tt selection efficiency.

The impact of uncertainty in the jet energy scale (JES) and jet energy resolution

(JER) are estimated from the change observed in the number of selected MC tt events

– 5 –

JHEP02 (2014) 024

MATRIX METHOD IN DILEPTON CHANNELS, 
SINGLE TOP WT CHANNEL 

Same idea, more categories (j=jet, l=lepton) 
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Data Driven Backgrounds (tt di-lepton, Wt single top)

‣ Get r and f : probability for loose “fake” and real leptons 
to pass standard sel.← control samples enriched with 
real (in Z window) or “fake” (low ETmiss) leptons  

‣ Combine with N(di-lep) for all loose “fake” & real  
pairs→fake standard lepton content  
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• Z/γ* bkg (ee, μμ)
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Figure 1: (a) Jet multiplicity distribution for ee+µµ+eµ events without b-tag. (b) Multiplicity distribu-
tion of b-tagged jets in ee+µµ+eµ events. Contributions from diboson and single top-quark events are
summarized as ‘Other EW’. Note that the events in (b) are not a simple subset of those in (a) because the
event selections for the b-tag and non-b-tag analyses differ.
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Figure 2: The HT distribution in the signal region for (a) the non-b-tag eµ channel, (b) the b-tagged eµ
channel. Contributions from diboson and single top-quark events are summarized as ‘Other EW’.
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ATLAS-CONF-2011-100
MATRIX METHOD IN DILEPTON CHANNELS, 
SINGLE TOP WT CHANNEL 

Same idea, more categories (j=jet, l=lepton) 
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(J Boudreau, 
Top2012 )

• Fake leptons : generalize single lepton estimate  

real,fake 
in loose

loose, 
standard

di-lep  
topologies

NZ/γ  (SR) =  MCZ/γ (SR)
MCZ/γ (CR)[Data(CR)-NonZBkg(CR)]

CR (SR)=in (out of) Z mass window

Assume constant Zdata/Z MC  
ratio in/out Z window 

mZ

http://dx.doi.org/10.1007/JHEP02%25282014%2529024
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 Simulated Backgrounds (all final states)

31

• Di-bosons 
(WW,WZ,ZZ)

Simulated shape+ 
rate set to approx 

NNLO

• Single top

Simulated shape+ 
rate set to SM

 normalizations=fit 
parameters, estimates are 

starting points for fit
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What we study about the top quark

32

top spin   
polarization

t

t
q/g

q/g

-

1
Introduction

The top quark is the heaviest elementary particle known, with a mass of m
t = 173.2 ± 0.9 GeV [1], has

a small lifetime (which does not allow bound-states of the top quark to be formed) and decays almost

exclusively to bW. This makes it a good object to test the Standard Model (SM) of particle physics.

According to the SM, flavour changing neutral currents (FCNC) are forbidden at tree level and are much

smaller than the dominant decay mode at one loop level.

Several SM
extensions predict higher branching fractions (BR) for the top quark FCNC decays.

Examples of such extensions are the quark-singlet model (QS) [2–4], the two-Higgs doublet model

with (FC 2HDM) or without (2HDM) flavour-conservation [5–10], the minimal supersymmetric model

(MSSM) [11–17], SUSY with R-parity violation (/R
SUSY) [18], the Topcolour-assisted Technicolour

model (TC2) [19] or models with warped extra dimensions (RS) [20, 21]. For a review see Ref. [22].

Figure 1 shows the dominant decay of the top quark, as well as possible FCNC decays involving a photon,

a Z boson or a gluon. Table 1 shows the predicted BR values for these models as well as those predicted

by the SM.The present experimental limits on the branching fractions of the FCNC top quark decay channels

established by experiments at the LEP, HERA and Tevatron colliders are shown in Table 2. The CDF

collaboration has also published limits derived from the search for FCNC direct top production: BR(t →

ug) < 3.9 × 10 −4
and BR(t →

cg) < 5.7 × 10 −3
[23]. Results from 35 pb −1

of LHC data collected during

2010 were also presented previously by ATLAS [24]: BR(t →
qZ) < 17%

and σ
qg→t×BR(t →

bW) <

17.3 pb −1
.In this note, results of a search by ATLAS for FCNC decays of the top quark are presented. The

search for the t →
qZ decays was performed by searching for top quark pairs in which one of the top

quarks decays through FCNC and the other through the SM
dominant mode, considering only Z boson

decays to charged leptons and W
boson leptonic decays. The main background sources are ZZ and WZ

events, which include three charged leptons in the final state, and were estimated with Monte Carlo

simulation. Backgrounds with one (such as WW, Z+jets and dileptonic tt̄ events), two (such as W+jets

and single lepton tt̄ events) or three (such as QCD multi-jet and hadronic tt̄ events) fake leptons, were

estimated by data-driven (DD) methods.

This note is organised as follows: the ATLAS detector, the collected data samples, and the simulated

samples of signal and expected background from SM
processes are described in Sections 2 and 3. Sec-

tion 4 summarizes the object definition. The t →
qZ search analysis is discussed in Section 5, while the

sources of systematic uncertainties are described in Section 6. Conclusions are presented in Section 7.

a)

b)

c)

d)

Figure 1: Top quark decays: a) the dominant SM
decay channel t →

bW
and the FCNC channels of SM

extensions b) t →
qZ, c) t →

qγ and d) t →
qg, with q = u, c. The dots represent the FCNC vertices.

The subsequentW
and Z boson decays into leptons or quarks are also represented.
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Measurement of top cross sections: σtt  and σt

33

or 
how many top quarks have we got?

Start to combine results at the LHC...

-

top pair and single top production

Nobserved=Nbkg+ ∫Ldt * σtt or t* detection/extrapolation efficiency

important test of SM
related to fundamental parameters of SM: mtop  and alpha_s
sensitive to new physics  
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Since#top#pair#produc<on#has#colored#final#states,#
they#have#to#connect#with#the#underlying#event

• Compare$different$
tunes#of#underlying#
event#and#color#
(reH)connec<on#

• Could#lead#to#top#
an<Htop#differences#

• Different#producDon$
modes#are#affected#
differently
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1. Experimental%
2. bJfrag./hadronizaHon%
3. Hard%scaLering%
4. NonJperturbaHve%QCD

neutrinos are used 
to define ETmiss

Leptons: from W decay 
(not from hadron)+ “dressed” with non-measurable FSR

Differential cross section measurements
• Provide additional constraints on mt, αS, PDF,  pQCD, new physics 

• use final state products to reconstruct top quark candidates

• compare to theory ⇒ “unsmear" data for reconstruction, resolution, parton shower effects

• Whenever possible find theory-safe definitions (pseudo-top)

• mimic at particle level the selections and reconstruction algorithms

• Comparisons to fixed order computations  require “unsmearing" to parton level

14

b jets cluster intermediate b hadrons 
(momentum re-scaled to negligible 
value to preserve jet kinematics)

leptons are “dressed” with 
non-measurable FSR

Jets clustered from stable particles

neutrinos are used to 
define missing ET

Pseudo-top
more details in 

LHCTOPWG twiki

jet 1

jet 4

jet 2

jet 3

muon

)

Jets: anti-kT algorithm (as for reco jets), cluster all but  
prompt particles (i.e, ν, µ from hadron decays are 
inside jets)

b-jets: contains 
any of the decay 
products of a B-
hadron

§ Particle level, fiducial phase space

§ Phase space definition closely follows the (detector-level) event selection
§ Object definition at generator level: based on stable particles after radiation & hadronization

Correct to

§Detector  Level 

Figure by B Stieger (CERN)

essential clues

How is cross section (σ) measured? The Extrapolation
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§ Phase space definition closely follows the (detector-level) event selection
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§ Parton level,full 
phase space

Correct to

• generated 
quarks before 
decay and after 
QCD radiation

Figure by B Stieger (CERN)

essential clues
How is cross section (σ) measured? The Extrapolation
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essential clues

• Dilepton e channel: emerging as the most precise  
• low bkg , reduction of syst uncertainties from jets

Top specific!

Dilepton Channel at 7 TeV ATLAS Detector

µe Channel: Fiducial stt̄ and Systematic Uncertainties
arXiv:1407.0573

Fiducial Cross Section

• Allows direct comparisons between theoretical
calculations and experimental measurements.
Most model-independent measurement.

• The stotal
tt̄ is an extrapolation of the fiducial

cross section to the full phase space.
• Extraction (fiducial and total stt̄):

sfid/total
tt̄ =

Nevt

E ⇥A⇥ Br ⇥ L ) stotal
tt̄ =

sfid
tt̄

A⇥ Br

• Acceptance (A) extrapolates the stt̄ to the full
kinematic region. Efficiency (E ) includes RECO,
ID, ISO, Trigger...

A =
NCuts

GEN
NGEN

; E =
NRECO

NCut
GEN

Where “Cuts”: pT, h...

Systematic Uncertainties

Source tt̄ [%]
E A⇥ E Shape

ISR/FSR+Scale ±1.1 ±0.4 +1.0(�1.5)
Generator ±0.7 ±0.8 +0.2(�0.0)
PS Modeling ±0.9 ±0.6 +0.0(�0.1)
PDF ±0.6 ±1.7 ±0.5
e reco., ID, ISO ±3.2 +0.0(�0.1)
µ reco ±0.8 +0.0(�0.0)
JES ±0.8 +1.4(�1.4)
JER ±0.2 +0.3(�0.0)
background ±0.8

Beam Energy Uncertainty

• Beam energy at 8 TeV was calibrated
to be 0.30 ± 0.66% smaller than the
nominal value.

• Propagated to stt̄ )⇠ 1.7% of
uncertainty.

Brochero J. (CMS and ATLAS Collaborations) Inclusive tt̄ Cross Section at the LHC September 29, 2014 8 / 18
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1+3
1+2+3+4

1+2
1+3=

=

Pass Reco, Pass 
PL

Pass Reco, Fail 
PL

Fail Reco 
Pass PL

Fail Reco,  
Fail PL

Reco

to correct to
3

Fiducial

How is cross section (σ) measured? The Extrapolation

• Particle level, fiducial phase space:durable 
connection with theory

‣ Store & compare results with evolving predictions: Robust 

Independent Validation of Experiment and Theory

‣ usually reduced modelling uncertainties


• Parton level : Comparison with highest order QCD 
calculations, so far only available in production
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gluon fusionqq annihilation

Dominant production scheme  

top pair production
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• Simultaneous fit for σtt and εb, efficiency to 
select, reco and b-tag a jet in 1-b-tag and 2-
b-tag samples→minimize jet & b-tag syst 

The distribution of the number of b-tagged jets in opposite-sign eµ events is shown in Figure 1, and
compared to the baseline and alternative tt̄ and background simulation samples. The tt̄ contribution is
normalised to the theoretical prediction of 832 pb for the tt̄ cross-section at

p
s = 13 TeV. The agreement

between data and simulation in the one and two b-tagged bins used for the cross-section measurement is
good. However, the data has about 40 % more events with three or more b-tags than the baseline simulation,
indicating a potential mismodelling of events with tt̄ in association with additional heavy-flavour jets, as
discussed further in Section 7. The 11 % excess of data over simulation for events with zero b-tagged jets
does not a�ect the measurement, and is compatible with the expected uncertainties in modelling Z+jets
and in particular WW production [47]. Distributions of the number of jets, the jet pT, and the electron and
muon |⌘ | and pT are shown for opposite-sign eµ events with at least one b-tagged jet in Figure 2, where
the simulation is normalised to the same number of events as the data. In general, the agreement between
data and simulation is good.
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Figure 1: Distribution of the number of b-tagged jets in preselected opposite-sign eµ events. The data are
shown compared to the expectation from simulation, broken down into contributions from tt̄ (using the baseline
P�����+P�����6 sample), Wt single top, Z+jets, dibosons, and events with fake electrons or muons, normalised to
the same integrated luminosity as the data. The lower part of the figure shows the ratio of simulation to data, using
various tt̄ signal samples, and the cyan band indicates the statistical uncertainty. The tt̄ contribution is normalised
to the theoretical prediction of 832 pb for the tt̄ cross-section at

p
s = 13 TeV.

6 Background estimation

Most background contributions are estimated from simulation. The Wt single top background is normal-
ised to the approximate NNLO cross-section of 71.7 ± 3.8 pb, determined as in Ref. [48]. The diboson
background normalisation is estimated using S����� as discussed in Section 3. The normalisation of the
Z+jets background, originating from events with a Z ! ⌧⌧ ! eµ decay accompanied by one or two
b-tagged jets, is determined by scaling the S����� simulation with scale factors obtained in Z ! ee and
Z ! µµ events as described in Section 7.

7

~89% ~96%

ℓνℓνbb  

Inclusive σtt :  dilepton - √s =7,8,13 TeV
∫Ldt ~3.2 fb-1 (2015)
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the statistical and systematic uncertainties when tightening
the jet and lepton η cuts, raising the lepton pT cut up to
55 GeV and changing the b-tagging working point between
efficiencies of 60 % and 80 %. No additional uncertainties
were assigned as a result of these studies.

7 Results

Combining the estimates of ϵeµ and Cb from simulation sam-
ples, the estimates of the background N bkg

1 and N bkg
2 shown

in Table 1 and the data integrated luminosities, the t t cross-
section was determined by solving Eq. (1) to be:

σt t = 182.9 ± 3.1 ± 4.2 ± 3.6 ± 3.3 pb (
√

s = 7 TeV) and

σt t = 242.4 ± 1.7 ± 5.5 ± 7.5 ± 4.2 pb (
√

s = 8 TeV),

where the four uncertainties arise from data statistics, exper-
imental and theoretical systematic effects related to the anal-
ysis, knowledge of the integrated luminosity and of the LHC
beam energy. The total uncertainties are 7.1 pb (3.9 %) at√

s = 7 TeV and 10.3 pb (4.3 %) at
√

s = 8 TeV. A detailed
breakdown of the different components is given in Table 3.
The results are reported for a fixed top quark mass of mt=
172.5 GeV, and have a dependence on this assumed value of
dσt t/dmt = −0.28 %/GeV. The product of jet reconstruc-
tion and b-tagging efficiencies ϵb was measured to be 0.557±
0.009 at

√
s = 7 TeV and 0.540 ± 0.006 at

√
s = 8 TeV, in

both cases consistent with the values in simulation.
The results are shown graphically as a function of

√
s

in Fig. 6, together with previous ATLAS measurements of
σt t at

√
s = 7 TeV in the ee, µµ and eµ dilepton chan-

nels using a count of the number of events with two leptons
and at least two jets in an 0.7 fb−1 dataset [61], and using a
fit of jet multiplicities and missing transverse momentum in
the eµ dilepton channel alone with the full 4.6 fb−1 dataset
[62]. The

√
s = 7 TeV results are all consistent, but cannot

be combined as they are not based on independent datasets.
The measurements from this analysis at both centre-of-mass
energies are consistent with the NNLO+NNLL QCD calcu-
lations discussed in Sect. 2. The

√
s = 7 TeV result is 13 %

higher than a previous measurement by the CMS collabo-
ration [63], whilst the

√
s = 8 TeV result is consistent with

that from CMS [64].
From the present analysis, the ratio of cross-sections Rtt =

σt t (8 TeV)/σt t (7 TeV) was determined to be:

Rtt = 1.326 ± 0.024 ± 0.015 ± 0.049 ± 0.001

with uncertainties defined as above, adding in quadrature to
a total of 0.056. The experimental systematic uncertainties
(apart from the statistical components of the lepton isolation
and misidentified lepton uncertainties, which were evaluated
independently from data in each dataset) and the LHC beam
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Fig. 6 Measurements of the t t cross-section at
√

s = 7 TeV and√
s = 8 TeV from this analysis (eµ b-tag) together with previous

ATLAS results at
√

s = 7 TeV using the ee, µµ and eµ channels [61]
and using a fit to jet multiplicities and missing transverse momentum
in the eµ channel [62]. The uncertainties in

√
s due to the LHC beam

energy uncertainty are displayed as horizontal error bars, and the verti-
cal error bars do not include the corresponding cross-section uncertain-
ties. The three

√
s = 7 TeV measurements are displaced horizontally

slightly for clarity. The NNLO+NNLL prediction [6,7] described in
Sect. 2 is also shown as a function of

√
s, for fixed mt= 172.5 GeV and

with the uncertainties from PDFs, αs and QCD scale choices indicated
by the green band

energy uncertainty are correlated between the two centre-of-
mass energies. The luminosity uncertainties were taken to be
uncorrelated between energies. The result is consistent with
the QCD NNLO+NNLL predicted ratio of 1.430 ± 0.013
(see Sect. 2), which in addition to the quoted PDF, αs and
QCD scale uncertainties varies by only ±0.001 for a ±1 GeV
variation of mt .

7.1 Fiducial cross-sections

The preselection efficiency ϵeµ can be written as the prod-
uct of two terms ϵeµ = AeµGeµ, where the acceptance
Aeµ represents the fraction of t t events which have a true
opposite-sign eµ pair from t → W → ℓ decays (including
via W → τ → ℓ), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed and
pass all the identification and isolation requirements. A fidu-
cial cross-section σ fid

t t can then be defined as σ fid
t t = Aeµσt t ,

and measured by replacing σt tϵeµ with σ fid
t t Geµ in Eq. (1),

leaving the background terms unchanged. Measurement of
the fiducial cross-section avoids the systematic uncertainties
associated with Aeµ, i.e. the extrapolation from the mea-
sured lepton phase space to the full phase space populated by
inclusive t t production. In this analysis, these come mainly
from knowledge of the PDFs and the QCD scale uncertain-
ties. Since the analysis technique naturally corrects for the
fraction of jets which are outside the kinematic acceptance

123

Measure σtt (parton level) & σfid (particle level,)
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energy uncertainty are correlated between the two centre-of-
mass energies. The luminosity uncertainties were taken to be
uncorrelated between energies. The result is consistent with
the QCD NNLO+NNLL predicted ratio of 1.430 ± 0.013
(see Sect. 2), which in addition to the quoted PDF, αs and
QCD scale uncertainties varies by only ±0.001 for a ±1 GeV
variation of mt .

7.1 Fiducial cross-sections

The preselection efficiency ϵeµ can be written as the prod-
uct of two terms ϵeµ = AeµGeµ, where the acceptance
Aeµ represents the fraction of t t events which have a true
opposite-sign eµ pair from t → W → ℓ decays (including
via W → τ → ℓ), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed and
pass all the identification and isolation requirements. A fidu-
cial cross-section σ fid

t t can then be defined as σ fid
t t = Aeµσt t ,

and measured by replacing σt tϵeµ with σ fid
t t Geµ in Eq. (1),

leaving the background terms unchanged. Measurement of
the fiducial cross-section avoids the systematic uncertainties
associated with Aeµ, i.e. the extrapolation from the mea-
sured lepton phase space to the full phase space populated by
inclusive t t production. In this analysis, these come mainly
from knowledge of the PDFs and the QCD scale uncertain-
ties. Since the analysis technique naturally corrects for the
fraction of jets which are outside the kinematic acceptance

123

= fraction of tt ev. with 1 eμ  “dressed” pair from W

Dilepton Channel at 7 TeV and 8 TeV ATLAS Detector

µe Channel: Measurement Using Events with b-tagged Jets
arXiv:1406.5375

Method

• Simultaneous measurement of stt̄ and eb .

N1 = Lstt̄eeµ2eb(1 � Cbeb) + Nbkg
1

N2 = Lstt̄eeµCbe2
b + Nbkg

2

• eb is the product of b-tagging efficiency
and jet kinematic acceptance for tt̄ events.

• eeµ is the leptonic acceptance.
• Cb is a correlation coefficient of eb :

Cb = ebb/e2
b ⇠ 1.

• Leptonic acceptance eeµ and tagging
correlation Cb evaluated from tt̄
simulation.

• Simultaneous measurement (stt̄ and eb)
reduces related systematic uncertainties.
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at
√

s = 7 TeV jets were required to have at least 75 % of
the scalar sum of the pT of tracks associated with the jet
coming from tracks associated with the event primary ver-
tex. The latter was defined as the reconstructed vertex with
the highest sum of associated track p2

T. Motivated by the
higher pileup background, in the

√
s = 8 TeV dataset this

requirement was loosened to 50 %, only applied to jets with
pT < 50 GeV and |η| < 2.4, and the effects of pileup on the
jet energy calibration were further reduced using the jet-area
method as described in Ref. [48]. Finally, to further suppress
non-isolated leptons likely to have come from heavy-flavour
decays inside jets, electrons and muons within ∆R = 0.4 of
selected jets were also discarded.

Jets were b-tagged as likely to have originated from b
quarks using the MV1 algorithm, a multivariate discriminant
making use of track impact parameters and reconstructed
secondary vertices [49,50]. Jets were defined to be b-tagged
if the MV1 discriminant value was larger than a threshold
(working point) corresponding approximately to a 70 % effi-
ciency for tagging b-quark jets from top decays in t t events,
with a rejection factor of about 140 against light-quark and
gluon jets, and about five against jets originating from charm
quarks.

Events were required to have at least one reconstructed
primary vertex with at least five associated tracks, and
no jets failing jet quality and timing requirements. Events
with muons compatible with cosmic-ray interactions and
muons losing substantial fractions of their energy through
bremsstrahlung in the detector material were also removed.
A preselection requiring exactly one electron and one muon
selected as described above was then applied, with at least
one of the leptons being matched to an electron or muon
object triggering the event. Events with an opposite-sign eµ
pair constituted the main analysis sample, whilst events with
a same-sign eµ pair were used in the estimation of the back-
ground from misidentified leptons.

5 Extraction of the t t cross-section

The t t production cross-section σt t was determined by count-
ing the numbers of opposite-sign eµ events with exactly one
(N1) and exactly two (N2) b-tagged jets. No requirements
were made on the number of untagged jets; such jets origi-
nate from b-jets from top decays which were not tagged, and
light-quark, charm-quark or gluon jets from QCD radiation.
The two event counts can be expressed as:

N1 = Lσt t ϵeµ2ϵb(1 − Cbϵb) + N bkg
1

N2 = Lσt t ϵeµCbϵb
2 + N bkg

2 (1)

where L is the integrated luminosity of the sample, ϵeµ is
the efficiency for a t t event to pass the opposite-sign eµ

preselection and Cb is a tagging correlation coefficient close
to unity. The combined probability for a jet from the quark
q in the t → Wq decay to fall within the acceptance of the
detector, be reconstructed as a jet with transverse momentum
above the selection threshold, and be tagged as a b-jet, is
denoted by ϵb. Although this quark is almost always a b
quark, ϵb thus also accounts for the approximately 0.2 % of
top quarks that decay to W s or W d rather than W b, slightly
reducing the effective b-tagging efficiency. Furthermore, the
value of ϵb is slightly increased by the small contributions
to N1 and N2 from mistagged light-quark, charm-quark or
gluon jets from radiation in t t events, although more than
98 % of the tagged jets are expected to contain particles from
B-hadron decays in both the one and two b-tag samples.

If the decays of the two top quarks and the subsequent
reconstruction of the two b-tagged jets are completely inde-
pendent, the probability to tag both b-jets ϵbb is given
by ϵbb = ϵb

2. In practice, small correlations are present
for both kinematic and instrumental reasons, and these are
taken into account via the tagging correlation Cb, defined as
Cb = ϵbb/ϵb

2 or equivalently Cb = 4N tt
eµN tt

2 /(N tt
1 +2N tt

2 )2,

where N tt
eµ is the number of preselected eµ t t events and N tt

1

and N tt
2 are the numbers of t t events with one and two b-

tagged jets. Values of Cb greater than one correspond to a
positive correlation, where a second jet is more likely to be
selected if the first one is already selected, whilst Cb = 1 cor-
responds to no correlation. This correlation term also com-
pensates for the effect on ϵb, N1 and N2 of the small number
of mistagged charm-quark or gluon jets from radiation in the
t t events.

Background from sources other than t t → eµννbb also
contributes to the event counts N1 and N2, and is given by
the terms N bkg

1 and N bkg
2 . The preselection efficiency ϵeµ

and tagging correlation Cb were taken from t t event simula-
tion, and the background contributions N bkg

1 and N bkg
2 were

estimated using a combination of simulation- and data-based
methods, allowing the two equations in Eq. (1) to be solved
numerically yielding σt t and ϵb.

A total of 11796 events passed the eµ opposite-sign pre-
selection in

√
s = 7 TeV data, and 66453 in

√
s = 8 TeV

data. Table 1 shows the number of events with one and two
b-tagged jets, together with the estimates of non-t t back-
ground and their systematic uncertainties discussed in detail
in Sect. 5.1 below. The samples with one b-tagged jet are
expected to be about 89 % pure in t t events, with the domi-
nant background coming from W t single top production, and
smaller contributions from events with misidentified leptons,
Z+jets and dibosons. The samples with two b-tagged jets are
expected to be about 96 % pure in t t events, with W t pro-
duction again being the dominant background.

Distributions of the number of b-tagged jets in opposite-
sign eµ events are shown in Fig. 1, and compared to the
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the statistical and systematic uncertainties when tightening
the jet and lepton η cuts, raising the lepton pT cut up to
55 GeV and changing the b-tagging working point between
efficiencies of 60 % and 80 %. No additional uncertainties
were assigned as a result of these studies.

7 Results

Combining the estimates of ϵeµ and Cb from simulation sam-
ples, the estimates of the background N bkg

1 and N bkg
2 shown

in Table 1 and the data integrated luminosities, the t t cross-
section was determined by solving Eq. (1) to be:

σt t = 182.9 ± 3.1 ± 4.2 ± 3.6 ± 3.3 pb (
√

s = 7 TeV) and

σt t = 242.4 ± 1.7 ± 5.5 ± 7.5 ± 4.2 pb (
√

s = 8 TeV),

where the four uncertainties arise from data statistics, exper-
imental and theoretical systematic effects related to the anal-
ysis, knowledge of the integrated luminosity and of the LHC
beam energy. The total uncertainties are 7.1 pb (3.9 %) at√

s = 7 TeV and 10.3 pb (4.3 %) at
√

s = 8 TeV. A detailed
breakdown of the different components is given in Table 3.
The results are reported for a fixed top quark mass of mt=
172.5 GeV, and have a dependence on this assumed value of
dσt t/dmt = −0.28 %/GeV. The product of jet reconstruc-
tion and b-tagging efficiencies ϵb was measured to be 0.557±
0.009 at

√
s = 7 TeV and 0.540 ± 0.006 at

√
s = 8 TeV, in

both cases consistent with the values in simulation.
The results are shown graphically as a function of

√
s

in Fig. 6, together with previous ATLAS measurements of
σt t at

√
s = 7 TeV in the ee, µµ and eµ dilepton chan-

nels using a count of the number of events with two leptons
and at least two jets in an 0.7 fb−1 dataset [61], and using a
fit of jet multiplicities and missing transverse momentum in
the eµ dilepton channel alone with the full 4.6 fb−1 dataset
[62]. The

√
s = 7 TeV results are all consistent, but cannot

be combined as they are not based on independent datasets.
The measurements from this analysis at both centre-of-mass
energies are consistent with the NNLO+NNLL QCD calcu-
lations discussed in Sect. 2. The

√
s = 7 TeV result is 13 %

higher than a previous measurement by the CMS collabo-
ration [63], whilst the

√
s = 8 TeV result is consistent with

that from CMS [64].
From the present analysis, the ratio of cross-sections Rtt =

σt t (8 TeV)/σt t (7 TeV) was determined to be:

Rtt = 1.326 ± 0.024 ± 0.015 ± 0.049 ± 0.001

with uncertainties defined as above, adding in quadrature to
a total of 0.056. The experimental systematic uncertainties
(apart from the statistical components of the lepton isolation
and misidentified lepton uncertainties, which were evaluated
independently from data in each dataset) and the LHC beam
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√
s = 7 TeV measurements are displaced horizontally

slightly for clarity. The NNLO+NNLL prediction [6,7] described in
Sect. 2 is also shown as a function of

√
s, for fixed mt= 172.5 GeV and

with the uncertainties from PDFs, αs and QCD scale choices indicated
by the green band

energy uncertainty are correlated between the two centre-of-
mass energies. The luminosity uncertainties were taken to be
uncorrelated between energies. The result is consistent with
the QCD NNLO+NNLL predicted ratio of 1.430 ± 0.013
(see Sect. 2), which in addition to the quoted PDF, αs and
QCD scale uncertainties varies by only ±0.001 for a ±1 GeV
variation of mt .

7.1 Fiducial cross-sections

The preselection efficiency ϵeµ can be written as the prod-
uct of two terms ϵeµ = AeµGeµ, where the acceptance
Aeµ represents the fraction of t t events which have a true
opposite-sign eµ pair from t → W → ℓ decays (including
via W → τ → ℓ), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed and
pass all the identification and isolation requirements. A fidu-
cial cross-section σ fid

t t can then be defined as σ fid
t t = Aeµσt t ,

and measured by replacing σt tϵeµ with σ fid
t t Geµ in Eq. (1),

leaving the background terms unchanged. Measurement of
the fiducial cross-section avoids the systematic uncertainties
associated with Aeµ, i.e. the extrapolation from the mea-
sured lepton phase space to the full phase space populated by
inclusive t t production. In this analysis, these come mainly
from knowledge of the PDFs and the QCD scale uncertain-
ties. Since the analysis technique naturally corrects for the
fraction of jets which are outside the kinematic acceptance
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the statistical and systematic uncertainties when tightening
the jet and lepton η cuts, raising the lepton pT cut up to
55 GeV and changing the b-tagging working point between
efficiencies of 60 % and 80 %. No additional uncertainties
were assigned as a result of these studies.

7 Results

Combining the estimates of ϵeµ and Cb from simulation sam-
ples, the estimates of the background N bkg

1 and N bkg
2 shown

in Table 1 and the data integrated luminosities, the t t cross-
section was determined by solving Eq. (1) to be:

σt t = 182.9 ± 3.1 ± 4.2 ± 3.6 ± 3.3 pb (
√

s = 7 TeV) and

σt t = 242.4 ± 1.7 ± 5.5 ± 7.5 ± 4.2 pb (
√

s = 8 TeV),

where the four uncertainties arise from data statistics, exper-
imental and theoretical systematic effects related to the anal-
ysis, knowledge of the integrated luminosity and of the LHC
beam energy. The total uncertainties are 7.1 pb (3.9 %) at√

s = 7 TeV and 10.3 pb (4.3 %) at
√

s = 8 TeV. A detailed
breakdown of the different components is given in Table 3.
The results are reported for a fixed top quark mass of mt=
172.5 GeV, and have a dependence on this assumed value of
dσt t/dmt = −0.28 %/GeV. The product of jet reconstruc-
tion and b-tagging efficiencies ϵb was measured to be 0.557±
0.009 at

√
s = 7 TeV and 0.540 ± 0.006 at

√
s = 8 TeV, in

both cases consistent with the values in simulation.
The results are shown graphically as a function of

√
s

in Fig. 6, together with previous ATLAS measurements of
σt t at

√
s = 7 TeV in the ee, µµ and eµ dilepton chan-

nels using a count of the number of events with two leptons
and at least two jets in an 0.7 fb−1 dataset [61], and using a
fit of jet multiplicities and missing transverse momentum in
the eµ dilepton channel alone with the full 4.6 fb−1 dataset
[62]. The

√
s = 7 TeV results are all consistent, but cannot

be combined as they are not based on independent datasets.
The measurements from this analysis at both centre-of-mass
energies are consistent with the NNLO+NNLL QCD calcu-
lations discussed in Sect. 2. The

√
s = 7 TeV result is 13 %

higher than a previous measurement by the CMS collabo-
ration [63], whilst the

√
s = 8 TeV result is consistent with

that from CMS [64].
From the present analysis, the ratio of cross-sections Rtt =

σt t (8 TeV)/σt t (7 TeV) was determined to be:

Rtt = 1.326 ± 0.024 ± 0.015 ± 0.049 ± 0.001

with uncertainties defined as above, adding in quadrature to
a total of 0.056. The experimental systematic uncertainties
(apart from the statistical components of the lepton isolation
and misidentified lepton uncertainties, which were evaluated
independently from data in each dataset) and the LHC beam
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energy uncertainty are correlated between the two centre-of-
mass energies. The luminosity uncertainties were taken to be
uncorrelated between energies. The result is consistent with
the QCD NNLO+NNLL predicted ratio of 1.430 ± 0.013
(see Sect. 2), which in addition to the quoted PDF, αs and
QCD scale uncertainties varies by only ±0.001 for a ±1 GeV
variation of mt .

7.1 Fiducial cross-sections

The preselection efficiency ϵeµ can be written as the prod-
uct of two terms ϵeµ = AeµGeµ, where the acceptance
Aeµ represents the fraction of t t events which have a true
opposite-sign eµ pair from t → W → ℓ decays (including
via W → τ → ℓ), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed and
pass all the identification and isolation requirements. A fidu-
cial cross-section σ fid

t t can then be defined as σ fid
t t = Aeµσt t ,

and measured by replacing σt tϵeµ with σ fid
t t Geµ in Eq. (1),

leaving the background terms unchanged. Measurement of
the fiducial cross-section avoids the systematic uncertainties
associated with Aeµ, i.e. the extrapolation from the mea-
sured lepton phase space to the full phase space populated by
inclusive t t production. In this analysis, these come mainly
from knowledge of the PDFs and the QCD scale uncertain-
ties. Since the analysis technique naturally corrects for the
fraction of jets which are outside the kinematic acceptance
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the statistical and systematic uncertainties when tightening
the jet and lepton η cuts, raising the lepton pT cut up to
55 GeV and changing the b-tagging working point between
efficiencies of 60 % and 80 %. No additional uncertainties
were assigned as a result of these studies.

7 Results

Combining the estimates of ϵeµ and Cb from simulation sam-
ples, the estimates of the background N bkg

1 and N bkg
2 shown

in Table 1 and the data integrated luminosities, the t t cross-
section was determined by solving Eq. (1) to be:

σt t = 182.9 ± 3.1 ± 4.2 ± 3.6 ± 3.3 pb (
√

s = 7 TeV) and

σt t = 242.4 ± 1.7 ± 5.5 ± 7.5 ± 4.2 pb (
√

s = 8 TeV),

where the four uncertainties arise from data statistics, exper-
imental and theoretical systematic effects related to the anal-
ysis, knowledge of the integrated luminosity and of the LHC
beam energy. The total uncertainties are 7.1 pb (3.9 %) at√

s = 7 TeV and 10.3 pb (4.3 %) at
√

s = 8 TeV. A detailed
breakdown of the different components is given in Table 3.
The results are reported for a fixed top quark mass of mt=
172.5 GeV, and have a dependence on this assumed value of
dσt t/dmt = −0.28 %/GeV. The product of jet reconstruc-
tion and b-tagging efficiencies ϵb was measured to be 0.557±
0.009 at

√
s = 7 TeV and 0.540 ± 0.006 at

√
s = 8 TeV, in

both cases consistent with the values in simulation.
The results are shown graphically as a function of

√
s

in Fig. 6, together with previous ATLAS measurements of
σt t at

√
s = 7 TeV in the ee, µµ and eµ dilepton chan-

nels using a count of the number of events with two leptons
and at least two jets in an 0.7 fb−1 dataset [61], and using a
fit of jet multiplicities and missing transverse momentum in
the eµ dilepton channel alone with the full 4.6 fb−1 dataset
[62]. The

√
s = 7 TeV results are all consistent, but cannot

be combined as they are not based on independent datasets.
The measurements from this analysis at both centre-of-mass
energies are consistent with the NNLO+NNLL QCD calcu-
lations discussed in Sect. 2. The

√
s = 7 TeV result is 13 %

higher than a previous measurement by the CMS collabo-
ration [63], whilst the

√
s = 8 TeV result is consistent with

that from CMS [64].
From the present analysis, the ratio of cross-sections Rtt =

σt t (8 TeV)/σt t (7 TeV) was determined to be:

Rtt = 1.326 ± 0.024 ± 0.015 ± 0.049 ± 0.001

with uncertainties defined as above, adding in quadrature to
a total of 0.056. The experimental systematic uncertainties
(apart from the statistical components of the lepton isolation
and misidentified lepton uncertainties, which were evaluated
independently from data in each dataset) and the LHC beam
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energy uncertainty are correlated between the two centre-of-
mass energies. The luminosity uncertainties were taken to be
uncorrelated between energies. The result is consistent with
the QCD NNLO+NNLL predicted ratio of 1.430 ± 0.013
(see Sect. 2), which in addition to the quoted PDF, αs and
QCD scale uncertainties varies by only ±0.001 for a ±1 GeV
variation of mt .

7.1 Fiducial cross-sections

The preselection efficiency ϵeµ can be written as the prod-
uct of two terms ϵeµ = AeµGeµ, where the acceptance
Aeµ represents the fraction of t t events which have a true
opposite-sign eµ pair from t → W → ℓ decays (including
via W → τ → ℓ), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed and
pass all the identification and isolation requirements. A fidu-
cial cross-section σ fid

t t can then be defined as σ fid
t t = Aeµσt t ,

and measured by replacing σt tϵeµ with σ fid
t t Geµ in Eq. (1),

leaving the background terms unchanged. Measurement of
the fiducial cross-section avoids the systematic uncertainties
associated with Aeµ, i.e. the extrapolation from the mea-
sured lepton phase space to the full phase space populated by
inclusive t t production. In this analysis, these come mainly
from knowledge of the PDFs and the QCD scale uncertain-
ties. Since the analysis technique naturally corrects for the
fraction of jets which are outside the kinematic acceptance
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the statistical and systematic uncertainties when tightening
the jet and lepton η cuts, raising the lepton pT cut up to
55 GeV and changing the b-tagging working point between
efficiencies of 60 % and 80 %. No additional uncertainties
were assigned as a result of these studies.

7 Results

Combining the estimates of ϵeµ and Cb from simulation sam-
ples, the estimates of the background N bkg

1 and N bkg
2 shown

in Table 1 and the data integrated luminosities, the t t cross-
section was determined by solving Eq. (1) to be:

σt t = 182.9 ± 3.1 ± 4.2 ± 3.6 ± 3.3 pb (
√

s = 7 TeV) and

σt t = 242.4 ± 1.7 ± 5.5 ± 7.5 ± 4.2 pb (
√

s = 8 TeV),

where the four uncertainties arise from data statistics, exper-
imental and theoretical systematic effects related to the anal-
ysis, knowledge of the integrated luminosity and of the LHC
beam energy. The total uncertainties are 7.1 pb (3.9 %) at√

s = 7 TeV and 10.3 pb (4.3 %) at
√

s = 8 TeV. A detailed
breakdown of the different components is given in Table 3.
The results are reported for a fixed top quark mass of mt=
172.5 GeV, and have a dependence on this assumed value of
dσt t/dmt = −0.28 %/GeV. The product of jet reconstruc-
tion and b-tagging efficiencies ϵb was measured to be 0.557±
0.009 at

√
s = 7 TeV and 0.540 ± 0.006 at
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s = 8 TeV, in

both cases consistent with the values in simulation.
The results are shown graphically as a function of
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in Fig. 6, together with previous ATLAS measurements of
σt t at
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s = 7 TeV in the ee, µµ and eµ dilepton chan-

nels using a count of the number of events with two leptons
and at least two jets in an 0.7 fb−1 dataset [61], and using a
fit of jet multiplicities and missing transverse momentum in
the eµ dilepton channel alone with the full 4.6 fb−1 dataset
[62]. The

√
s = 7 TeV results are all consistent, but cannot

be combined as they are not based on independent datasets.
The measurements from this analysis at both centre-of-mass
energies are consistent with the NNLO+NNLL QCD calcu-
lations discussed in Sect. 2. The

√
s = 7 TeV result is 13 %

higher than a previous measurement by the CMS collabo-
ration [63], whilst the

√
s = 8 TeV result is consistent with

that from CMS [64].
From the present analysis, the ratio of cross-sections Rtt =

σt t (8 TeV)/σt t (7 TeV) was determined to be:

Rtt = 1.326 ± 0.024 ± 0.015 ± 0.049 ± 0.001

with uncertainties defined as above, adding in quadrature to
a total of 0.056. The experimental systematic uncertainties
(apart from the statistical components of the lepton isolation
and misidentified lepton uncertainties, which were evaluated
independently from data in each dataset) and the LHC beam
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energy uncertainty are correlated between the two centre-of-
mass energies. The luminosity uncertainties were taken to be
uncorrelated between energies. The result is consistent with
the QCD NNLO+NNLL predicted ratio of 1.430 ± 0.013
(see Sect. 2), which in addition to the quoted PDF, αs and
QCD scale uncertainties varies by only ±0.001 for a ±1 GeV
variation of mt .

7.1 Fiducial cross-sections

The preselection efficiency ϵeµ can be written as the prod-
uct of two terms ϵeµ = AeµGeµ, where the acceptance
Aeµ represents the fraction of t t events which have a true
opposite-sign eµ pair from t → W → ℓ decays (including
via W → τ → ℓ), each with pT > 25 GeV and within
|η| < 2.5, and Geµ represents the reconstruction efficiency,
i.e. the probability that the two leptons are reconstructed and
pass all the identification and isolation requirements. A fidu-
cial cross-section σ fid

t t can then be defined as σ fid
t t = Aeµσt t ,

and measured by replacing σt tϵeµ with σ fid
t t Geµ in Eq. (1),

leaving the background terms unchanged. Measurement of
the fiducial cross-section avoids the systematic uncertainties
associated with Aeµ, i.e. the extrapolation from the mea-
sured lepton phase space to the full phase space populated by
inclusive t t production. In this analysis, these come mainly
from knowledge of the PDFs and the QCD scale uncertain-
ties. Since the analysis technique naturally corrects for the
fraction of jets which are outside the kinematic acceptance
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b-jet is tagged with b-hadron

tt purity-

-

• Require opposite sign (OS) eμ, no HT,ETmiss 

cuts, no lep isolation  minimal use of jet/ETmiss info

• Bkg: single top (Wt) (from simul.), data-driven fake 

leptons (extrapolated from same sign lep. sample), Z
+jets (extrapolated  from Z→μ+μ- sample) 

∫Ldt ~ 20.3 fb-1 (2012)
∫Ldt ~ 4.6 fb-1 (2011)

Eur.Phys.J. C74 
(2014) 3109

ATLAS-
CONF-2016-005
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Uncertainty δσtt/σtt(%)
Particle Parton

Int. Luminosity 5.5
Statistical 0.9
Trigger/sel 0.7

tt NLO Modelling 0.6 0.8
tt Hadronisation 1.9 2.8

Bkg 0.9
Total 6.3 6.7

ℓνℓνbb  

Inclusive σtt :  dilepton - √s =13 TeV ∫Ldt ~3.2 fb-1 (2015)

• Dominated by “External” 
Systematic effects: Luminosity

δσtt/σtt ~6.7% - -

δσtt/σtt ~6.3% - -A
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ATLAS NOTE
ATLAS-CONF-2016-005

14th March 2016

Measurement of the t t̄ production cross-section using eµ events
with b-tagged jets in pp collisions at

p
s = 13 TeV with the ATLAS

detector

The ATLAS Collaboration

Abstract

This note describes a measurement of the inclusive top quark pair production cross-section
(�t t̄ ) with a data sample of 3.2 fb�1 of proton-proton collisions at a centre-of-mass energy ofp

s = 13 TeV, collected in 2015 by the ATLAS detector at the LHC. This measurement uses
events with an opposite-charge electron-muon pair in the final state. Jets containing b-quarks
are tagged using an algorithm based on track impact parameters and reconstructed secondary
vertices. The numbers of events with exactly one and exactly two b-tagged jets are counted
and used to determine simultaneously �t t̄ and the e�ciency to reconstruct and b-tag a jet
from a top quark decay, thereby minimising the associated systematic uncertainties. The
cross-section is measured to be:

�t t̄ = 803 ± 7 (stat) ± 27 (syst) ± 45 (lumi) ± 12 (beam) pb,

where the four uncertainties arise from data statistics, experimental and theoretical systematic
e�ects, the integrated luminosity and the LHC beam energy, giving a total relative uncertainty
of 6.7 %. The result is consistent with theoretical QCD calculations at next-to-next-to-leading
order. A fiducial measurement corresponding to the experimental acceptance of the leptons
is also presented.

© 2016 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

LHC beam energy: The LHC beam energy during the 2012 pp run was calibrated to be 0.30 ± 0.66 %
smaller than the nominal value of 4 TeV per beam, using the revolution frequency di�erence of
protons and lead ions during p+Pb runs in early 2013 [54]. This relative uncertainty is also
applicable to the 2015 pp run. Since this calibration is compatible with the nominal

p
s of 13 TeV,

no correction is applied to the measured�t t̄ value. However, an uncertainty of 1.5 %, corresponding
to the expected change in �t t̄ for an 0.66 % change in

p
s is quoted separately on the final result.

Top-quark mass: Alternative tt̄ samples generated with di�erent mt from 170 to 177.5 GeV are used
to quantify the dependence of the acceptance for tt̄ on the assumed mt value. The level of Wt
background based on the change in the Wt cross-section for the same mass range is also considered.
The tt̄ acceptance and background e�ects partially cancel, and the final dependence of the result on
the assumed mt value is determined to be d�t t̄/dmt = �0.3 %/GeV. The result of the analysis is
reported for a top mass of 172.5 GeV, and the small dependence of the cross-section on the assumed
mass is not included in the quoted total systemic uncertainty.

The total systematic uncertainties on ✏eµ, Cb and the fitted value of �t t̄ are shown in Table 3, and the total
systematic uncertainties on the individual background components are shown in Table 1. The dominant
uncertainties on the cross-section result come from the luminosity determination and tt̄ modelling, in
particular from the tt̄ shower and hadronisation uncertainty.

8 Results and conclusions

The inclusive tt̄ production cross-section is measured using an ATLAS pp collision data sample of 3.2 fb�1

at the LHC at
p

s = 13 TeV in the dilepton tt̄ ! eµ⌫⌫bb̄ decay channel. The numbers of opposite-sign
eµ events with one and two b-tagged jets are counted, allowing a simultaneous determination of the tt̄
cross-section �t t̄ and the probability to reconstruct and b-tag a jet from a tt̄ decay. Assuming a top quark
mass of mt = 172.5 GeV, the result is:

�t t̄ = 803 ± 7 (stat) ± 27 (syst) ± 45 (lumi) ± 12 (beam) pb,

where the four uncertainties are due to data statistics, experimental and theoretical systematic e�ects,
the integrated luminosity and the LHC beam energy, giving a total relative uncertainty of 6.7 %. The
combined probability for a jet from a top decay to be within the detector acceptance and tagged as a b-jet
is measured to be ✏b = 0.559±0.004±0.003, where the first error is statistical and the second systematic,
in reasonable agreement with the nominal prediction from simulation of 0.549.

This measurement is consistent with the theoretical prediction based on NNLO+NNLL calculations of
832+40

�46 pb at mt = 172.5 GeV. Figure 4 shows the result for �t t̄ together with the most precise ATLAS
results at

p
s = 7–8 TeV [13]. The data are compared to the NNLO+NNLL predictions as a function ofp

s. The result is also consistent with a previous measurement by CMS at
p

s = 13 TeV using a much
smaller data sample [55].

The fiducial measurement of the cross-section �fid
t t̄

for a tt̄ event producing an eµ pair, each lepton coming
directly from t ! W ! ` or via a leptonic ⌧ decay t ! W ! ⌧ ! ` and satisfying pT > 25 GeV and
|⌘ | < 2.5 is:

�fid
t t̄
= 11.12 ± 0.10 (stat) ± 0.28 (syst) ± 0.62 (lumi) ± 0.17 (beam) pb,

14

ATLAS-CONF-2016-005

fiducial space is O(1%) of full space
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Inclusive σtt :  dilepton - √s =7 &  8 TeV

• Dominated by “External” Syst: 
Lumi and  E_b, then tt modelling & scales

δσtt/σtt ~4.2% - -

δσtt/σtt ~3.9% - -

3109 Page 12 of 32 Eur. Phys. J. C (2014) 74:3109

Table 4 Summary of the relative statistical, systematic and total uncer-
tainties on the measurements of the t t production cross-section σt t at√

s = 7 TeV and
√

s = 8 TeV

Uncertainty ∆σt t/σt t (%)
√

s 7 TeV 8 TeV

Data statistics 1.69 0.71

t t modelling and QCD scale 1.46 1.26

Parton distribution functions 1.04 1.13

Background modelling 0.83 0.83

Lepton efficiencies 0.87 0.88

Jets and b-tagging 0.58 0.82

Misidentified leptons 0.41 0.34

Analysis systematics (σt t ) 2.27 2.26

Integrated luminosity 1.98 3.10

LHC beam energy 1.79 1.72

Total uncertainty 3.89 4.27

Z → ττ events result from statistical uncertainties, com-
paring the results from ee and µµ, which have different
background compositions, and considering the depen-
dence of the scale factors on Z boson pT.
Lepton identification and measurement: The mod-
elling of the electron and muon identification efficiencies,
energy scales and resolutions (including the effects of
pileup) were studied using Z → ee/µµ, J/ψ → ee/µµ

and W → eν events in data and simulation, using the
techniques described in Refs. [42,43,53]. Small correc-
tions were applied to the simulation to better model the
performance seen in data, and the associated systematic
uncertainties were propagated to the cross-section mea-
surement.
Lepton isolation: The efficiency of the lepton isolation
requirements was measured directly in data, from the
fraction of selected opposite-sign eµ events with one or
two b-tags where either the electron or muon fails the
isolation cut. The results were corrected for the contam-
ination from misidentified leptons, estimated using the
same-sign eµ samples as described in Sect. 5, or by using
the distributions of lepton impact parameter significance
|d0|/σd0 , where d0 is the distance of closest approach of
the lepton track to the event primary vertex in the trans-
verse plane, and σd0 its uncertainty. Consistent results
were obtained from both methods, and showed that the
baseline Powheg+Pythia simulation overestimates the
efficiencies of the isolation requirements by about 0.5 %
for both the electrons and muons. These corrections were
applied to ϵeµ, with uncertainties dominated by the lim-
ited sizes of the same-sign and high impact-parameter
significance samples used for background estimation.
Similar results were found from studies in Z → ee and

Z → µµ events, after correcting the results for the larger
average amount of hadronic activity near the leptons in
t t → eµννbb events.
Jet-related uncertainties: Although the efficiency to
reconstruct and b-tag jets from t t events is extracted
from the data, uncertainties in the jet energy scale, energy
resolution and reconstruction efficiency affect the back-
grounds estimated from simulation and the estimate of
the tagging correlation Cb. They also have a small effect
on ϵeµ via the lepton–jet ∆R separation cuts. The jet
energy scale was varied in simulation according to the
uncertainties derived from simulation and in-situ cali-
bration measurements [47,54], using a model with 21
(
√

s = 7 TeV) or 22 (
√

s = 8 TeV) separate orthogo-
nal uncertainty components which were then added in
quadrature. The jet energy resolution was found to be
well modelled by simulation [55], and remaining uncer-
tainties were assessed by applying additional smearing,
which reduces ϵeµ. The calorimeter jet reconstruction
efficiency was measured in data using track-based jets,
and is also well described by the simulation; the impact
of residual uncertainties was assessed by randomly dis-
carding jets. The uncertainty associated with the jet ver-
tex fraction requirement was assessed from studies of
Z → ee/µµ+jets events.
b -tagging uncertainties: The efficiency for b-tagging
jets from t t events was extracted from the data via Eq. (1),
but simulation was used to predict the number of b-tagged
jets and mistagged light-quark, gluon and charm jets in
the W t single top and diboson backgrounds. The tagging
correlation Cb is also slightly sensitive to the efficiencies
for tagging heavy- and light-flavour jets. The uncertain-
ties in the simulation modelling of the b-tagging per-
formance were assessed using studies of b-jets contain-
ing muons [50,56], jets containing D∗+ mesons [57] and
inclusive jet events [58].
Misidentified leptons: The uncertainties on the number
of events with misidentified leptons in the one and two
b-tagged samples were derived from the statistical uncer-
tainties on the numbers of same-sign lepton events, the
systematic uncertainties on the opposite- to same-sign
ratios R j , and the uncertainties on the numbers of prompt
same-sign events, as discussed in detail in Sect. 5.1. The
overall uncertainties on the numbers of misidentified lep-
tons vary from 30 to 50 %, dominated by the uncertainties
on the ratios R j .
Integrated luminosity: The uncertainty on the inte-
grated luminosity of the

√
s = 7 TeV dataset is 1.8 %

[59]. Using beam-separation scans performed in Novem-
ber 2012, the same methodology was applied to deter-
mine the

√
s = 8 TeV luminosity scale, resulting in an

uncertainty of 2.8 %. These uncertainties are dominated
by effects specific to each dataset, and so are considered
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Dilepton Channel at 7 TeV and 8 TeV ATLAS Detector

µe Channel: Results
arXiv:1406.5375

Total Cross Section

s
µe
tt̄ (

p
s=7 TeV) = 182.9 ± 3.1(stat.)± 4.2(syst.)± 3.6(L)± 3.3(beam)pb

s
µe
tt̄ (

p
s=8 TeV) = 242.4 ± 1.7(stat.)± 5.5(syst.)± 7.5(L)± 4.2(beam)pb

Rtt̄ = 1.326 ± 0.024(stat.)± 0.015(syst.)± 0.049(L)± 0.001(beam)

p`

T( GeV) |h` | Fiducial cross section (including W ! t ! `n)p
s = 7 TeV(pb)

p
s = 8 TeV(pb)

> 25 < 2.5 2.615 ± 0.044 ± 0.056 ± 0.052 ± 0.047 3.448 ± 0.025 ± 0.069 ± 0.107 ± 0.059
> 30 < 2.4 2.029 ± 0.034 ± 0.043 ± 0.040 ± 0.036 2.662 ± 0.019 ± 0.054 ± 0.083 ± 0.046

Uncertainty Dstotal
tt̄ /stotal

tt̄ (%)p
s 7 TeV 8 TeV

Parton distribution functions 1.04 1.13
QCD scale choice 0.30 0.30
Analysis systematics (stt̄) 2.27 2.26

Uncertainty Dsfid
tt̄ /sfid

tt̄ (%)
Parton distribution functions 0.38 0.28
QCD scale choice 0.00 0.00
Analysis systematics (stt̄) 2.13 2.01

• Includes beam energy uncertainty.
• Most precise measurement (3.9% @

7 TeV and 4.3% @ 8 TeV ).
• RTheory

tt̄ (7/8 TeV) =
1.430± 0.013(PDF+ as) +±0.001(scale)

• Simultaneous fit reduces jets, b-tagging
and modelling of radiation uncertainties.

• dstt̄
dmt

= �0.28% per GeV.

Brochero J. (CMS and ATLAS Collaborations) Inclusive tt̄ Cross Section at the LHC September 29, 2014 12 / 18
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( J Brochero @ TOP2014)

useful to compare with theory

fiducial space is O(1%) of full space

∫Ldt ~ 20.3 fb-1 (2012)
Eur.Phys.J. C74 (2014) 3109 ∫Ldt ~3.2 fb-1 (2015)
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Using top quarks as gluon luminometers
• Ratios of cross sections are expected to cancel out some of the systematic uncertainties 

• compare to SM predictions : test parton luminosities, search for new physics effects

• Ratio to Z production tests qq/gg ratio 

• improves on luminosity (1%), trigger/lepton selection efficiencies (2.2%)

• uncertainties in Z/tt modelling and backgrounds are similar

9ATLAS-CONF-2015-049

• PDF predictions tested mostly 
compatible with data 

• 2σ tension with prediction based on 
ABM12LHC (smaller gg density)

Still large room to explore different ratios        
in Run 2, also at different s1/2, 

to constraint further PDFs

(Pedro Ferreira da Silva 
@ Moriond 2016)

Possibly replace with CMS precise measurement..
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Inclusive σtt   -  Summary  at √s = 7 & 8 TeV
   Systematics dominated, similar to/smaller than theory uncertainty 

δσtt/σtt ~5.8(3.5)% - - at 7 (8) TeV

New - post combination

 [pb]ttσ

50 100 150 200 250 300 350

ATLAS+CMS Preliminary  = 7 TeV   s summary, 
tt

σ 

(*) Superseded by results shown below the line

WGtopLHC Mar 2016

NNLO+NNLL PRL 110 (2013) 252004, PDF4LHC
 = 172.5 GeVtopm

scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total  stat

(lumi)±(syst) ±(stat) ± 
tt

σ

Effect of LHC beam energy uncertainty: 3.3 pb 
(not included in the figure)

ATLAS, l+jets -1=0.7 fbintL 7 pb± 9 ± 4 ±179 

ATLAS, dilepton (*) -1=0.7 fbintL pb 7−
 8+   11−

 14+ 6 ±173 

ATLAS, all jets (*) -1=1.0 fbintL 6 pb± 78 ± 18 ±167 

ATLAS combined -1=0.7-1.0 fbintL 7 pb±  7−
 8+ 3 ±177 

CMS, l+jets (*) -1=0.8-1.1 fbintL 7 pb± 12 ± 3 ±164 

CMS, dilepton (*) -1=1.1 fbintL 8 pb± 16 ± 4 ±170 

 (*)µ+hadτCMS, -1=1.1 fbintL 9 pb± 26 ± 24 ±149 

CMS, all jets (*) -1=1.1 fbintL 8 pb± 40 ± 20 ±136 

CMS combined -1=0.8-1.1 fbintL 8 pb± 11 ±  2 ±166 

LHC combined (Sep 2012) -1=0.7-1.1 fbintL 6 pb±  8 ±  2 ±173 

νµX→ATLAS, l+jets, b -1=4.7 fbintL 3 pb± 17 ± 2 ±165 

, b-tagµATLAS, dilepton e -1=4.6 fbintL 3.6 pb± 4.2 ± 3.1 ±182.9 
miss
T-E

jets
, NµATLAS, dilepton e -1=4.6 fbintL 3.3 pb±  9.5−

 9.7+ 2.8 ±181.2 

+jetshadτATLAS, -1=1.7 fbintL 46 pb± 18 ±194 

ATLAS, all jets -1=4.7 fbintL 7 pb±  57−
 60+ 12 ±168 

+lhadτATLAS, -1=4.6 fbintL 3 pb± 23 ± 9 ±183 

CMS, l+jets -1=5.0 fbintL 3.6 pb± 12.0 ± 6.0 ±161.7 

µCMS, dilepton e -1=5.0 fbintL 3.8 pb±  4.0−
 4.5+ 2.1 ±173.6 

+lhadτCMS, -1=2.2 fbintL 3 pb± 22 ± 14 ±143 

+jetshadτCMS, -1=3.9 fbintL 3 pb± 32 ± 12 ±152 

CMS, all jets -1=3.5 fbintL 3 pb± 26 ± 10 ±139 

 [pb]ttσ

100 150 200 250 300 350 400

ATLAS+CMS Preliminary  = 8 TeV   s summary, 
tt

σ WGtopLHC Mar 2016

NNLO+NNLL PRL 110 (2013) 252004, PDF4LHC
 = 172.5 GeVtopm

scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total  stat

(lumi)±(syst) ±(stat) ± 
tt

σ

Effect of LHC beam energy uncertainty: 4.2 pb 
(not included in the figure)

ATLAS, lepton+jets
PRD 91 (2015) 112013, -1=20.3 fbintL

 8 pb±  23−
 22+ 1 ±260 

CMS, lepton+jets
arXiv:1602.09024, -1=19.6 fbintL

 6.0 pb± 13.7 ± 3.8 ±228.5 

hτCMS, lepton+
PLB 739 (2014) 23, -1=19.6 fbintL

 7 pb± 24 ± 3 ±257 

µATLAS, dilepton e
EPJ C74 (2014) 3109, -1=20.3 fbintL

 7.5 pb± 5.5 ± 1.7 ±242.4 

)µ, eµµCMS, dilepton (ee, 
JHEP 02 (2014) 024, -1=5.3 fbintL

 6.2 pb± 11.3 ± 2.1 ±239.0 

 (Sep 2014)µLHC combined e
ATLAS-CONF-2014-054, CMS-PAS TOP-14-016, 

-1=5.3-20.3 fbintL

 6.2 pb± 5.7 ± 1.4 ±241.5 

µCMS, dilepton e
arXiv:1603.02303, -1=19.7 fbintL

 6.4 pb±  5.5−
 6.3+ 1.4 ±244.9 

CMS, all jets
arXiv:1509.06076, -1=18.4 fbintL  7.2 pb± 37.8 ± 6.1 ±275.6 

CMSATLAS & Public summary plotsFair agreement with NNLO +NNLL over all final states 

Dilepton single measurements achieve  δσtt/σtt ~3 (~3.7%)% 
- -

Improving upon past LHC combinations that achieved  
at 7 (8) TeV
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CMSATLAS &
Public summary plots

TO JUPDATE 

 [pb]ttσ

400 600 800 1000 1200

ATLAS+CMS Preliminary  = 13 TeV   s summary, 
tt

σ WGtopLHC Mar 2016

NNLO+NNLL PRL 110 (2013) 252004, PDF4LHC
 = 172.5 GeVtopm

scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total   stat

(lumi)±(syst) ±(stat) ± 
tt

σ

Effect of LHC beam energy uncertainty: 12 pb
(not included in the figure) 

  µATLAS, dilepton e
ATLAS-CONF-2016-005 -1=3.2 fbintL

 45 pb± 27 ± 7 ±803 

 µµATLAS, dilepton ee/
ATLAS-CONF-2015-049 -1=85 pbintL

 74 pb± 79 ± 57 ±749 

ATLAS, l+jets 
ATLAS-CONF-2015-049 -1=85 pbintL

 88 pb± 103 ± 13 ±817 

µCMS, dilepton e
PRL 116 (2016) 052002 -1=43 pbintL

 36 pb± 53 ± 58 ±746 

CMS, l+jets 
CMS-PAS TOP-15-005 -1=42 pbintL

 100 pb± 84 ± 27 ±836 

Inclusive σtt   -  Summary  at √s = 13 TeV

•  Dilepton results 
lead in precision 
(again)


• Good agreement 
with NNLO
+NNLL

at 13 TeV uncertainties 
are already  as low as

δσtt/σtt ~6.5% - -

   Systematics dominated 

CMS-PAS-TOP-16-005
δσtt/σtt ~5.6% 

- -

Available on the CERN CDS information server CMS PAS TOP-16-005
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Measurement of the top quark pair production cross
section using eµ events in proton-proton collisions atp

s = 13 TeV with the CMS detector

The CMS Collaboration

Abstract

The top-antitop quark (tt̄) production cross section in proton-proton collisions atp
s = 13 TeV is measured by the CMS experiment at the CERN LHC using data

corresponding to an integrated luminosity of 2.2 fb�1. The measurement is per-
formed by analyzing events with one electron and one muon and at least two jets,
one of which is required to be identified as a b-jet. The measured cross section is
stt̄ = 793 ± 8 (stat) ± 38 (syst) ± 21 (lumi)pb, in agreement with the expectations
from the standard model.

∫Ldt ~2.2 fb-1 (2015)
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good agreement with NNLO+NNLL over  2 orders of magnitude 
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Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].
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1 Introduction

After the restart of the Large Hadron Collider (LHC) in 2015 with proton–proton (pp) collisions at the re-
cord centre-of-mass energy of

p
s = 13 TeV, it is essential to establish all Standard Model (SM) processes

in early data and compare with the theoretical predictions. Furthermore, a precise understanding of the
SM processes will pave the way for searches for new physics. In this note, preliminary measurements of
the cross section for the dominant single top-quark production mechanism are performed.

In leading-order (LO) perturbation theory, single top-quark production is described by three subprocesses
that are distinguished by the virtuality of the exchanged W boson. The dominant process is the t-channel
exchange depicted in Fig. 1, which is the subject of the measurements presented in this note. A light quark
from one of the colliding protons interacts with a b-quark from another proton by exchanging a virtual W
boson. Since the valence u-quark density of the proton is about twice as high as the d-quark density, the
production cross-section of single top-quarks, �(tq), shown in Fig. 1(a), is expected to be about twice the
cross-section of top-antiquark production �(t̄q), shown in Fig. 1(b). At LO, subleading single top-quark

(a) (b)

Figure 1: Representative leading-order Feynman diagrams of (a) single top-quark production and (b) single top-
antiquark production via the t-channel exchange of a virtual W ⇤ boson, including the decay of the top quark and
top antiquark, respectively.

processes are the associated production of a W boson and a top quark (Wt) and the s-channel production
of t b̄, analogous to the Drell–Yan process.

The single top-quark t-channel process has been observed and measured at the Tevatron [1–3] in proton-
antiproton (pp̄) collisions at

p
s = 1.96 TeV and at the LHC in pp collisions at

p
s = 7 TeV [4–7] and

at
p

s = 8 TeV [8, 9]. In general, measurements of single top-quark production provide insights into
the properties of the Wtb vertex. The cross-sections are proportional to the square of the coupling at the
production vertex. In the SM, the coupling is given by the Cabibbo–Kobayashi–Maskawa (CKM) matrix
element V

tb

[10, 11] multiplied by the left-handed form factor fLV and the universal electroweak coupling
constant. Angular distributions of top-quark decay products give access to the Lorentz structure of the
Wtb vertex, which has a vector–axial-vector (V-A) structure in the SM. The absolute value of fLV · Vtb

can be determined by measuring the single top-quark production cross-section, which is proportional to
| fLV · Vtb

|2. Based on the assumption of three quark generations in the SM, leading to a 3 ⇥ 3 unitary
CKM matrix, the measurements of other CKM matrix elements can be exploited to indirectly derive the
value of |V

tb

| with very high precision from unitarity constraints. This approach leads to the prediction
that |V

tb

| is very close to unity. Without the assumption of CKM unitarity, the measurement of single
top-quark production is the only way to determine | fLV · Vtb

| directly. Currently, | fLV · Vtb

| is known at
the level of 4% from measurements performed by the CMS collaboration [7, 9].
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• Extract number of t-chan events, νt,  by binned max. 
likelihood fit of Neural Network output to data 

• 1 isol. μ, 2 jets with |η|<3.5, large ETmiss  and mT(W)*→ fake lep. 
veto, 1 b-tag, additional lepton iso 

• Bkg: simulated tt/Wt/s-chan, W/Z+jets, data-driven fake lep 
(sample with inverted muon quality cuts)

δσt/σt ~19%

syst dominated 
t-chan generator~11-15%, b-tag efficiency~7%,  

-

ATLAS-CONF-2015-079• Computational scheme for pattern recognition 
• Train on expectation from 10 kinematic variables 

(jet-lep &jet-b masses, jet η,top/W-jet angles.. ) 

High-pT electrons associated from theW-boson decay can be mimicked by hadronic jets, electrons from
the decay of heavy quarks, and photon conversions. These backgrounds can be suppressed by isolation
criteria which require minimal calorimeter activity and only low-pT tracks in an η-φ cone around the
electron candidate. Isolation cuts optimized to achieve a uniform isolation efficiency across ηclus and the
transverse energy ET are applied to the electron candidates. For the calorimeter isolation a cone size of
∆R =

√

(∆η)2 + (∆φ)2 = 0.2 is used. In addition, the pT of all tracks within a cone of radius ∆R = 0.3
around the electron direction, excluding the track belonging to the electron, is restricted to be below an
ET-dependent threshold.

Muon candidates are reconstructed by matching track segments or complete tracks in the muon spec-
trometer with inner detector tracks. The final candidates are required to have a transverse momentum
pT > 25 GeV and to be in the pseudorapidity region of |η| < 2.5. Isolation criteria are applied to reduce
background events in which a high-pT muon is produced in the decay of a heavy flavour quark. An isola-
tion with variable cone size [37] (mini-isolation) is defined as the scalar sum of the transverse momenta
from all tracks with pT above 1 GeV (except the one matched to the muon) within a cone with radius
Riso = 10 GeV/ pT(µ). Muon candidates are accepted with a mini-isolation to muon pT ratio of less than
0.05.

Jets are reconstructed using the anti-kt algorithm [38] with a width parameter of 0.4, starting from
calorimeter energy clusters calibrated using the local cluster weighting method [39], and corrected
for the effects of pileup as described in [40]. Jets were calibrated using an energy- and η-dependent
simulation-based calibration scheme, with in-situ corrections based on data [41], and required to satisfy
pT > 30GeV and |η| < 4.5. Jets in the endcap-forward calorimeter transition region, corresponding to
2.75 < |η| < 3.5, must have pT > 35 GeV. If any jets fall within ∆R < 0.2 of an electron, the closest jet
is removed, as in these cases the jet and the electron are very likely to correspond to the same physical
object. Remaining electron candidates overlapping with jets within ∆R < 0.4 are subsequently rejected.
To reject jets from pile-up events, a so-called jet-vertex fraction criterion is applied, where at least 50%
of the scalar sum of the pT of tracks matched to a jet is required to be from tracks compatible with the
primary vertex2. This criterion is only applied to jets with pT < 50 GeV and |η| < 2.4. One of the
selected jets is required to have pT > 30 GeV and be identified (b-tagged) as a b-quark jet. The tagging
algorithm exploits the properties of a b-quark decay in a jet using neural-network techniques and the
reconstruction of a secondary vertex [42] and is optimized to reject c-quark induced jets as well as light-
quark jets. The b- and c-tagging efficiencies, and the mis-tag rate for the taggers, are measured using the
methods described in Ref. [43, 44, 45, 46] updated using the 2012 data set. The b-tagging algorithm has
an efficiency of about 50% for b-jets in simulated tt̄ events, while only 0.1% of light-quark jets and 3.7%
of c-quark jets are mis-tagged as b-quark jets.

The magnitude of the missing transverse momentum vector is defined as EmissT = |E⃗missT |, where E⃗missT
is calculated using the calibrated three-dimensional calorimeter energy clusters associated with the jets
together with either the calibrated calorimeter energy cluster associated with an electron or the pT of a
muon track [47]. Transverse energy deposited in calorimeter cells but not associated with any high-pT
object is also included in the EmissT calculation. Due to the presence of a neutrino in the final state of the
signal process, candidate events must have EmissT > 30 GeV. In order to reduce the number of multijet
background events, which are characterised by low EmissT and low transverse W-boson mass3 mT(W), the
event selection requires mT(W) > 50 GeV. Multijet events are further reduced by applying an additional
isolation cut to the lepton for leptons with low pT. This is realised by the following condition between

2The primary vertex is defined as the vertex with the largest
∑

p2T of the associated tracks and is taken to be the hard-
scattering collision.

3The transverseW boson mass is defined as: mT(W) =
√

2
[

pT(ℓ)EmissT − p⃗T(ℓ) · E⃗missT

]

, where p⃗T(ℓ) denotes the transverse
momentum of the lepton and pT(ℓ) = | p⃗T(ℓ)|
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Figure 5: Neural-network output-distribution for the µ+ channel 5(a) and the µ� channel 5(b). The signal and
backgrounds are normalised to the fit result and the hatched error band represents the post-fit uncertainty. The ratio
of observed to predicted (Pred.) number of events in each bin is shown in the lower histogram.

and the shape of the NN output. Both rate and shape uncertainties are taken into account by generating
correlated pseudo-experiments. The impact of the systematic uncertainties on the t-channel cross-section
measurement is estimated from these pseudo-experiments. The RMS of the distribution of fit results for
the pseudo-experiments is used as the estimator of the expected uncertainty.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table
provides the uncertainties evaluated for the observed signal and background rates as obtained from the
maximum likelihood fit to the observed collision data.

Table 3: Estimated scale factors, �̂, and number of events, ⌫̂, from the minimisation of the likelihood function. The
quoted uncertainties on �̂ and ⌫̂ include the statistical uncertainty and the uncertainties on the constraints of the
background normalisation as used in the likelihood function.

Process �̂ ⌫̂(µ+) ⌫̂(µ�)

tq 0.98 ± 0.05 2 160± 100 –
t̄q 1.18 ± 0.06 – 1 620± 84

tt̄,Wt, t b̄ 1.10 ± 0.04 8 100± 290 8 190± 290
W+ jets 1.02 ± 0.06 5 440± 350 4 400± 280
Z+ jets, diboson – 781 628
Multijets background – 282 327

Total sum – 16 800± 460 15 200± 410

Total observed – 16865 15110
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Comprehensive measurements of t-channel single top-quark production
cross sections at

ffiffi
s

p
¼ 7 TeV with the ATLAS detector

G. Aad et al.*

(ATLAS Collaboration)
(Received 30 June 2014; published 11 December 2014)

This article presents measurements of the t-channel single top-quark (t) and top-antiquark (t̄) total
production cross sections σðtqÞ and σðt̄qÞ, their ratio Rt ¼ σðtqÞ=σðt̄qÞ, and a measurement of the inclusive
production cross section σðtqþ t̄qÞ in proton-proton collisions at

ffiffiffi
s

p
¼ 7 TeV at the LHC. Differential

cross sections for the tq and t̄q processes are measured as a function of the transverse momentum and the
absolute value of the rapidity of t and t̄, respectively. The analyzed data set was recorded with the ATLAS
detector and corresponds to an integrated luminosity of 4.59 fb−1. Selected events contain one charged
lepton, large missing transverse momentum, and two or three jets. The cross sections are measured
by performing a binned maximum-likelihood fit to the output distributions of neural networks. The
resulting measurements are σðtqÞ ¼ 46% 1ðstatÞ % 6ðsystÞ pb, σðt̄qÞ ¼ 23% 1ðstatÞ % 3ðsystÞ pb,
Rt ¼ 2.04% 0.13ðstatÞ % 0.12ðsystÞ, and σðtqþ t̄qÞ ¼ 68% 2ðstatÞ % 8ðsystÞ pb, consistent with the
Standard Model expectation. The uncertainty on the measured cross sections is dominated by systematic
uncertainties, while the uncertainty on Rt is mainly statistical. Using the ratio of σðtqþ t̄qÞ to its theoretical
prediction, and assuming that the top-quark-related CKM matrix elements obey the relation
jVtbj ≫ jVtsj; jVtdj, we determine jVtbj ¼ 1.02% 0.07.

DOI: 10.1103/PhysRevD.90.112006 PACS numbers: 14.65.Ha, 12.15.Hh, 13.85.Qk, 14.20.Dh

I. INTRODUCTION

In proton-proton (pp) collisions at the LHC, top quarks
are produced at unprecedented rates, allowing studies that
were intractable before. The production of single top
quarks via weak charged-current interactions is among
the top-quark phenomena becoming accessible to precise
investigations. In leading-order (LO) perturbation theory,
single top-quark production is described by three subpro-
cesses that are distinguished by the virtuality of the
exchangedW boson. The dominant process is the t-channel
exchange depicted in Fig. 1, which is the focus of the
measurements presented in this article. A light quark from
one of the colliding protons interacts with a b-quark from
another proton by exchanging a virtual W boson (W&).
Since the u-quark density of the proton is about twice as
high as the d-quark density, the production cross section of
single top quarks σðtqÞ, shown in Fig. 1(a), is expected to
be about twice the cross section of top-antiquark produc-
tion σðt̄qÞ, shown in Fig. 1(b). At LO, subleading single
top-quark processes are the associated production of a W
boson and a top quark (Wt) and the s-channel production of
tb̄, analogous to the Drell-Yan process.
In general, measurements of single top-quark production

provide insights into the properties of the Wtb vertex. The

cross sections are proportional to the square of the coupling
at the production vertex. In the Standard Model (SM), the
coupling is given by the Cabibbo-Kobayashi-Maskawa
(CKM) matrix element Vtb [1,2] multiplied by the universal
electroweak coupling constant. Angular distributions of
top-quark decay products give access to the Lorentz
structure of the Wtb vertex, which has a vector axial-
vector structure in the SM. As illustrated in Fig. 1, the
t-channel process features a b quark in the initial state if
described in LO Quantum Chromodynamics (QCD), and
therefore the cross section depends strongly on the b-quark
parton distribution function (PDF), which is derived from
the gluon PDF by means of the Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi evolution [3–5]. A measurement
of the combined top-quark and top-antiquark cross section
σðtqþ t̄qÞ ¼ σðtqÞ þ σðt̄qÞ is well suited to constrain Vtb

FIG. 1. Representative leading-order Feynman diagrams of
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This article presents measurements of the t-channel single top-quark (t) and top-antiquark (t̄) total
production cross sections σðtqÞ and σðt̄qÞ, their ratio Rt ¼ σðtqÞ=σðt̄qÞ, and a measurement of the inclusive
production cross section σðtqþ t̄qÞ in proton-proton collisions at
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¼ 7 TeV at the LHC. Differential

cross sections for the tq and t̄q processes are measured as a function of the transverse momentum and the
absolute value of the rapidity of t and t̄, respectively. The analyzed data set was recorded with the ATLAS
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8 Cross-section measurement and Vtb extraction

After performing the binned maximum-likelihood fit and estimating the total uncertainty, the cross-
sections of top-quark and top-antiquark production in the t-channel are measured to be:

�(tq) = 133 ± 6 (stat.) ± 24 (syst.) ± 7 (lumi.) pb
= 133 ± 25 pb,

�(t̄q) = 96 ± 5 (stat.) ± 23 (syst.) ± 5 (lumi.) pb
= 96 ± 24 pb,

assuming a top-quark mass of m
t

= 172.5 GeV. The combined cross section is calculated to be:

�(tq + t̄q) = 229 ± 48 pb.

Single top-quark production in the t-channel proceeds via a Wtb vertex and the measured cross-section
is proportional to | fLV ·Vtb

|2 as discussed in Section 1. The | fLV ·Vtb

| measurement via single top-quark
production is independent of assumptions about the number of quark generations or about the unitarity of
the CKM matrix. The assumptions made are: |V

tb

| � |V
td

|, |V
t s

|; B(t ! b +W ) = 1; and that the Wtb
interaction is a SM-like left-handed weak coupling.

The value of | fLV · Vtb

| is extracted by dividing the combined single top-quark t-channel cross-section,
by the prediction calculated at NLO. In principle Wt and s-channel production are also a↵ected when
fLV · |Vtb

| changes. However, their contributions are small and their variation does not change the t-
channel fit result. The result obtained is

| fLV · Vtb

| = 1.03 ± 0.02 (stat.) ± 0.11 (syst.) ± 0.02 (theor.) ± 0.03 (lumi.)
= 1.03 ± 0.11.

The experimental uncertainty is 0.11, including the statistical uncertainty, the systematic uncertainties,
and the uncertainty on the luminosity. Restricting the range of |V

tb

| to the interval [0, 1] and fLV =1, as
required by the SM, a lower limit on |V

tb

| is extracted: |V
tb

| > 0.78 at 95 % CL. In the Bayesian-style
limit computation, it is assumed that the likelihood curve of |V

tb

|2 has a Gaussian shape, centered at the
measured value. A uniform prior in |V

tb

|2 is applied, being one in the interval [0, 1] and zero otherwise.

9 Conclusion

A measurement of the t-channel single top-quark production cross-section has been performed in the
muon+jets channel with 3.2 fb=1 of pp collision data recorded with the ATLAS detector at

p
s = 13 TeV

in 2015. Events are selected by requiring one muon, missing transverse momentum, and two high-pT jets,
one of which is required to be b-tagged.
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77First evidence of single-top s-channel production atthe LHC!

V(t) in the s-channel @ 8 TeV

� Lepton+jets selection with 2 b-jets and large ETMiss

� Build Matrix Element discriminant foreach selected event

� s-channel vs t-channel, tt, W+jets

� Template fit in signal and control regions

Observed(expected)

significance:3.2σ (3.9σ)

V = 4.8 ±1.1(stat.)−2.0
+2.2

(syst.+lumi.) pb

Inclusive and fiducial σt :  s-chan √s = 8 TeV232 Chapter 8. Physics of Top Quarks

Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].

(Marina Cobal @ La Thuile 2016)
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• ATLAS + CMS t-chan combination at √s = 8 TeV 
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Inclusive σt   -  Summary  at √s = 7 & 8 TeV
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September 15, 2013

Combination of single top-quark cross-section measurements in the

t-channel at
√
s = 8 TeV with the ATLAS and CMS experiments

The ATLAS and CMS Collaborations

Abstract

A combination of measurements of the single top-quark production cross-section in the

t-channel at
√
s = 8 TeV by the ATLAS and CMS experiments at the LHC is presented.

The measurements from ATLAS and CMS are based on integrated luminosities of 5.8 fb−1

and 5.0 fb−1, respectively. The best linear unbiased estimator (BLUE) method is applied for

the combination, taking into account the individual contributions to systematic uncertainties

of the two experiments and their correlations. The combined single top-quark production

cross-section in the t-channel is σt-ch. = 85± 4 (stat.)± 11 (syst.)± 3 (lumi.) pb = 85± 12 pb

which is in agreement with the theoretical predictions.
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 contribution removedtWt: t

 uncertaintysα ⊕ PDF ⊕scale 

74 (2015) 10, CPC191 (2010) NPPS205NLO 
,top= m

F
µ= 

R
µ, VeG = 172.5topm

CT10nlo, MSTW2008nlo, NNPDF2.3nlo (PDF4LHC)
VeG 60 =  removalt veto for tb

T
Wt: p

VeG 65 =
F

µ                              and 
scale uncertainty

 uncertaintysα ⊕ PDF ⊕scale 

VeG = 172.5
top

All exp. results are w.r.t. m

stat  syst
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summary

1 Introduction

After the restart of the Large Hadron Collider (LHC) in 2015 with proton–proton (pp) collisions at the re-
cord centre-of-mass energy of

p
s = 13 TeV, it is essential to establish all Standard Model (SM) processes

in early data and compare with the theoretical predictions. Furthermore, a precise understanding of the
SM processes will pave the way for searches for new physics. In this note, preliminary measurements of
the cross section for the dominant single top-quark production mechanism are performed.

In leading-order (LO) perturbation theory, single top-quark production is described by three subprocesses
that are distinguished by the virtuality of the exchanged W boson. The dominant process is the t-channel
exchange depicted in Fig. 1, which is the subject of the measurements presented in this note. A light quark
from one of the colliding protons interacts with a b-quark from another proton by exchanging a virtual W
boson. Since the valence u-quark density of the proton is about twice as high as the d-quark density, the
production cross-section of single top-quarks, �(tq), shown in Fig. 1(a), is expected to be about twice the
cross-section of top-antiquark production �(t̄q), shown in Fig. 1(b). At LO, subleading single top-quark

(a) (b)

Figure 1: Representative leading-order Feynman diagrams of (a) single top-quark production and (b) single top-
antiquark production via the t-channel exchange of a virtual W ⇤ boson, including the decay of the top quark and
top antiquark, respectively.

processes are the associated production of a W boson and a top quark (Wt) and the s-channel production
of t b̄, analogous to the Drell–Yan process.

The single top-quark t-channel process has been observed and measured at the Tevatron [1–3] in proton-
antiproton (pp̄) collisions at

p
s = 1.96 TeV and at the LHC in pp collisions at

p
s = 7 TeV [4–7] and

at
p

s = 8 TeV [8, 9]. In general, measurements of single top-quark production provide insights into
the properties of the Wtb vertex. The cross-sections are proportional to the square of the coupling at the
production vertex. In the SM, the coupling is given by the Cabibbo–Kobayashi–Maskawa (CKM) matrix
element V

tb

[10, 11] multiplied by the left-handed form factor fLV and the universal electroweak coupling
constant. Angular distributions of top-quark decay products give access to the Lorentz structure of the
Wtb vertex, which has a vector–axial-vector (V-A) structure in the SM. The absolute value of fLV · Vtb

can be determined by measuring the single top-quark production cross-section, which is proportional to
| fLV · Vtb

|2. Based on the assumption of three quark generations in the SM, leading to a 3 ⇥ 3 unitary
CKM matrix, the measurements of other CKM matrix elements can be exploited to indirectly derive the
value of |V

tb

| with very high precision from unitarity constraints. This approach leads to the prediction
that |V

tb

| is very close to unity. Without the assumption of CKM unitarity, the measurement of single
top-quark production is the only way to determine | fLV · Vtb

| directly. Currently, | fLV · Vtb

| is known at
the level of 4% from measurements performed by the CMS collaboration [7, 9].

2
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 probe parton dist. 
functions (high x gluon)

use new reconstruction/recognition techniques 

To explore elusive and/or heavy new physics with top quarks  @LHC

Measure dσtt/dX  
• LHC is a top 

factory sensitive to 
many new 
physics models  
complement specific 
searches

X=mtt  
explore kinematics → 
reduce t/tt modelling 
uncertainties

Figure 11: Invariant tt̄ spectrum for pp → tt̄ including a s-channel Z ′ color singlet vector
boson and color octet (axial) vector bosons with masses mX = 2000 GeV that couples
with standard model strength to quarks. Solid QCD tt̄ production, dotdashed with a color
singlet (Z ′), dotted with a color octet axial vector (axigluon g∗

A), dashed with a color octet
vector boson (KK gluon/coloron g∗

V ). All plots were produced using the CTEQ6L1 pdf set
with µR = µF = 2000 GeV. No cuts were applied in making any of the plots.

3.2 Spin-1 resonances

In this section we discuss a spin-1 resonance produced by qq̄ annihilation. This resonance
can either be a color singlet or a color octet. For the color octet case we distinguish between
a vector and an axial-vector. Although both the vector and the axial-vector interfere with
the QCD tt̄ production, only the vector shows interference effects in the tt̄ invariant mass
spectrum.

Including an s-channel color singlet vector boson (a “model-independent” Z ′) in the tt̄
production process gives a simple peak in the invariant mass spectrum as can be seen from
the dot-dashed line in Fig. 11. The precise width and height of the peak depends on the
model parameters in the model for the Z ′. As a benchmark we show a Z ′ vector boson
with mass mZ′ = 2 TeV that couples with the same strength to fermions as a standard
model Z boson. The interference effects with the SM Z boson can be neglected in the tt̄
channel, so the peak is independent of the parity of the coupling.

In general, for the color octet spin-1 particles the interference with the SM tt̄ production
cannot be neglected. Two cases are to be considered: a color octet vector particle (e.g., a
KK gluon [58] or coloron [57]), and an axial-vector particle (e.g., an axigluon [61, 62, 57]).
It is natural to assume a coupling strength equal to the strong (QCD) coupling gs for their
coupling to quarks.

In Fig. 11 the effects of a color octet spin-1 particle on the tt̄ invariant mass spectrum

15

provide info on Parton Dist Functions
high energy gluons

JHEP 0901 (2009) 047 

-
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4 

General analysis strategy   

M. Aldaya 

Measure σ(tt) as a function of kinematic distributions of top, top pairs,  
b-jets, leptons, and lepton pairs 

Response 
matrix 

(1) Event selection (2) tt kinematic reconstruction (3) Bin-wise cross section    
      measurement 

•  Subtract background 

•  Unfolding: correct for  
  detector effects and  
  acceptance   

(4) Differential tt cross sections 

•  Normalised  to in-situ  
  measured σ(tt)   

•  ‘Visible’ or extrapolated to  
  full phase space   

•  Compare to theory predictions   

TOPLHCWG, 28.11.13 M. Aldaya, FS  TOPLHCWG open session  28-29th Nov. 2013

Going differential for σtt !

Migrations due to det  
resolution & biases

-
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What we measured (up to now) in Run1: X in dσ(tt/t)/dX

17 

Overview of current results at LHC   

M. Aldaya 

Full Phase Space Fiducial Phase Space 

Top, tt 

Final state  
(leptons, b-jets) 
Global event  
(ET

miss, HT, …) 

tt+jets 

CMS 7 TeV, 8 TeV (lj, ll) 

Parton level Particle level 

ATLAS 7 TeV (lj) 

Boosted top ATLAS 8 TeV (lj)  

CMS 7 TeV, 8 TeV (lj, ll) 

ATLAS 7 TeV (lj)  

CMS 7 TeV, 8 TeV (lj, ll) 

CMS 7 TeV, 8 TeV (lj) 

  Difficult to compare ATLAS & CMS on equal footing for most measurements 

  Increasing variety of differential cross section results 

Objects 

★ ★ 

★ 

★ 
★ 

ATLAS 7 TeV (lj) 

•  More measurements in fiducial PS, exploiting particle-level object definition and pseudo-top 

CMS 8 TeV (ll) 

•  Pioneering results in boosted regime, first absolute differential cross sections appearing  

ATLAS 8 TeV (lj) ★ 

ll = dilepton channel 

lj = l+jets channel 

★ = new since Summer’14 

TOPLHCWG, 12.01.15 

A = absolute diff xsec 

N = normalized diff xsec 

A 
N N 

N 

N 

N 

A A 

A 

N 

Single top 
(t-channel) ATLAS 7 TeV 

CMS 8 TeV 
N 

N 
A 
★ 

★ 

t

νν

l+

W 
+

b

tW 
–

b

q

q'

mtt 
 ytt (rapidity) 

 pT,tt

sensitive to resonant&  
non resonant new physhigher order  

corrections (radiation)

tt system

individual  
top

 ηb-jet  pT,b-jet,

 ηlep pT,lep

 pT,lep-lep 
mlep-lep

pT,jet ,N,jet 
Qjet(veto)

ytop  
pT,top, 

5-10% 
3-6%

15-30% 
20-40%

pT,top-jet 

4-6%

4-6%

15-40% 

10-20% (single top)
3-6%

4-6%

-
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what’s in here?

Exploring top quark pT : the emergence of boosted tops
Phys. Rev. D 90, 072004
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Prospects for early top anti-top 
resonance  searches  in  ATLAS

t

νν

l+

W 
+

b

tW 
–

b

q

q'

Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.

Boosted tt topologies
b quark Light quarks

b 
quark

lepton

neutrino

PT

Conclusion

The mono-jet approach

by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv

� 3 jets, m
jet

 < 65 GeV
� m

tt
 = m

jjjlv
� 4 jets

� m
tt
 = m

jjjjlv
� >= 5 jets

� m
tt
 = m

jjjjlv 
(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.

� m
jet

 < 65 GeV
� 4 jets required
� 2 b-tagged jets
� m

Z'
 = m

bjjblv
 " m

bjj
 " m

blv
 + 2m

t
PDG

� 65 GeV < m
jet

 < 130 GeV
� 3 jets required
� 1 b-tagged jets
� m

Z'
 = m

jjblv
 " m

jj
 " m

blv
 + 2m

t
PDG

� m
jet

 > 130 GeV
� 2 jets required
� 1 b-tagged jets
� m

Z'
 = m

jblv
 " m

j
 " m

blv
 + 2m

t
PDG

ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Prospects for early top anti-top 
resonance  searches  in  ATLAS
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv

� 3 jets, m
jet

 < 65 GeV
� m

tt
 = m

jjjlv
� 4 jets

� m
tt
 = m

jjjjlv
� >= 5 jets

� m
tt
 = m

jjjjlv 
(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.
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jet
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� 4 jets required
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ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.
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Conclusion

The mono-jet approach

by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
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tt
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jjjlv
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jjjlv
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(4 highest E
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 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.
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ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.
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Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Figure 1. (a) The angular separation between the W boson and b-quark in top decays, t ! Wb,
as a function of the top-quark transverse momentum (pt

T

) in simulated PYTHIA [10] Z 0 ! tt̄

(m
Z

0 = 1.6 TeV) events. (b) The angular distance between the light quark and anti-quark from
t ! Wb decays as a function of the p

T

of the W boson (pW
T

). Both distributions are at the generator
level and do not include e↵ects due to initial and final-state radiation, or the underlying event.

individual hadronic decay products using standard narrow-radius jet algorithms begins to

degrade, and when pt
T

is greater than 300GeV, the decay products of the top quark tend

to have a separation �R < 1.0. Techniques designed to recover sensitivity in such cases

focus on large-R jets in order to maximize e�ciency. In this paper, large-R refers to jets

with a radius parameter R � 1.0. At
p
s = 7 TeV, nearly one thousand SM tt̄ events per

fb�1 are expected with pt
T

greater than 300GeV. New physics may appear in this region of

phase space, the study of which was limited by integrated luminosity and available energy

at previous colliders.

A single jet that contains all of the decay products of a massive particle has signifi-

cantly di↵erent properties than a jet of the same p
T

originating from a light quark. The

characteristic two-body or three-body decays of a high p
T

vector boson or top quark result

in a hard substructure that is absent from typical high p
T

jets formed from gluons and light

quarks. These subtle di↵erences in substructure can be resolved more clearly by removing

soft QCD radiation from jets. Such adaptive modification of the jet algorithm or selective

removal of soft radiation during the process of iterative recombination in jet reconstruction

is generally referred to as jet grooming [9, 11, 12].

Recently many jet grooming algorithms have been designed to remove contributions

to a given jet that are irrelevant or detrimental to resolving the hard decay products from

a boosted object (for recent reviews and comparisons of these techniques, see for example

refs. [13, 14]). The structural di↵erences between jets formed from gluons or light quarks

and individual jets originating from the decay of a boosted hadronic particle form the basis

for these tools. The former are characterized primarily by a single dense core of energy

surrounded by soft radiation from the parton shower, hadronization, and underlying event

(UE) remnants [15–17]. Jets containing the decay products of single massive particles,

– 4 –
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0 = 1.6 TeV) events. (b) The angular distance between the light quark and anti-quark from
t ! Wb decays as a function of the p

T

of the W boson (pW
T

). Both distributions are at the generator
level and do not include e↵ects due to initial and final-state radiation, or the underlying event.

individual hadronic decay products using standard narrow-radius jet algorithms begins to

degrade, and when pt
T

is greater than 300GeV, the decay products of the top quark tend

to have a separation �R < 1.0. Techniques designed to recover sensitivity in such cases

focus on large-R jets in order to maximize e�ciency. In this paper, large-R refers to jets

with a radius parameter R � 1.0. At
p
s = 7 TeV, nearly one thousand SM tt̄ events per

fb�1 are expected with pt
T

greater than 300GeV. New physics may appear in this region of

phase space, the study of which was limited by integrated luminosity and available energy

at previous colliders.

A single jet that contains all of the decay products of a massive particle has signifi-

cantly di↵erent properties than a jet of the same p
T

originating from a light quark. The

characteristic two-body or three-body decays of a high p
T

vector boson or top quark result

in a hard substructure that is absent from typical high p
T

jets formed from gluons and light

quarks. These subtle di↵erences in substructure can be resolved more clearly by removing

soft QCD radiation from jets. Such adaptive modification of the jet algorithm or selective

removal of soft radiation during the process of iterative recombination in jet reconstruction

is generally referred to as jet grooming [9, 11, 12].

Recently many jet grooming algorithms have been designed to remove contributions

to a given jet that are irrelevant or detrimental to resolving the hard decay products from

a boosted object (for recent reviews and comparisons of these techniques, see for example

refs. [13, 14]). The structural di↵erences between jets formed from gluons or light quarks

and individual jets originating from the decay of a boosted hadronic particle form the basis

for these tools. The former are characterized primarily by a single dense core of energy

surrounded by soft radiation from the parton shower, hadronization, and underlying event

(UE) remnants [15–17]. Jets containing the decay products of single massive particles,
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Figure 4. Diagram depicting the jet trimming procedure.

Figure 5. Diagram illustrating the pruning procedure.

Six configurations of trimmed jets are studied here, arising from combinations of f
cut

and R
sub

, given in table 1. They are based on the optimized parameters in ref. [12]

(f
cut

= 0.03, R
sub

= 0.2) and variations suggested by the authors of the algorithm. This

set represents a wide range of phase space for trimming and is somewhat broader than

considered in ref. [12].

Pruning: the pruning algorithm [3, 11] is similar to trimming in that it removes con-

stituents with a small relative p
T

, but it additionally applies a veto on wide-angle radiation.

The pruning procedure is invoked at each successive recombination step of the jet algo-

rithm (either C/A or kt). It is based on a decision at each step of the jet reconstruction

whether or not to add the constituent being considered. As such, it does not require the

reconstruction of subjets. For all studies performed for this paper, the kt algorithm is used

in the pruning procedure. This results in definitions of the terms wide-angle or soft that

are not directly related to the original jet but rather to the proto-jets formed in the process

of rebuilding the pruned jet.

The procedure is as follows:

• The C/A or kt recombination jet algorithm is run on the constituents, which were

found by any jet finding algorithm.

• At each recombination step of constituents j
1

and j
2

(where pj1
T

> pj2
T

), either

pj2
T

/pj1+j2
T

> z
cut

or �Rj1,j2 < R
cut

⇥ (2mjet/pjet
T

) must be satisfied. Here, z
cut

and R
cut

are parameters of the algorithm which are studied in this paper.
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.

Boosted tt topologies
b quark Light quarks

b 
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Conclusion

The mono-jet approach

by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m
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ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
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The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).
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Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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1→2 splitting
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essential clues

Use jet mass and product of pT* angular separation 
of two hardest jet constituents from jet algorithm

therefore that the kt algorithm’s intrinsic internal information on substructure allowed one
to be more flexible in the compromise between identifying substructure and capturing the
bulk of the relevant radiation.

The next development on the subject was made by Butterworth, Cox and Forshaw [161]
who examined WW scattering, again with one leptonically and one hadronically decaying
W . They observed that the distribution of kt distance, dij (eq. (8)), between the two W
subjets was close to the W mass in W decays, but tended to have lower values in generic
massive jets. This allowed them to obtain a substantial reduction in the background. The
same idea was used later for electroweak-boson reconstruction in the context of a SUSY
search [162]. The tool associated with this technique is often referred to as “Y-splitter”.

It is worthwhile looking at some simple analytic results that relate to the techniques
of [161] and [160]. For a quasi-collinear splitting into two objects i and j, the total mass
is m2 ≃ ptiptj∆R2

ij . Labelling i and j such that ptj < pti and defining z = ptj/pt (pt =
pti + ptj), then

m2 ≃ z(1 − z)p2
t ∆R2

ij , (55)

dij = z2p2
t ∆R2

ij ≃
z

(1 − z)
m2 . (56)

It is the fact that electroweak bosons decay with a fairly uniform distribution in z (exactly
uniform for a Higgs boson), whereas a QCD splitting has a soft divergence, e.g.

Pgq ∝
1 + (1 − z)2

z
, (57)

that means that for a fixed mass window, the background will have lower dij values than the
signal. Indeed, the logarithm in eq. (54) comes from the integral over the 1/z divergence
in eq. (57), with lower limit z ! m2/p2

tR
2. If one places a cut on dij, or analogously on

z, then one eliminates that logarithm, thus reducing the QCD background (one can even
calculate, analytically, what the optimal cut is for given signals and backgrounds).

A second set of observations concerns mass resolution. Firstly, with a small cone of size
R ≪ ∆Rij used to reconstruct the two prongs of a colour-singlet qq̄ state, then there will
be an average loss of mass, dominated by a contribution from perturbative gluon radiation,

⟨δm2⟩ ≃ 2m2 · αsLq

π

(

ln
R

∆Rij
+ O (1)

)

, R ≪ ∆Rij , (58)

with Lq ≃ CF as given in eq. (28). If instead a single jet is used to reconstruct the whole
qq̄ system, then one can show that most of the perturbative radiation from the qq̄ system
will be contained in the jet. However there may then be significant contamination from
the UE and pileup,

⟨δm2⟩ ≃ ρ pt
πR4

2
, (59)

for a circular jet (cf. eq. (42), with ρ ≡ ΛUE/2π), with an additional contribution coming
also from perturbative radiation from the beam. Even though the above two equations
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signal. Indeed, the logarithm in eq. (54) comes from the integral over the 1/z divergence
in eq. (57), with lower limit z ! m2/p2

tR
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z, then one eliminates that logarithm, thus reducing the QCD background (one can even
calculate, analytically, what the optimal cut is for given signals and backgrounds).
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R ≪ ∆Rij used to reconstruct the two prongs of a colour-singlet qq̄ state, then there will
be an average loss of mass, dominated by a contribution from perturbative gluon radiation,

⟨δm2⟩ ≃ 2m2 · αsLq

π

(

ln
R

∆Rij
+ O (1)

)

, R ≪ ∆Rij , (58)

with Lq ≃ CF as given in eq. (28). If instead a single jet is used to reconstruct the whole
qq̄ system, then one can show that most of the perturbative radiation from the qq̄ system
will be contained in the jet. However there may then be significant contamination from
the UE and pileup,

⟨δm2⟩ ≃ ρ pt
πR4

2
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for a circular jet (cf. eq. (42), with ρ ≡ ΛUE/2π), with an additional contribution coming
also from perturbative radiation from the beam. Even though the above two equations
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Figure 4. Diagram depicting the jet trimming procedure.

Figure 5. Diagram illustrating the pruning procedure.

Six configurations of trimmed jets are studied here, arising from combinations of f
cut

and R
sub

, given in table 1. They are based on the optimized parameters in ref. [12]

(f
cut

= 0.03, R
sub

= 0.2) and variations suggested by the authors of the algorithm. This

set represents a wide range of phase space for trimming and is somewhat broader than

considered in ref. [12].

Pruning: the pruning algorithm [3, 11] is similar to trimming in that it removes con-

stituents with a small relative p
T

, but it additionally applies a veto on wide-angle radiation.

The pruning procedure is invoked at each successive recombination step of the jet algo-

rithm (either C/A or kt). It is based on a decision at each step of the jet reconstruction

whether or not to add the constituent being considered. As such, it does not require the

reconstruction of subjets. For all studies performed for this paper, the kt algorithm is used

in the pruning procedure. This results in definitions of the terms wide-angle or soft that

are not directly related to the original jet but rather to the proto-jets formed in the process

of rebuilding the pruned jet.

The procedure is as follows:

• The C/A or kt recombination jet algorithm is run on the constituents, which were

found by any jet finding algorithm.

• At each recombination step of constituents j
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and j
2
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are parameters of the algorithm which are studied in this paper.
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stituents with a small relative p
T

, but it additionally applies a veto on wide-angle radiation.

The pruning procedure is invoked at each successive recombination step of the jet algo-

rithm (either C/A or kt). It is based on a decision at each step of the jet reconstruction

whether or not to add the constituent being considered. As such, it does not require the

reconstruction of subjets. For all studies performed for this paper, the kt algorithm is used

in the pruning procedure. This results in definitions of the terms wide-angle or soft that

are not directly related to the original jet but rather to the proto-jets formed in the process

of rebuilding the pruned jet.

The procedure is as follows:

• The C/A or kt recombination jet algorithm is run on the constituents, which were

found by any jet finding algorithm.

• At each recombination step of constituents j
1

and j
2

(where pj1
T

> pj2
T

), either

pj2
T

/pj1+j2
T

> z
cut

or �Rj1,j2 < R
cut

⇥ (2mjet/pjet
T

) must be satisfied. Here, z
cut

and R
cut

are parameters of the algorithm which are studied in this paper.

– 10 –
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Differential dσtt/dpT,top(-jet) :  l+jets @ √s = 8 TeV

• Lep top: 1 pT dep.-isolated (e,μ) + 
ETmiss + (closest) R=0.4 jet to lep. with 
ΔR(lep,jet)<1.5


• Had top : ≥ 1 R=1.0 trimmed jet with 
large pT ≥ 300 GeV, large mjet>100 
GeV, large kT (1 →2) scale (> 40 GeV)  

• top quarks in opposite hemisphere 
→ Δϕ(lep,had top-jet)>2.3, ΔR(lept b-
jet, had top-jet)>1.5 

• Reconstruct tt 
decay products 
from jets + lepton+ 
ETmiss by kinematic 
fit  (mt,mW constraint) 
→ assign jets


• Had top  = 3 
assigned jets from lkl

• Assume 2 highest p b-
jets come from tt decay 

• Lep top:  W boson = lep+ 
ETmiss +,mW constraint + b-
jet with min ΔR(b-jet,lept)


• Had top : W boson= 2 non 
b-tagged jets with mass 
closest to MW  + other b-jet 

reduce combinatorial bkg

• Had top = Had top jet

top-jet

•  ≥1 b-tag jet

Phys Rev D 93 032009 (2016)
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
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by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv

� 3 jets, m
jet

 < 65 GeV
� m

tt
 = m

jjjlv
� 4 jets

� m
tt
 = m

jjjjlv
� >= 5 jets

� m
tt
 = m

jjjjlv 
(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.

� m
jet

 < 65 GeV
� 4 jets required
� 2 b-tagged jets
� m

Z'
 = m

bjjblv
 " m

bjj
 " m

blv
 + 2m

t
PDG

� 65 GeV < m
jet

 < 130 GeV
� 3 jets required
� 1 b-tagged jets
� m

Z'
 = m

jjblv
 " m

jj
 " m

blv
 + 2m

t
PDG

� m
jet

 > 130 GeV
� 2 jets required
� 1 b-tagged jets
� m

Z'
 = m

jblv
 " m

j
 " m

blv
 + 2m

t
PDG

ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 

∫Ldt = 20.3 fb-1 (2012)

• 1 isolated (e,μ), symmetric ET 
and mTW cuts, ≥ 4 central jets,   

• ≥1  b-tag         or     =2 btags

• Bkg:data driven W+jets & fakes, single top & diboson from MC

kine-fit top pseudo-top
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv

� 3 jets, m
jet

 < 65 GeV
� m

tt
 = m

jjjlv
� 4 jets

� m
tt
 = m

jjjjlv
� >= 5 jets

� m
tt
 = m

jjjjlv 
(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.

� m
jet
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� 4 jets required
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ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Differential dσtt/dpT,top(-jet) :  l+jets √s = 8 TeV
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.
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Conclusion

The mono-jet approach

by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv

� 3 jets, m
jet

 < 65 GeV
� m

tt
 = m

jjjlv
� 4 jets

� m
tt
 = m

jjjjlv
� >= 5 jets

� m
tt
 = m

jjjjlv 
(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.

� m
jet

 < 65 GeV
� 4 jets required
� 2 b-tagged jets
� m

Z'
 = m

bjjblv
 " m

bjj
 " m

blv
 + 2m

t
PDG
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jet

 < 130 GeV
� 3 jets required
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t
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t
PDG

ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.
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Conclusion

The mono-jet approach

by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv

� 3 jets, m
jet

 < 65 GeV
� m

tt
 = m

jjjlv
� 4 jets

� m
tt
 = m

jjjjlv
� >= 5 jets

� m
tt
 = m

jjjjlv 
(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.

� m
jet

 < 65 GeV
� 4 jets required
� 2 b-tagged jets
� m

Z'
 = m

bjjblv
 " m

bjj
 " m

blv
 + 2m

t
PDG

� 65 GeV < m
jet

 < 130 GeV
� 3 jets required
� 1 b-tagged jets
� m

Z'
 = m

jjblv
 " m

jj
 " m

blv
 + 2m

t
PDG

� m
jet

 > 130 GeV
� 2 jets required
� 1 b-tagged jets
� m

Z'
 = m

jblv
 " m

j
 " m

blv
 + 2m

t
PDG

ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 

~8k selected  events,  
85% tt-pure

∫Ldt = 19.7 fb-1 (2012) ∫Ldt = 20.3 fb-1 (2012)

kine fit  
hadronic top pseudo-top hadronic top-jet

- -

pseudo-pThad 

~200k sel events, 
~84% pure signal tt

arxiv:1511.04716 submitted to EPJCEur. Phys. J. C 75 (2015) 542 

~64k ev, 
~79% pure signal tt -

Phys Rev D 93 032009 (2016)
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 dσtt/dpT,top(-jet) l+jets: unfolding - √s =8 TeV

Pass Reco, 
Pass PL

Pass Reco, 
Fail PL

Fail Reco 
Pass PL

Fail Reco,  
Fail PL

Reco

to correct to

events that pass reco & part
events that pass recoevents that pass particle & reco

events that pass particle

• Particle level 
(regularized unfolding, 
linearity tests)

unfold at level of 

take Pass Reco, 
Fail PL away

Pass Reco, 
Pass PLFail Reco 

Pass PLrestore

jet resolution  
effect

 ETmiss 
resolution

failing 
lepton isolation

selected out
similar (simpler) 

formulas for  
parton level

The particle-level event selection is summarized in Table 1. Fiducial particle-level corrections are
determined by using only simulated tt̄ events in which exactly one of the W bosons, resulting from the
decay of the tt̄ pair, decays to an electron or a muon either directly or through a ⌧ lepton decay. All
other tt̄ events are not used. The cross-section is then determined as a function of the particle-level
top-jet candidate transverse momentum, pT,ptcl.

For the parton level, the top quark that decays to a hadronically decaying W boson is considered
just before the decay and after QCD radiation, selecting events in which the momentum of such a
top quark, pT,parton, is larger than 300 GeV. Parton-level corrections are determined by using only
simulated tt̄ events in which exactly one of the W boson decays to an electron or a muon or a ⌧ lepton
(including hadronic ⌧ decays). The correction to the full parton-level phase space defined above is
obtained by accounting for the branching ratio of tt̄ pairs to the `+jets channel.

8.3. Unfolding to particle and parton levels

The procedure to unfold the distribution of pT,reco, the pT of the detector-level leading-pT trimmed
large-R jet, to obtain the di↵erential cross-section as a function of pT,ptcl is composed of several steps,
outlined in:

d�tt̄

dpT,ptcl
(pi

T,ptcl) =
Ni

ptcl

�pi
T,ptclL

=
1

�pi
T,ptclL f i

ptcl!reco
·
X

j

M�1
i j f j

reco!ptcl ftt̄,`+jets(N
j
reco � N j

reco,bgnd), (2)

where N j
reco is the number of observed events in bin j of pT,reco with the detector-level selection

applied, Ni
ptcl is the total number of events in bin i of pT,ptcl that meet the fiducial region selection,

�pi
T,ptcl is the size of bin i of pT,ptcl, and L is the integrated luminosity of the data sample. The

corrections that are applied to pT,reco are all extracted from the nominal Powheg+Pythia tt̄ sample.

First, the non-tt̄ background contamination, N j
reco,bgnd, is subtracted from the observed number of

events in each pT,reco bin. The contribution from non-` + jets tt̄ events is taken into account by the
multiplicative correction ftt̄,`+jets, which represents the fraction of `+jets tt̄ events extracted from the
nominal Powheg+Pythia tt̄ sample.

In a second step the correction factor f j
reco!ptcl, also referred to as acceptance correction, corrects

the pT,reco spectrum for the tt̄ events that pass the detector-level selection but fail the particle-level
selection. For each pT,reco bin j, f j

reco!ptcl is defined as the ratio of the number of events that meet both
the detector-level and particle-level selections to the number of events that satisfy the detector-level
selection. The distribution of the acceptance correction f j

reco!ptcl is shown in Fig. 2(a) for various MC
generators.

The third step corrects for detector resolution e↵ects. A migration matrix is constructed to correlate
the pT,reco-binned distribution to the pT,ptcl distribution. The matrix Mi j represents the probability for
an event with pT,ptcl in bin i to have a pT,reco in bin j. This matrix is shown in Fig. 3(a). It shows that
approximately 50% to 85% of events have values of pT,ptcl and of pT,reco that fall in the same bin.

The inversion of the migration matrix to correct pT,reco to the particle level is carried out by an un-
folding scheme based on Tikhonov regularization which is implemented through the singular value
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∫Ldt = 20.3 fb-1 
(2012)Phys Rev D 93 032009 (2016)
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2014LargeRJESATLASTwiki

syst estmate  
Δdσ/dX(i) = dσ/dX (i)meas (pseudodata) -  

dσ/dX (i)generated  

example at 8 TeV boosted

• Jets are dominant uncertainty

• Comparison of data to prediction derives 

p-value for  𝛘2 variable built with the full 
stat+syst covariance matrix  

Differential dσtt/dpT,top(-jet) l+jets: Uncertainties- √s =7& 8 TeV
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Figure 5: Relative uncertainties on (a) the particle-level di↵erential cross section d�tt̄/dpi
T,ptcl and (b) the

parton-level di↵erential cross section d�tt̄/dpi
T,parton. The total uncertainty (band) is shown along with the

e↵ect of the dominant uncertainties. The components “Large-R (JES) stat.” and “Large-R (JES) data vs MC”
are, respectively, the statistical uncertainty and the systematic uncertainty associated with the di↵erence in jet
response between data and MC simulation when balancing pT in photon+jet events.

particle-level cross-section, and from 15% to 41% for the parton-level cross-section. The dominant
uncertainty for the particle-level cross-section is the large-R jet energy scale, in particular its com-
ponents due to the topology uncertainty at low pT and the uncertainty from pT balance in photon+jet
events at high pT. The experimental uncertainties have a comparable size at parton level. How-
ever, the reported parton-level cross-section has significantly larger systematic uncertainties than the
particle-level cross-section since it is a↵ected by larger tt̄ modeling uncertainties. The parton shower
or generator uncertainties are dominant for nearly all pT bins of the parton-level cross-section, which
illustrates the benefit of defining a particle-level cross-section in a fiducial region closely following the
detector-level selection. A detailed breakdown of the systematic uncertainties is provided in Appendix
A.

A covariance matrix including the e↵ect of all uncertainties is calculated at particle level to make
quantitative comparisons with theoretical predictions. This covariance matrix is obtained by summing
two covariance matrices. The first covariance matrix incorporates uncertainties from detector and
background modeling by performing 250,000 pseudoexperiments. In each pseudoexperiment, the
data pT,reco distribution is varied following a Poisson distribution. Gaussian-distributed shifts are
coherently added for each systematic uncertainty e↵ect by scaling each Poisson-fluctuated bin with
the relative variation from the associated systematic uncertainty e↵ect. Di↵erential cross-sections are
obtained by unfolding each varied pT,reco distribution with the nominal corrections, and the results are
used to compute a covariance matrix.

The second covariance matrix is obtained by summing four separate covariance matrices correspond-
ing to the e↵ects of tt̄ generator, parton shower, ISR/FSR, and PDF uncertainties. The standard devi-
ations of the covariance matrices are derived by scaling the measured cross-section with the appropri-
ate relative systematic uncertainty. The bin-to-bin correlation value is set to unity for the generator,
parton shower, and ISR/FSR matrices, while it is set to 0.5 for the PDF matrix. This value is mo-
tivated by the fraction of the bins in which a single PDF set dominates in the determination of the

18
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Figure 5: Relative uncertainties on (a) the particle-level di↵erential cross section d�tt̄/dpi
T,ptcl and (b) the

parton-level di↵erential cross section d�tt̄/dpi
T,parton. The total uncertainty (band) is shown along with the

e↵ect of the dominant uncertainties. The components “Large-R (JES) stat.” and “Large-R (JES) data vs MC”
are, respectively, the statistical uncertainty and the systematic uncertainty associated with the di↵erence in jet
response between data and MC simulation when balancing pT in photon+jet events.
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∫Ldt = 20.3 fb-1 
(2012)

Phys Rev D 93 032009 (2016)
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Figure 9: Normalized differential tt production cross section in the `+jets channels as a function
of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of the

top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from MADGRAPH+PYTHIA6,
POWHEG+PYTHIA6, POWHEG+HERWIG6, MC@NLO+HERWIG6, and to approximate NNLO [16]
calculations, when available. The lower part of each plot shows the ratio of the predictions to
data.
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Figure 6: Fiducial particle-level di↵erential cross-section as a function of the hadronic top-jet candidate pT.
Powheg+Pythia, Powheg+Herwig, MC@NLO+Herwig, and Alpgen+Herwig predictions are compared with
the final results. MC samples are normalized to the NNLO+NNLL inclusive cross-section �tt̄ = 253 pb. No
electroweak corrections are applied to the predictions. The lower part of the figure shows the ratio of the MC
prediction to the data. The shaded area includes the total statistical plus systematic uncertainties. The points of
the various predictions are spaced along the horizontal axis for presentation only; they correspond to the same
pT range.

MC generator PDF �2 p-value
Powheg+Pythia hdamp = mtop + Electroweak corr. CT10 9.8 0.28
Powheg+Pythia hdamp = mtop CT10 13.0 0.11
Powheg+Pythia hdamp = 1 CT10 15.6 0.05
Powheg+Pythia hdamp = mtop HERAPDF 9.4 0.31
Powheg+Pythia hdamp = 1 HERAPDF 10.9 0.21
Powheg+Herwig CT10 8.2 0.41
MC@NLO+Herwig CT10 12.3 0.14
Alpgen+Herwig CTEQ6 33.1 5.9 · 10�5

Table 6: Values of �2 and a p-value, computed for 8 degrees of freedom, obtained from the covariance matrix
of the measured cross-section for various predictions. Electroweak corrections are applied only to the first
prediction.
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the pt,had
T spectrum is reflected in the tail of the Htt̄

T distribution. Finally, the ratio of the hadronic W boson
and top-quark transverse momenta shows a mis-modelling in the range 1.5–3 for all the generators.

The di�culty in correctly predicting the data in the forward region was further investigated by study-
ing the dependence of the predictions from di↵erent PDF sets. The study was performed for the rapid-
ity observables

���yt,had
���,
���ytt̄
��� and ytt̄boost, shown in Figure 10 and comparing the data with the predictions

of MC@NLO+Herwig for more recent sets of parton distribution functions. The results exhibit a gen-
eral improvement in the description of the forward region for the most recent PDF sets (CT14nlo [74],
CJ12mid [75], MMHT2014nlo [76], NNPDF 3.0 NLO [77], METAv10LHC [78], HERAPDF 2.0 NLO
[79]). The improvement with respect to CT10nlo is also clearly shown in Table 5 which lists the �2 and
corresponding p-values for the di↵erent sets. The only exception is represented by the

���yt,had
��� distribution

using HERAPDF 2.0 NLO, for which a large disagreement in the forward region is observed.
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Figure 5: Fiducial phase-space normalized di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) absolute value of the rapidity (
���yt,had

���) of the hadronic top quark. The yellow bands indicate the total
uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp=mt and the CT10nlo PDF is used as
the nominal prediction to correct for detector e↵ects.
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Figure 7: Parton-level di↵erential cross-section as a function of the hadronically decaying top quark pT.
Powheg+Pythia, Powheg+Herwig, MC@NLO+Herwig, and Alpgen+Herwig predictions are compared with
the final results. MC samples are normalized to the NNLO+NNLL inclusive cross-section �tt̄ = 253 pb. No
electroweak corrections are applied to the predictions. The lower part of the figure shows the ratio of the MC
prediction to the data. The shaded area includes the total statistical plus systematic uncertainties. The points of
the various predictions are spaced along the horizontal axis for presentation only; they correspond to the same
pT range.
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Figure 8: (a) Fiducial particle-level di↵erential cross-section as a function of the hadronic top-jet candidate pT
and (b) parton-level di↵erential cross-section as a function of the hadronically decaying top quark pT, both
compared to the Powheg+Pythia predictions with and without electroweak corrections applied. MC samples
are normalized to the NNLO+NNLL inclusive cross-section�tt̄ = 253 pb. The lower part of the figure shows the
ratio of the MC prediction to the data. The shaded area includes the total statistical plus systematic uncertainties.
The points of the various predictions are spaced along the horizontal axis for presentation only; they correspond
to the same pT range.
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an alternative generator (or alternative generator setting).
The PDF uncertainty is computed by unfolding the nominal
sample with correction factors extracted by reweighting the
nominal sample at the hard-process level for each variation
of the PDF.
Figure 5 shows the effect of the statistical and systematic

uncertainties on dσtt=dpT;ptcl and dσtt=dpT;parton. The total
uncertainty generally increases with the measured pT and
ranges from 13% to 29% for the particle-level cross-
section, and from 15% to 41% for the parton-level
cross-section. The dominant uncertainty for the particle-
level cross-section is the large-R jet energy scale, in
particular its components due to the topology uncertainty
at low pT and the uncertainty from pT balance in photonþ
jet events at high pT. The experimental uncertainties have a
comparable size at parton level. However, the reported
parton-level cross-section has significantly larger system-
atic uncertainties than the particle-level cross-section since
it is affected by larger ttmodeling uncertainties. The parton
shower or generator uncertainties are dominant for nearly
all pT bins of the parton-level cross-section, which illus-
trates the benefit of defining a particle-level cross-section in
a fiducial region closely following the detector-level
selection. A detailed breakdown of the systematic uncer-
tainties is provided in the Appendix.
A covariance matrix including the effect of all uncer-

tainties is calculated at particle level to make quantitative
comparisons with theoretical predictions. This covariance
matrix is obtained by summing two covariance matrices.
The first covariance matrix incorporates uncertainties from
detector and background modeling by performing 250,000
pseudoexperiments. In each pseudoexperiment, the data
pT;reco distribution is varied following a Poisson distribu-
tion. Gaussian-distributed shifts are coherently added for
each systematic uncertainty effect by scaling each Poisson-
fluctuated bin with the relative variation from the associated
systematic uncertainty effect. Differential cross-sections are
obtained by unfolding each varied pT;reco distribution with
the nominal corrections, and the results are used to compute
a covariance matrix.
The second covariance matrix is obtained by summing

four separate covariance matrices corresponding to the
effects of tt generator, parton shower, ISR/FSR, and PDF
uncertainties. The standard deviations of the covariance

matrices are derived by scaling the measured cross-section
with the appropriate relative systematic uncertainty. The
bin-to-bin correlation value is set to unity for the generator,
parton shower, and ISR/FSR matrices, while it is set to 0.5
for the PDF matrix. This value is motivated by the fraction
of the bins in which a single PDF set dominates in the
determination of the envelopes used for their respective
estimates. The procedure for these signal modeling uncer-
tainties is needed because these effects cannot be repre-
sented by a variation at the detector level, and so cannot be
included in the pseudoexperiment formalism used to build
the first covariance matrix.
The correlation matrix derived from the particle-level

covariance matrix is shown in Table III. Agreement
between the measured differential cross-sections and vari-
ous predictions is quantified by calculating χ2 values
employing the covariance matrix and by inferring corre-
sponding p-values. The χ2 are evaluated using

χ2 ¼ VT · Cov−1 · V; ð4Þ

where V is the vector of differences between measured
differential cross-section values and predictions, and Cov−1

is the inverse of the covariance matrix.

IX. RESULTS AND INTERPRETATION

The unfolding procedure is applied to the observed
top-jet candidate pT distribution. The cross-sections are
provided in Table IV and Fig. 6 for the particle-level

TABLE III. Correlation matrix between the bins of the particle-level differential cross-section as a function of pT;ptcl.

pT;ptcl [GeV] 300–350 350–400 400–450 450–500 500–550 550–650 650-750 750-1200

300–350 1.00 0.83 0.79 0.79 0.72 0.63 0.58 0.51
350–400 0.83 1.00 0.83 0.80 0.76 0.74 0.67 0.60
400–450 0.79 0.83 1.00 0.87 0.79 0.78 0.77 0.63
450–500 0.79 0.80 0.87 1.00 0.89 0.76 0.77 0.66
500–550 0.72 0.76 0.79 0.89 1.00 0.84 0.75 0.62
550–650 0.63 0.74 0.78 0.76 0.84 1.00 0.89 0.71
650–750 0.58 0.67 0.77 0.77 0.75 0.89 1.00 0.87
750–1200 0.51 0.60 0.63 0.66 0.62 0.71 0.87 1.00

TABLE IV. Fiducial particle-level differential cross-section,
with statistical and systematic uncertainties, as a function of
the top-jet candidate pT.

pT;ptcl [GeV] dσtt̄
dpT;ptcl

½ fb
GeV& Statistical [%] Systematic [%]

300–350 4.97 '2.7 '15
350–400 3.09 '3.5 '13
400–450 1.73 '4.2 '13
450–500 1.08 '4.4 '14
500–550 0.56 '6.1 '14
550–650 0.27 '6.0 '16
650–750 0.097 '8.1 '20
750–1200 0.012 '15 '24

G. AAD et al. PHYSICAL REVIEW D 93, 032009 (2016)
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Figure 6: Fiducial particle-level di↵erential cross-section as a function of the hadronic top-jet candidate pT.
Powheg+Pythia, Powheg+Herwig, MC@NLO+Herwig, and Alpgen+Herwig predictions are compared with
the final results. MC samples are normalized to the NNLO+NNLL inclusive cross-section �tt̄ = 253 pb. No
electroweak corrections are applied to the predictions. The lower part of the figure shows the ratio of the MC
prediction to the data. The shaded area includes the total statistical plus systematic uncertainties. The points of
the various predictions are spaced along the horizontal axis for presentation only; they correspond to the same
pT range.

MC generator PDF �2 p-value
Powheg+Pythia hdamp = mtop + Electroweak corr. CT10 9.8 0.28
Powheg+Pythia hdamp = mtop CT10 13.0 0.11
Powheg+Pythia hdamp = 1 CT10 15.6 0.05
Powheg+Pythia hdamp = mtop HERAPDF 9.4 0.31
Powheg+Pythia hdamp = 1 HERAPDF 10.9 0.21
Powheg+Herwig CT10 8.2 0.41
MC@NLO+Herwig CT10 12.3 0.14
Alpgen+Herwig CTEQ6 33.1 5.9 · 10�5

Table 6: Values of �2 and a p-value, computed for 8 degrees of freedom, obtained from the covariance matrix
of the measured cross-section for various predictions. Electroweak corrections are applied only to the first
prediction.

21

300 400 500 600 700 800 900 1000 1100 1200

 [f
b/

G
eV

]
t T

/d
p

tt
σd

-210

-110

1

10

Fiducial phase-space
Data
POWHEG+PYTHIA
ALPGEN+HERWIG
MC@NLO+HERWIG
POWHEG+HERWIG

ATLAS  
 -1 = 8 TeV, 20.3 fbs

 [GeV]
T

Particle top-jet candidate p
300 400 500 600 700 800 900 1000 1100 1200

Pr
ed

. /
 D

at
a

0.5
1

1.5
2

Figure 6: Fiducial particle-level di↵erential cross-section as a function of the hadronic top-jet candidate pT.
Powheg+Pythia, Powheg+Herwig, MC@NLO+Herwig, and Alpgen+Herwig predictions are compared with
the final results. MC samples are normalized to the NNLO+NNLL inclusive cross-section �tt̄ = 253 pb. No
electroweak corrections are applied to the predictions. The lower part of the figure shows the ratio of the MC
prediction to the data. The shaded area includes the total statistical plus systematic uncertainties. The points of
the various predictions are spaced along the horizontal axis for presentation only; they correspond to the same
pT range.

MC generator PDF �2 p-value
Powheg+Pythia hdamp = mtop + Electroweak corr. CT10 9.8 0.28
Powheg+Pythia hdamp = mtop CT10 13.0 0.11
Powheg+Pythia hdamp = 1 CT10 15.6 0.05
Powheg+Pythia hdamp = mtop HERAPDF 9.4 0.31
Powheg+Pythia hdamp = 1 HERAPDF 10.9 0.21
Powheg+Herwig CT10 8.2 0.41
MC@NLO+Herwig CT10 12.3 0.14
Alpgen+Herwig CTEQ6 33.1 5.9 · 10�5

Table 6: Values of �2 and a p-value, computed for 8 degrees of freedom, obtained from the covariance matrix
of the measured cross-section for various predictions. Electroweak corrections are applied only to the first
prediction.
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envelopes used for their respective estimates. The procedure for these signal modeling uncertainties is
needed because these e↵ects cannot be represented by a variation at the detector level, and so cannot
be included in the pseudoexperiment formalism used to build the first covariance matrix.

The correlation matrix derived from the particle-level covariance matrix is shown in Table 3. Agree-
ment between the measured di↵erential cross-sections and various predictions is quantified by calcu-
lating �2 values employing the covariance matrix and by inferring corresponding p-values. The �2

are evaluated using:
�2 = VT · Cov�1 · V,

where V is the vector of di↵erences between measured di↵erential cross-section values and predic-
tions, and Cov�1 is the inverse of the covariance matrix.

pT,ptcl [GeV] 300–350 350–400 400–450 450–500 500–550 550–650 650-750 750-1200
300–350 1.00 0.83 0.79 0.79 0.72 0.63 0.58 0.51
350–400 0.83 1.00 0.83 0.80 0.76 0.74 0.67 0.60
400–450 0.79 0.83 1.00 0.87 0.79 0.78 0.77 0.63
450–500 0.79 0.80 0.87 1.00 0.89 0.76 0.77 0.66
500–550 0.72 0.76 0.79 0.89 1.00 0.84 0.75 0.62
550–650 0.63 0.74 0.78 0.76 0.84 1.00 0.89 0.71
650–750 0.58 0.67 0.77 0.77 0.75 0.89 1.00 0.87

750–1200 0.51 0.60 0.63 0.66 0.62 0.71 0.87 1.00

Table 3: Correlation matrix between the bins of the particle-level di↵erential cross-section as a function of
pT,ptcl.

9. Results and interpretation

The unfolding procedure is applied to the observed top-jet candidate pT distribution. The cross-
sections are provided in Table 4 and Fig. 6 for the particle-level cross-section, and in Table 5 and
Fig. 7 for the parton-level cross-section. The higher e�ciency of reconstruction techniques for highly
boosted top quarks allows measurement of the top quark pT spectrum up to 1200 GeV. The di↵erential
cross-section is measured over two orders of magnitude. The measured di↵erential cross-sections
are compared to the predictions from Alpgen+Herwig, MC@NLO+Herwig, Powheg+Herwig, and
Powheg+Pythia tt̄ samples normalized to the NNLO+NNLL inclusive cross-section. The electroweak
corrections are not applied to the Powheg+Pythia prediction in these figures in order to compare it
on an equal footing with the other generators. All generators produce a top quark pT spectrum that is
harder than the one observed, with a di↵erence that generally increases with pT. The MC prediction
to data ratio is approximately the same at both the particle and parton levels for Powheg+Pythia,
which was used to extract the unfolding corrections. However, it changes significantly when going
from particle level to parton level for the other MC generators, in particular for Powheg+Herwig, and
Alpgen+Herwig, due to the di↵erent parton-level corrections in these MC generators. The level of
agreement is better at parton level than at particle level because the parton level is a↵ected by larger
systematic uncertainties.
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Figure 6: Fiducial particle-level di↵erential cross-section as a function of the hadronic top-jet candidate pT.
Powheg+Pythia, Powheg+Herwig, MC@NLO+Herwig, and Alpgen+Herwig predictions are compared with
the final results. MC samples are normalized to the NNLO+NNLL inclusive cross-section �tt̄ = 253 pb. No
electroweak corrections are applied to the predictions. The lower part of the figure shows the ratio of the MC
prediction to the data. The shaded area includes the total statistical plus systematic uncertainties. The points of
the various predictions are spaced along the horizontal axis for presentation only; they correspond to the same
pT range.

MC generator PDF �2 p-value
Powheg+Pythia hdamp = mtop + Electroweak corr. CT10 9.8 0.28
Powheg+Pythia hdamp = mtop CT10 13.0 0.11
Powheg+Pythia hdamp = 1 CT10 15.6 0.05
Powheg+Pythia hdamp = mtop HERAPDF 9.4 0.31
Powheg+Pythia hdamp = 1 HERAPDF 10.9 0.21
Powheg+Herwig CT10 8.2 0.41
MC@NLO+Herwig CT10 12.3 0.14
Alpgen+Herwig CTEQ6 33.1 5.9 · 10�5

Table 6: Values of �2 and a p-value, computed for 8 degrees of freedom, obtained from the covariance matrix
of the measured cross-section for various predictions. Electroweak corrections are applied only to the first
prediction.
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envelopes used for their respective estimates. The procedure for these signal modeling uncertainties is
needed because these e↵ects cannot be represented by a variation at the detector level, and so cannot
be included in the pseudoexperiment formalism used to build the first covariance matrix.

The correlation matrix derived from the particle-level covariance matrix is shown in Table 3. Agree-
ment between the measured di↵erential cross-sections and various predictions is quantified by calcu-
lating �2 values employing the covariance matrix and by inferring corresponding p-values. The �2

are evaluated using:
�2 = VT · Cov�1 · V,

where V is the vector of di↵erences between measured di↵erential cross-section values and predic-
tions, and Cov�1 is the inverse of the covariance matrix.

pT,ptcl [GeV] 300–350 350–400 400–450 450–500 500–550 550–650 650-750 750-1200
300–350 1.00 0.83 0.79 0.79 0.72 0.63 0.58 0.51
350–400 0.83 1.00 0.83 0.80 0.76 0.74 0.67 0.60
400–450 0.79 0.83 1.00 0.87 0.79 0.78 0.77 0.63
450–500 0.79 0.80 0.87 1.00 0.89 0.76 0.77 0.66
500–550 0.72 0.76 0.79 0.89 1.00 0.84 0.75 0.62
550–650 0.63 0.74 0.78 0.76 0.84 1.00 0.89 0.71
650–750 0.58 0.67 0.77 0.77 0.75 0.89 1.00 0.87

750–1200 0.51 0.60 0.63 0.66 0.62 0.71 0.87 1.00

Table 3: Correlation matrix between the bins of the particle-level di↵erential cross-section as a function of
pT,ptcl.

9. Results and interpretation

The unfolding procedure is applied to the observed top-jet candidate pT distribution. The cross-
sections are provided in Table 4 and Fig. 6 for the particle-level cross-section, and in Table 5 and
Fig. 7 for the parton-level cross-section. The higher e�ciency of reconstruction techniques for highly
boosted top quarks allows measurement of the top quark pT spectrum up to 1200 GeV. The di↵erential
cross-section is measured over two orders of magnitude. The measured di↵erential cross-sections
are compared to the predictions from Alpgen+Herwig, MC@NLO+Herwig, Powheg+Herwig, and
Powheg+Pythia tt̄ samples normalized to the NNLO+NNLL inclusive cross-section. The electroweak
corrections are not applied to the Powheg+Pythia prediction in these figures in order to compare it
on an equal footing with the other generators. All generators produce a top quark pT spectrum that is
harder than the one observed, with a di↵erence that generally increases with pT. The MC prediction
to data ratio is approximately the same at both the particle and parton levels for Powheg+Pythia,
which was used to extract the unfolding corrections. However, it changes significantly when going
from particle level to parton level for the other MC generators, in particular for Powheg+Herwig, and
Alpgen+Herwig, due to the di↵erent parton-level corrections in these MC generators. The level of
agreement is better at parton level than at particle level because the parton level is a↵ected by larger
systematic uncertainties.

19

vector of  (dσ/dX (i)meas - dσ/dX (i)predicetd)

Cov is the full estimate of the 
covariance matrix (syst+stat) 

Significant 
discrepancy
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example 𝜒2 Table : particle level results vs MCs
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DRAFT

Variable PWG+PY8 MC@NLO+HW PWG+PY6 PWG+HW6 MadGraph+PY6
CT10 hdamp = mt CT10 AUET2 CT10 hdamp = mt CT10 hdamp = 1 MadGraph+PY6 P2011C
�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value

pt
T 11/14 0.72 25/14 0.04 12/14 0.59 3.1/14 1.00 35/14 <0.01

RWt 20/11 0.05 24/11 0.01 25/11 0.01 4.2/11 0.96 60/11 <0.01
�tt̄ 27/9 <0.01 40/9 <0.01 24/9 <0.01 58/9 <0.01 240/9 <0.01
|ytt̄ | 110/17 <0.01 77/17 <0.01 100/17 <0.01 110/17 <0.01 210/17 <0.01
mtt̄ 7.9/10 0.64 4.6/10 0.92 3.8/10 0.95 6.7/10 0.75 21/10 0.02
ytt̄

boost 83/15 <0.01 56/15 <0.01 76/15 <0.01 80/15 <0.01 160/15 <0.01
|ptt̄

out| 2.4/5 0.79 9.0/5 0.11 8.8/5 0.12 11/5 0.05 3.3/5 0.66
|yt | 22/17 0.18 11/17 0.88 20/17 0.27 15/17 0.60 13/17 0.72
ptt̄

T 1.3/5 0.93 2.6/5 0.75 3.1/5 0.68 4.2/5 0.52 2.9/5 0.71
Htt̄

T 8.2/14 0.88 12/14 0.59 13/14 0.52 2.3/14 1.00 38/14 <0.01
��tt̄ 0.8/3 0.84 24/3 <0.01 5.0/3 0.17 17/3 <0.01 19/3 <0.01

Table 3: Comparison between the measured fiducial phase-space normalized di↵erential cross-sections and the
predictions from several MC generators. For each variable and prediction a �2 and a p-value are calculated using
the covariance matrix of each measured spectrum. The number of degrees of freedom (NDF) is equal to Nb � 1
where Nb is the number of bins in the distribution.

Variable PWG+PY8 MC@NLO+HW PWG+PY6 PWG+HW6 MadGraph+PY6
CT10 hdamp = mt CT10 AUET2 CT10 hdamp = mt CT10 hdamp = 1 MadGraph+PY6 P2011C
�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value

pt
T 0.7/7 1.00 5.1/7 0.65 5.8/7 0.56 3.8/7 0.80 16/7 0.03
�tt̄ 29/9 <0.01 69/9 <0.01 32/9 <0.01 120/9 <0.01 400/9 <0.01
|ytt̄ | 34/4 <0.01 24/4 <0.01 35/4 <0.01 33/4 <0.01 44/4 <0.01
mtt̄ 3.6/6 0.73 3.8/6 0.71 1.9/6 0.93 22/6 <0.01 13/6 0.04
ytt̄

boost 140/15 <0.01 93/15 <0.01 140/15 <0.01 140/15 <0.01 180/15 <0.01
|ptt̄

out| 1.8/5 0.88 1.9/5 0.86 1.1/5 0.96 2.5/5 0.78 0.8/5 0.98
|yt | 2.3/4 0.69 1.5/4 0.83 2.5/4 0.65 1.8/4 0.77 1.2/4 0.87
ptt̄

T 2.7/5 0.75 2.8/5 0.72 1.2/5 0.94 5.0/5 0.41 11/5 0.05
Htt̄

T 3.2/14 1.00 7.3/14 0.92 16/14 0.29 3.2/14 1.00 44/14 <0.01
��tt̄ 0.5/3 0.93 0.2/3 0.97 0.8/3 0.85 6.2/3 0.10 4.3/3 0.23

Table 4: Comparison between the measured full phase-space normalized di↵erential cross-sections and the pre-
dictions from several MC generators. For each variable and prediction a �2 and a p-value are calculated using
the covariance matrix of each measured spectrum. The number of degrees of freedom (NDF) is equal to Nb � 1
where Nb is the number of bins in the distribution.
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DRAFT

The uncertainty on the background from non-prompt and fake-leptons is evaluated by varying the defin-537

ition of loose leptons, changing the selection used to form the control region and propagating the stat-538

istical uncertainty of parameterizations of the e�ciency to pass the tighter lepton requirements for real539

and fake leptons. The combination of all these components also a↵ects the shape of the background.540

The overall impact of this systematic uncertainty is less than 1%.541

A 50% uncertainty is applied to the normalization of the Z+jets background, including the uncertainty542

on the cross-section and a further 48% due to uncertainties related to the requirement of the presence543

of at least four jets. A 40% uncertainty is applied to the diboson background, including the uncertainty544

on the cross-section and a further 34% due to the presence of two additional jets. The overall impact of545

these uncertainties is less than 1%, and the largest contribution is due to the Z+jets background.546

10 Results547

In this section, comparisons between unfolded data distributions and several SM predictions are presen-548

ted for the di↵erent observables discussed in Sect. 7. Events are selected by requiring exactly one lepton549

and at least four jets with at least two of the jets tagged as originating from a b-quark. Normalized dif-550

ferential cross-sections are shown in order to remove systematic uncertainties on the normalization.551

The SM predictions are obtained using di↵erent MC generators. The Powheg-Box generator [17],552

denoted “PWG” in the figures, is employed with three di↵erent sets of parton shower models, namely553

Pythia [19], Pythia8 [27] and Herwig [22]. The other NLO generator is MC@NLO [21] interfaced554

with the Herwig parton shower. Generators at the LO accuracy are represented by MadGraph [29]555

interfaced with Pythia for parton showering, which calculates tt̄ matrix elements with up to three556

additional partons and implements the matrix-element / parton-shower MLM matching scheme [30].557

The level of agreement between the measured distribution and simulations with di↵erent theoretical558

predictions is quantified by calculating �2 values, employing the full covariance matrices, and inferring559

p-values (probabilities that the �2 is larger than or equal to the observed value) from the �2 and the560

number of degrees of freedom (NDF). The normalization constraint used to derive the normalized561

di↵erential cross-sections lowers by one unit the NDF and the rank of the Nb ⇥ Nb covariance matrix,562

where Nb is the number of bins of the spectrum under consideration. In order to evaluate the �2 the563

following relation is used564

�2 = VT
Nb�1 · Cov�1

Nb�1 · VNb�1 , (6)

where VNb�1 is the vector of di↵erences between data and prediction obtained by discarding one of the565

Nb elements and CovNb�1 is the (Nb � 1) ⇥ (Nb � 1) sub-matrix derived from the full covariance matrix566

discarding the corresponding row and column. The sub-matrix obtained in this way is invertible and567

allows the �2 to be computed. The �2 value does not depend on the choice of the element discarded for568

the vector VNb�1 and the corresponding sub-matrix CovNb�1.569

The set of Figures 5–9 presents the normalized tt̄ fiducial phase-space di↵erential cross-sections as570

a function of the di↵erent observables. In particular, Figures 5(a) and 5(b) show the distributions of571

the hadronic top-quark transverse momentum and the absolute value of the rapidity; Figures 6(a), 6(b)572

and 6(c) present the tt̄ system invariant mass, transverse momentum, and absolute value of the rapidity,573

9th November 2015 – 19:37 21

arxiv:1511.04716 submitted to EPJC

individual top variables kinematic tt variables  tt system variables

Measurement of 1/σtt dσtt/dX  @√s = 8 TeV

vector of  (dσ/dX (i)meas - dσ/dX (i)predicetd)

Cov is the full estimate of the covariance matrix (syst+stat) 
Nb= number of bins

Resolved 
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• ATLAS & CMS 
measurements are 
generally 
consistent with  
each other  and all 
predictions 
‣ CMS shows slight 

slope 

Qualitative statement,  
no statistical test 
performed yet

ATLAS vs CMS vs Theory (I) :1/σtt dσtt/dpT,top @ √s = 8 TeV

parton level

CMSATLAS &
Public summary plots
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Global event description II
• Extra jet emissions are mostly regulated by the Parton Shower generators 

• sensitive to matching to matrix-element generators and to shower model

• predictions from modern generators in agreement with each other within <15% 

• however in extreme regions observe discrepancies which need to be tuned further

16

PS dominated PS dominated

ATLAS-CONF-2015-065

NEW PAS-TOP-16-011

Latest differential:  dσtt/dNjets @ √s = 13 TeV 

Dilepton channel
tt+jets is dominant 
bkg to tt+Higgs & 
new phys

(Pedro Ferreira da Silva @ Moriond 2016)

PAS-TOP-16-011
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• dilepton selection: 2 OS lep (e+e-,μ+μ-,e±μ∓),≥ 2 jets, ≥1 b-tag

• bkg: data-driven Z+jets,  (tW), diboson, tt+V fake leptons(from simul.)

67

Latest differential: 1/σtt  dσtt/dpT,top @ √s = 13 TeV 
11
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Figure 4: Normalized differential tt̄ production cross section as a function of the pt
T (top) and

yt (bottom) of the top quarks or antiquarks. The inner (outer) error bars indicate the statistical
(combined statistical and systematic) uncertainty. The data are compared to predictions from
POWHEG V2 + PYTHIA8, MG5 aMC@NLO + PYTHIA8 [FxFx], MG5 aMC@NLO + PYTHIA8
[MLM], and POWHEG V2 + HERWIG++ (left), and to beyond-NLO QCD calculations [17–20]
(right), when available.
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Figure 4: Normalized differential tt̄ production cross section as a function of the pt
T (top) and

yt (bottom) of the top quarks or antiquarks. The inner (outer) error bars indicate the statistical
(combined statistical and systematic) uncertainty. The data are compared to predictions from
POWHEG V2 + PYTHIA8, MG5 aMC@NLO + PYTHIA8 [FxFx], MG5 aMC@NLO + PYTHIA8
[MLM], and POWHEG V2 + HERWIG++ (left), and to beyond-NLO QCD calculations [17–20]
(right), when available.

• Subtract bkg, unfold (regularized) to parton level  & derive  1/σtt  dσtt/dpT,top

• Combine results of different channels 

• < dσ/dpT (MC predictions), 
similar to 7 & 8 TeV


• best description by POWHEG+HW+

‣ reasonably described  by 
all fixed order calculations

dσ/dpT(data) 

qualitative 
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Towards probing precisely the measured tt invariant mass
18

Phys. Rev. D 91, 014020  (2015)JHEP 1009:034,2010

Test QCD production modes
near threshold

Test EW corrections (Z,ɣ,H)

Bump hunting

Top mass running?

PDFs, αS at high x

Pole mass scan?

JHEP 0901:047,2009

Rate/shape reproduced within uncertainties

Elusive signs of new physics

Entering the 
boosted regime

10.1007/JHEP01(2015)092PRD 90, 014008 (2014)

X→tt

NEW PAS-TOP-16-011

Latest differential: dσtt/dmtt @ √s = 13 TeV  (I)

(Pedro Ferreira da Silva @ Moriond 2016)

dilepton 
selection
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Rate/shape reproduced within uncertainties

Probing the measured tt invariant mass
NEW PAS-TOP-16-011

• Precise measurements of M(tt) and others 
depends crucially on the understanding of  
ME+PS-based predictions

• Current uncertainty at the level of 5-20%

• ambiguity in data shape corrections

• dominated by different MC models

• Largest contributions from choice of 

• hadronizer (Pythia8 vs Herwig++)

• NLO generator (aMC@NLO vs Powheg)

    ⇒ complement with alternative measurements    

         to constrain PS related uncertainties 
        (e.g. underlying event, jet activity, etc.)

• Experimentally jet energy scale unc. dominant

Latest differential: dσtt/dmtt @ √s = 13 TeV  (I)

(Pedro Ferreira da Silva @ Moriond 2016)

Give my interpretation???

dilepton 
selection
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tt & t  cross section prospects for 13 TeV
• Increase in luminosity & cross section will enhance signal, backgrounds, 

possibly better S/B; even though samples are already extremely pure 
• More particle level vs parton level measurements 
• More differential cross section measurements  
‣ test uncharted territory (high Njets , high pT ), top pT crucial for searches  
‣focused syst studies as above in each diffxsec bin interplay with bin and 

unfolding optimization 
‣ enhance selection efficiency in more boosted configurations by tagging high 

transverse momentum massive objects 
• Combinations will improve uncertainty by including uncorrelated uncertainties 
• Measurements are dominated by systematic uncertainties  2 strategies 
‣ Reduce syst uncertainties by measuring  differential distributions that are 

sensitive to  alternative models  tune ambiguities, discard un-tunable models 
❖generator modelling: crucial harmonization in LHC to achieve combined result  
❖ ISR/FSR 
❖Fragmentation: tune simulation/hadronization models 
❖ improve PDF measurements particularly high x gluons and feed-it back 

‣De-sensitize analysis to sys uncertainty: use ingenuity and intuition to develop new 
cuts, reconstructions schemes 
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Measurement  of top quark mass, mt

71

i.e. 

the defining property
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The Top mass  (I)
• Remember the SM Lagrangian

72

Ltop = mt tL tR ./√2 + yt H tL tR ./√2

mt  =  yt v/√2

• At LO, m=mbare in SM Lagrangian, beyond LO mtop  depends on renormalization 
scheme

LHiggs,ermions = 
provides CKM matrix 

Phys.Rept. 504 (2011) 145-233

• Rapidity of convergence in perturbative regime depends on 
renormalization scheme (even if results don’t)


•  QCD is only asymptotically convergent : scheme should be acceptable in 
non pert regime too + no infinite order in perturbative regime

mass term interaction term

 Typical renormalization schemes
• Long distance scheme ~ Pole mass: real part of pole position in complex 

momentum space; imagine taking free particle to infinity, and measuring mass 
(impossible for QCD, top is coloured and confined); closer to collider measurement

Lake Louise Winter Institute 2014 Fabio Maltoni

The pole mass corresponds to our physical intuition of a stable particle (pole = propagation of 
particle, though a quark doesn’t usually really propagate -- hadronisation!) however,  it can never be 
determined with accuracy better than O(ΛQCD).

31

The pole mass is closer to what we measure at colliders through invariant mass of the top decay 
products. The ambiguities in that case are explicitly seen in the modeling of extra radiation, the color 
connect effects and hadronization. 

It can be connected to a short distance mass perturbatively (modulo non-perturbative corrections!!):

 Top-quark Mass

mardi 18 février 2014

• Mass difference between any two schemes is calculable as perturbative series in αs

• Short distance ~ Minimal Subtraction (MS): subtract the divergent term of corrections + 
universal constant; do not touch finite part.

• Difference involves integral of alpha_s over a region where it becomes large so the series does not converge : 
the ambiguity is of order ΛQCD
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⌃(m0, m0, µ) = m0
h ↵s

⇡✏
+ . . .

i
+ ⌃fin(m0, m0, µ)

TOP LHC WG, Jan 12 - 13, 2015 

Top Quark Mass 

+ 
 
   

= p � m0 � ⌃(p, m0, µ)

MS scheme: m0 = m(µ)


1 � ↵s

⇡✏
+ . . .

�

→               is pure UV-object without IR-sensitivity 
 
 
→   Useful scheme for  
→   Far away from a kinematic mass of the quark 

m(µ)
µ > m

Pole scheme: m0 = mpole


1 � ↵s

⇡✏
+ . . .

�
� ⌃fin(mpole, mpole, µ)

→   Close to the notion of the quark rest mass (kinematic mass)                    
 

cancel between self-energy and all other diagrams cannot cancel.  

→   Absorbes all self energy corrections into the mass parameter 

→   Has perturbative instabilities due to sensitivity to momenta < 1 GeV  (ΛQCD) 

Should not be used if 
uncertainties are 
below 1 GeV ! →   Renormalon problem: infrared-sensitive contributions from < 1 GeV that     

A. Hoang (TOPLHCWG, Jan 2015)

essential clues
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What is top mass and how is it measured? the Pole 

74

⊗ Detector

propagator to amplitude: higher order corrections

• The parameter of 
the Breit-Wigner for 
a resonance : 
property of a 
distribution.

+ + ...
+ + ...1 part irreducible: cannot 

be split in two by removing 
a single line

=

Definition

essential clues

Definition of mtop from top decays

If Γtop were < 1 GeV, top would 
hadronize before decaying. Same as b-
quark

T
p1

pn

t

q

m2
T =

0

@
X

i=1,...,n

pi

1

A
2

But Γtop is > 1 GeV, top decays before 
hadronizing. Extra antiquarks must be 
added to the top-quark decay final state 
in order to produce the physical state 
whose mass will be measured

As a result, Mexp is not equal to mpoletop, 
and will vary in each event, depending 
on the way the event has evolved. 

The top mass extracted in hadron 
collisions is not well defined below a 
precision of O(Γtop)~ 1 GeV

pn

b

Wt

B
p1

q

q
_

_

t
_

g

M2
exp

=

0

@
X

i=1,...,n

p
i

1

A
2

Goal: 
- correctly quantify the systematic uncertainty
- identify observables that allow to validate the 
theoretical modeling of hadronization in top 
decays
- identify observables less sensitive to these 
effects

q

q
_

mt = Flattice/potential models (mT, αQCD)

(M. Mangano,  
TOP2013)
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Theory tools to measure the MC mass

• For quark making hadrons well defined 
calculation exists to obtain pole or MS mass


• Force MC to generate a fictitious T hadron

• relate T mass to standard top decays

75

essential clues

TOP LHC WG, Jan 12 - 13, 2015 

Theory Tools to Measure the MC mass 
Part 2  

•  Accurate analytic QCD predictions beyond LL/LO with full control 
over the quark mass dependence  

•  Theoretical description at the hadron level for comparison with MC 
at the hadron level 

Need:  

•  Implementation of massive quarks into the SCET framework 
•  VFNS for final state jets (with massive quarks)* 

* In collaboration with: P. Pietrulewicz, V. Mateu, I. Jemos, S. Gritschacher 
arXiv:1302.4743  (PRD 88, 034021 (2013)) 
arXiv:1309.6251  (PRD 89, 014035 (2013)) 
arXiv:1405.4860  (PRD 90  114001 (2014)) 
More to come … 

The relation between MC mass and field theoretical mass can be 
made more precise by measuring the MC mass using a 
completely independent hadron level QCD prediction of a mass-
dependent observable. 

TOP LHC WG, Jan 12 - 13, 2015 

Theory Tools to Measure the MC mass 
Part 2  

•  Accurate analytic QCD predictions beyond LL/LO with full control 
over the quark mass dependence  

•  Theoretical description at the hadron level for comparison with MC 
at the hadron level 

Need:  

•  Implementation of massive quarks into the SCET framework 
•  VFNS for final state jets (with massive quarks)* 

* In collaboration with: P. Pietrulewicz, V. Mateu, I. Jemos, S. Gritschacher 
arXiv:1302.4743  (PRD 88, 034021 (2013)) 
arXiv:1309.6251  (PRD 89, 014035 (2013)) 
arXiv:1405.4860  (PRD 90  114001 (2014)) 
More to come … 

The relation between MC mass and field theoretical mass can be 
made more precise by measuring the MC mass using a 
completely independent hadron level QCD prediction of a mass-
dependent observable. 

1)

2) http://arxiv.org/pdf/1409.8592.pdfG Corcella

TOP LHC WG, Jan 12 - 13, 2015 

Theory Tools to Measure the MC mass 

Observable: Thust in e+e-  

⌧ = 1�max~n

P
i |~n · ~pi|

Q

⌧!0⇡ M2
1 + M2

2

Q2

Invariant mass distribution in the resonance region ! 

TOP LHC WG, Jan 12 - 13, 2015 

Theory Tools to Measure the MC mass 

Observable: Thust in e+e-  

⌧ = 1�max~n

P
i |~n · ~pi|

Q

⌧!0⇡ M2
1 + M2

2

Q2

Invariant mass distribution in the resonance region ! 

TOP LHC WG, Jan 12 - 13, 2015 

MC vs. SCET: Primary Bottom Production 

Compare MC with SCET (pQCD, summation, hadronization effects) @ NNLL for Thrust  

Preliminary !! 

•  Take central values for αs and Ω1 from our earlier NNLL thrust analysis for data on 
all-flavor production (=massless quarks)  

•  Compare with Pythia (mb
Pythia=4.8 GeV) for consistency and mass sensitivity 

•  Which mass does mb
Pythia=4.8 GeV correspond to for a field theoretic bottom mass?  

↵s(MZ) = 0.1192± 0.006
⌦1 = 0.276± 0.155

Denahdi, AHH, V. Mateu    
 

Abbate,Fickinger, AHH, Mateu, Stewart 2010  
  

 

Start work on b-hadron mass as a test case 
di-jet events

A. Hoang (TOPLHCWG, Jan 2015)

SUMMARIZE 
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51st Recontre de Moriond, EW Session, La Thuile, March 12-19, 2016 

Conclusions & Outlook 
•  First serious precise MC top quark mass calibration based on                    

e+e-  2-jettiness: preliminary results.  

•  NNLL+NLO QCD calculations based on an extension of the SCET 
approach concerning massive quark effects (all large logs incl. Ln(m)’s 
summed systematically). 

•  The Monte Carlo top mass calibration in terms of MSR mass with 
perturbative error O(500 MeV) appears feasible at NNLL+NLO 

•  Intrinsic MC error seems O(100 MeV).   

•  Full verified error analysis @  NNLL+NLO on the way 
•  Calibration for other MC generators  
•  Heavy jet mass, C-parameter (NNLL), pp-2 jettiness analysis (NLL) w.i.p. 
•  NNNLL+NNLO (2jettiness)  w.i.p 
•  Mass (+ Yukawa coupling) conversions w. QCD + electroweak  

Outlook: 

Theory tools to measure the MC mass : latest essential clues
A. Hoang @ Moriond 2016
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Extraction of the top mass:

168 169 170 171 172 173 174 175
168

169

170

171

172

173

174

175

mMC [GeV]

mSR(1GeV) [GeV]

51st Recontre de Moriond, EW Session, La Thuile, March 12-19, 2016 

Peak Fits 
Γt=1.4 GeV,               tunes 1, 3, 7,  
Ω1,smear=1.5, 2.0, 2.5, 3.0, 3.5 GeV, 
Q={700, 1000, 1400} GeV,          peak fit (60/80)%   
mt

Pythia=170,171, 172, 173, 174, 175 GeV    
NLL: 177 scan survivors,  NNLL: 254 scan survivors  

First serious run: 

NLL 
NNLL 

•  Many more cross checks to be 
done.  

•  Calibration error: 0.5 GeV seems 
feasible at NNLL ! 

André H. Hoang's proposal:

mt

51st Recontre de Moriond, EW Session, La Thuile, March 12-19, 2016 

Top Mass Measurements Methods 

� High top mass sensitivity 
� Precision of MC ? 
� Meaning of mt

MC ?  

� pQCD calculations dominate 
� Control of mass scheme 
� Lower top mass sensitivity 
� High sensitivity to norm errors 

Indirect Mass Fit:  

LHC+Tevatron  

Direct Reconstruction:  

kinematic mass 
determination 

global mass 
dependence 

Future Linear Collider:  

Top Pair Threshold:  

� High top mass sensitivity 
� pQCD calculations dominate 
� Control of mass scheme 

Δ mt ~ 200 MeV (projection) 

kinematic mass 
determination 
perturbative 

toponium 
Δ mt ~ 100 MeV  

Δ mt ~ 1-2 GeV Total cross section tt+jet invariant mass 

Δ mt ~ 0.5 GeV 

51st Recontre de Moriond, EW Session, La Thuile, March 12-19, 2016 

Conclusions & Outlook 
•  First serious precise MC top quark mass calibration based on                    

e+e-  2-jettiness: preliminary results.  

•  NNLL+NLO QCD calculations based on an extension of the SCET 
approach concerning massive quark effects (all large logs incl. Ln(m)’s 
summed systematically). 

•  The Monte Carlo top mass calibration in terms of MSR mass with 
perturbative error O(500 MeV) appears feasible at NNLL+NLO 

•  Intrinsic MC error seems O(100 MeV).   

•  Full verified error analysis @  NNLL+NLO on the way 
•  Calibration for other MC generators  
•  Heavy jet mass, C-parameter (NNLL), pp-2 jettiness analysis (NLL) w.i.p. 
•  NNNLL+NNLO (2jettiness)  w.i.p 
•  Mass (+ Yukawa coupling) conversions w. QCD + electroweak  

Outlook: 

useful for 
precision tests 

of the SM!

A Pomerol Theory Summary - Moriond EWK 2016
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CERN Seminar, July 2nd,  2013                                                                                                              G. Cortiana 

Higgs potential stability 
!   The current experimental values of mH and mtop are very 

intriguing from the theoretical point of view:  
!   the Higgs quartic coupling could be rather small, vanish or 

even turn negative at a scale slightly smaller than the Planck 
scale. 

!   if λ(µ)>0  
 the electroweak vacuum is a global minimum   

!   if λ(µ) <0  
 the electroweak vacuum becomes metastable (does not 
 become unstable over the age of the  universe) 

!   Even in the absence of direct 
evidences for new physics at the LHC, 
the experimental information on mH 
and mtop gives us useful hints on the 
structure of the theory at very short 
distances 

!   Renewed interest for precision mtop 
measurements 

42 

 G. Degrassi et. al., arxiv:1205.6497  

V =
1

2
µ2�2 +

1

4
��4

 (G. Cortiana’s CERN seminar, 
2nd July 2013)

IF SM is valid up to the Planck scale
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Probably worth to know that for MH ⇠ 126 GeV and Mt ⇠ 173 GeV

E W = 246 GeV

NOT IN SCALE

Instability = 1011 GeV

M
P

 ~1031 GeV !!!

New minimum at �

(2)
min ⇠ 1030 GeV !!!

SM E↵ective Potential extrapolated well above MP !!!

Remember : you normally hear... “assume SM valid up to MP”

Does this make any sense ??? Is this a problem or not ???

15

V Branchina, @ Moriond 2015
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Top loop-corrections to the Higgs E↵ective Potential

destabilize the electroweak vacuum...

NOT IN SCALE

E W 

Instability 

2
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To make sense out of this potential, people have (had??) arguments ...

1. New Physics Interactions that appear at the Planck scale MP

eventually stabilize the potential around MP ...

E W = 246 GeV

NOT IN SCALE

Instability = 1011 GeV

M
P

New Physics Interactions 
at the Planck scale

... meaning that if you take into account the presence of these new

physics interactions at MP , given in terms of higher order operators as

�

6

M

2
P

,

�

8

M

4
P

, ....

these terms stabilize the Higgs potential around MP ...
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To make sense out of this potential, people have (had??) arguments ...

1. New Physics Interactions that appear at the Planck scale MP

eventually stabilize the potential around MP ...

E W = 246 GeV

NOT IN SCALE

Instability = 1011 GeV

M
P

New Physics Interactions 
at the Planck scale

... meaning that if you take into account the presence of these new

physics interactions at MP , given in terms of higher order operators as

�

6

M

2
P

,

�

8

M

4
P

, ....

these terms stabilize the Higgs potential around MP ...

16

.. or how stable is the instability?
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“Precision Measurements of Mt”
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Precision measurements of Mt (and MH) cannot discriminate
between stability, metastability or criticality ... The knowledge of

Mt and MH alone is not su�cient to decide of the EW vacuum

stability condition. We need informations on NEW PHYSICS in order to

asses this question ...

34

V Branchina, @ Moriond 2015
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Phase diagram with �6 = �0.4 and �8 = 0.7

(Please note : Natural values for the coupling constants)
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Even worse !
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Phase diagram with �6 = �0.2 and �8 = 0.5

(Please note : Natural values for the coupling constants)
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The strips move downwards ... The Experimental Point no longer at 3 �

from the stability line !!! ... Stability Diagram depends on new physics !
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Phase diagram with �6 = 0 and �8 = 0 - Literature case
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This is the well known Stability Diagram ... According to it :

(1) For MH ⇠ 125� 126 GeV and Mt ⇠ 173 we live in a metastable state ;

(2) 3 � close to the stability line (Criticality) ;

(3) Precision measurements of the top mass should allow to discriminate

between stable, metastable, or critical EW vacuum ...

28

.. or how stable is the instability?
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V Branchina, @ Moriond 2015'
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The Phase Diagram
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in not Universal !

... one out of di↵erent possibilities ....
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The two statements :

(1) - There should be new physics at the Planck scale that stabilizes the

potential

E W = 246 GeV

NOT IN SCALE

Instability = 1011 GeV

M
P

New Physics Interactions 
at the Planck scale
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(2) - The stability phase diagram in independent on this new physics

Cannot be true at the same time
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.. or how stable is the instability?

mailto:fracesco.spano@cern.ch?subject=
https://indico.in2p3.fr/event/10819/session/3/contribution/26/material/slides/0.pdf


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016

 measuring the top quark mass, mtop

82

standard & “alternative” measurements
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A#standard#recipe#for#standard#measurements 
of#the#top#mass:

Prescription for top mass measurements

1 Select tt̄ events – high integrated luminosity, efficient b-tag algorithms

2 Construct estimator M
t

for top mass
3 Parametrize dN/dM

t

in terms of mMC

t

4 Perform maximum likelihood fit
Calibrate on MC, evaluate on data

,! tt̄ modeling uncertainties very important!

Mt

d
N

/d
M

t mt
MC=160 GeV

mt
MC=170 GeV

mt
MC=180 GeV

mt
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m
e
a
n
 M
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a·mt+b
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(L

)
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extr mt

MC

1
2

3 4

Markus Seidel (UHH) Top-quark mass measurements at the LHC March 25, 2014 3 / 16

1. Select#tt#̅events#
2. Construct#observable#
3. Parametrize#observable#in#mt#using#MC#simula<on#
4. Fit#to#data,#extract#mass#

• Many#choices#of#observables:##
• Kinema<c#fits,#simple#invariant#masses,#etc.

/53%
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What is top mass and how is it measured?

83

Top specific!
• Most precise methods need full event reconstruction: what jets to use and 

assign to quark, missing energy due to neutrinos in final state

• Precision measurement dominated  by systematic uncertainties: mostly jet & 

theory related. Develop techniques to constrain uncertainties from data or 
make analysis less sensitive or insensitive.

Uncertainties

essential clues

(images by B. 
Stieger (CERN))

‣ template method, ideogram method, matrix element, end-point...

6

A#standard#recipe#for#standard#measurements 
of#the#top#mass:

Prescription for top mass measurements

1 Select tt̄ events – high integrated luminosity, efficient b-tag algorithms

2 Construct estimator M
t

for top mass
3 Parametrize dN/dM

t

in terms of mMC

t

4 Perform maximum likelihood fit
Calibrate on MC, evaluate on data

,! tt̄ modeling uncertainties very important!

1
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3 4

Markus Seidel (UHH) Top-quark mass measurements at the LHC March 25, 2014 3 / 16

1. Select#tt#̅events#
2. Construct#observable#
3. Parametrize#observable#in#mt#using#MC#simula<on#
4. Fit#to#data,#extract#mass#

• Many#choices#of#observables:##
• Kinema<c#fits,#simple#invariant#masses,#etc.

/53%

that is sensitive to mtop

Techniques

• Compare predicted distribution of observable with 
measured one as a function of top mass associated 
to observable. Distance is “measured” by -
log(likelihood)  to be minimized.

measured m is 
parameter of 
predicted 
distribution
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What is top mass and how is it measured?

84

Standard Techniques
essential clues

Template Method

Ideogram  Method

68 Kehoe, Narain, Kumar

data sample with integrated luminosity of 1.7 fb−1 the top quark mass is measured
to be mt = 171.6 ± 2.1(stat ⊕ jes) ± 1.1(sys) GeV 124.

6.4.2. Matrix element method

The matrix element method was developed by DØ between Run I and Run II. It was
used first on the Run I data set to obtain a top quark mass measurement of mt =
180.1±3.6(stat)±3.9(sys) GeV134. A significantly improved statistical precision was
achieved compared to the previous measurement mt = 173.3 ± 5.6(stat) ± 5.5(sys)
GeV146 on the same data set which used the template technique.

The idea is to compute for each event the probability density to observe the
event as a function of the top quark mass, based on the full kinematic information
from the event. This probability density is given by

pevt(x|mt, α, f) = fptop(x|mt, α) + (1 − f)pbkg(x|α). (13)

Here x stands for all measured quantities in the event, i.e. the momenta of the
charged lepton, the jets and the E̸T . α is a scale parameter for the jet energies, and
f represents the fraction of top quark decay events in the data sample. The event-
by-event probability densities are combined into a joint likelihood for all events in
the sample,

− lnL(x1...xn|mt, α, f) = −
n
∑

i=1

ln pevt(x|mt, α, f). (14)

The measurement of the top quark mass is then the value of mt that maximizes L
for any value of the parameters α and f .

The signal probability density is given by the differential cross section normalized
to the total cross section σtt(mt) for all events accepted by the analysis cuts. It is
given by

psig(x|mt, α) =
1

σtt(mt)

∫

dzdzf(z)f(z)dσtt(y, mt)W (x|y, α), (15)

where z and z are the fractions of the proton and antiproton momenta carried
by the initial partons, f(z) is the parton distribution function for the proton, y
represents the momenta of all partons taking part in the hard scatter event. The
transfer function W (x|y, α) gives the probability to measure the observables x for
the parton momenta y and the jet scale parameter α. The parton cross section
dσtt is calculated based on the leading-order matrix element M for the process
qq → tt → ℓνbqq′b:

dσtt(y, mt) =
|M|2

xxs
dΦ6, (16)

where dΦ6 is the Lorentz-invariant six-particle phase space element and s is the
parton center of mass energy. In order to make psig calculable with reasonable
computing power, a number of simplifying assumptions must be made. Typically

68 Kehoe, Narain, Kumar

data sample with integrated luminosity of 1.7 fb−1 the top quark mass is measured
to be mt = 171.6 ± 2.1(stat ⊕ jes) ± 1.1(sys) GeV 124.

6.4.2. Matrix element method

The matrix element method was developed by DØ between Run I and Run II. It was
used first on the Run I data set to obtain a top quark mass measurement of mt =
180.1±3.6(stat)±3.9(sys) GeV134. A significantly improved statistical precision was
achieved compared to the previous measurement mt = 173.3 ± 5.6(stat) ± 5.5(sys)
GeV146 on the same data set which used the template technique.

The idea is to compute for each event the probability density to observe the
event as a function of the top quark mass, based on the full kinematic information
from the event. This probability density is given by

pevt(x|mt, α, f) = fptop(x|mt, α) + (1 − f)pbkg(x|α). (13)

Here x stands for all measured quantities in the event, i.e. the momenta of the
charged lepton, the jets and the E̸T . α is a scale parameter for the jet energies, and
f represents the fraction of top quark decay events in the data sample. The event-
by-event probability densities are combined into a joint likelihood for all events in
the sample,

− lnL(x1...xn|mt, α, f) = −
n
∑

i=1

ln pevt(x|mt, α, f). (14)

The measurement of the top quark mass is then the value of mt that maximizes L
for any value of the parameters α and f .

The signal probability density is given by the differential cross section normalized
to the total cross section σtt(mt) for all events accepted by the analysis cuts. It is
given by

psig(x|mt, α) =
1

σtt(mt)

∫

dzdzf(z)f(z)dσtt(y, mt)W (x|y, α), (15)

where z and z are the fractions of the proton and antiproton momenta carried
by the initial partons, f(z) is the parton distribution function for the proton, y
represents the momenta of all partons taking part in the hard scatter event. The
transfer function W (x|y, α) gives the probability to measure the observables x for
the parton momenta y and the jet scale parameter α. The parton cross section
dσtt is calculated based on the leading-order matrix element M for the process
qq → tt → ℓνbqq′b:

dσtt(y, mt) =
|M|2

xxs
dΦ6, (16)

where dΦ6 is the Lorentz-invariant six-particle phase space element and s is the
parton center of mass energy. In order to make psig calculable with reasonable
computing power, a number of simplifying assumptions must be made. Typically

Different (ways to find)/(format for) the likelihood as function of mtop
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of the top quark mass by the DØ Collaboration. It is based on the same general
idea that was developed for the matrix element method in equations 13 and 14.
The difference lies in the definitions of psig and pbkg. In order to reduce comput-
ing requirements, this analysis method makes use of the same kinematic fit as the
template method.
The signal probability is defined as

psig(o|mt, α) = p̃sig(D)
24
∑

i=1

exp

(

−χi

2

)[

f

∫

G(mi, m
′, σi)B(m′, mt)dm′ + (1 − f)S(mi, mt)

]

.

(19)
Here D is a discriminant based on the kinematic observables in the event that is
constructed such that most top quark like events have D ≈ 1 and most background
like events have D ≈ 0 and p̃sig(D) is the probability density for signal events with
discriminant value D. The sum over i runs over all 12 jet permutations and the two
solutions for pz of the neutrino. χ2

i is the minimum value of the χ2 goodness of fit
variable for the kinematic fit described in section 6.4.1 and mi is the corresponding
value of the hypothesized top quark mass. G(x, x0, σ) is a Gaussian bell curve with
mean x0 and width σ and B(x, x0) is a Breit-Wigner function of mean x0. The
integral is a convolution of the Breit-Wigner line shape of the top quark with a
Gaussian resolution function and represents the contribution from jet permutations
with the correct jet-parton assignments and f indicates the probability that a jet
permutation corresponds to the correct jet-parton assignments. S(mi, mt) repre-
sents the contribution of jet permutations with the wrong jet-parton assignments.
Figure 34 shows the event likelihood curves for simulated events with zero, one,
or two tags. The background probability density pbkg is determined using a Monte
Carlo simulation.
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Fig. 34. Event likelihoods for simulated DØ ℓ+jets events with 0, 1, or 2 tags152.

The DØ collaboration has applied this technique to the same data set as was used
by the matrix element analysis described in section 6.4.2 except that the ideogram
analysis uses events with four or more jets. Figure 35 (left plot) shows a contour plot
of the event likelihood L defined in equation 14 as a function of the assumed top
quark mass mt and the jet energy scale factor α. Figure 35 (right plot) shows the
likelihood versus top quark mass. The result of this measurement is mt = 173.7 ±

(see B. Kehoe, Int.J.Mod.Phys.A23:353-470,2008)

Given x= vector of observable 
quantities (jets, leptons,..)

 α=vector of scale factors/
nuisance parameters

 Convolution of  analytical parametrizations for theory & detector

Matrix element method :

68 Kehoe, Narain, Kumar

data sample with integrated luminosity of 1.7 fb−1 the top quark mass is measured
to be mt = 171.6 ± 2.1(stat ⊕ jes) ± 1.1(sys) GeV 124.

6.4.2. Matrix element method

The matrix element method was developed by DØ between Run I and Run II. It was
used first on the Run I data set to obtain a top quark mass measurement of mt =
180.1±3.6(stat)±3.9(sys) GeV134. A significantly improved statistical precision was
achieved compared to the previous measurement mt = 173.3 ± 5.6(stat) ± 5.5(sys)
GeV146 on the same data set which used the template technique.

The idea is to compute for each event the probability density to observe the
event as a function of the top quark mass, based on the full kinematic information
from the event. This probability density is given by

pevt(x|mt, α, f) = fptop(x|mt, α) + (1 − f)pbkg(x|α). (13)

Here x stands for all measured quantities in the event, i.e. the momenta of the
charged lepton, the jets and the E̸T . α is a scale parameter for the jet energies, and
f represents the fraction of top quark decay events in the data sample. The event-
by-event probability densities are combined into a joint likelihood for all events in
the sample,

− lnL(x1...xn|mt, α, f) = −
n
∑

i=1

ln pevt(x|mt, α, f). (14)

The measurement of the top quark mass is then the value of mt that maximizes L
for any value of the parameters α and f .

The signal probability density is given by the differential cross section normalized
to the total cross section σtt(mt) for all events accepted by the analysis cuts. It is
given by

psig(x|mt, α) =
1

σtt(mt)

∫

dzdzf(z)f(z)dσtt(y, mt)W (x|y, α), (15)

where z and z are the fractions of the proton and antiproton momenta carried
by the initial partons, f(z) is the parton distribution function for the proton, y
represents the momenta of all partons taking part in the hard scatter event. The
transfer function W (x|y, α) gives the probability to measure the observables x for
the parton momenta y and the jet scale parameter α. The parton cross section
dσtt is calculated based on the leading-order matrix element M for the process
qq → tt → ℓνbqq′b:

dσtt(y, mt) =
|M|2

xxs
dΦ6, (16)

where dΦ6 is the Lorentz-invariant six-particle phase space element and s is the
parton center of mass energy. In order to make psig calculable with reasonable
computing power, a number of simplifying assumptions must be made. Typically
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where z and z are the fractions of the proton and antiproton momenta carried
by the initial partons, f(z) is the parton distribution function for the proton, y
represents the momenta of all partons taking part in the hard scatter event. The
transfer function W (x|y, α) gives the probability to measure the observables x for
the parton momenta y and the jet scale parameter α. The parton cross section
dσtt is calculated based on the leading-order matrix element M for the process
qq → tt → ℓνbqq′b:
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|M|2

xxs
dΦ6, (16)

where dΦ6 is the Lorentz-invariant six-particle phase space element and s is the
parton center of mass energy. In order to make psig calculable with reasonable
computing power, a number of simplifying assumptions must be made. Typically
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to the total cross section σtt(mt) for all events accepted by the analysis cuts. It is
given by
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where z and z are the fractions of the proton and antiproton momenta carried
by the initial partons, f(z) is the parton distribution function for the proton, y
represents the momenta of all partons taking part in the hard scatter event. The
transfer function W (x|y, α) gives the probability to measure the observables x for
the parton momenta y and the jet scale parameter α. The parton cross section
dσtt is calculated based on the leading-order matrix element M for the process
qq → tt → ℓνbqq′b:
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where dΦ6 is the Lorentz-invariant six-particle phase space element and s is the
parton center of mass energy. In order to make psig calculable with reasonable
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Measuring top mass @ √s = 7 &  8 TeV
• Select ℓ+jets, all jets and dilepton events  
‣ 1 lepton (e,μ),  ≥4 jets, 2 b-tags  OR 
‣ 2 Opp. Sign ℓℓ(e,μ), ≥2 jets, high ETmiss  + veto mℓℓ  around mZ , eμ: high HT   OR 
‣ ≥6 high pT jets, 2 b-tags

TOP-14-022 lepton+jets Selection and reconstruction

Select tt̄ lepton+jets events (exactly 1 e or µ, 4 jets, exactly 2 b tagged)
Kinematic fit to tt̄ hypothesis (mW = 80.4 GeV, mt = mt̄), require P

gof

> 0.2
Jet scale factor (JSF) extracted from W mass peak (“2D” method)
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TOP-14-022 all-jets Selection and reconstruction
Select tt̄ all-jets events (6 jets, exactly 2 b tagged)
Kinematic fit to tt̄ hypothesis, require P

gof

> 0.1,�Rbb̄ > 2.0
QCD multijet background obtained from control sample (PAS: event mixing)
Jet scale factor (JSF) extracted from W mass peak
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Reconstruct mtop-sensitive variable
• ℓ+jets or all jets: derive tt topology with LO 

kinematic fit (mtop,HAD= mtop,LEP ,mW constraint) 
→ assign 4 or 6 jets 

• mtopreco  from fit-assigned but unconstrained jets or from kine solution

~93% 
pure tt

• keep event if Pfit>0.2 or (>0.1 & DR(bb)> 2.0)

~28k ev 

5.3 The dilepton channel 15
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Figure 7: Distribution of mAMWT
t for the collision and simulated data with mt = 172.5 GeV. The

vertical bars show the statistical uncertainty and the hatched bands show the statistical and
systematic uncertainties added in quadrature. The lower section of the plot shows the ratio of
the yields between the collision data and the simulation.

negative logarithms of the maximum likelihoods returned by the fits, and the minimum of the
parabola is taken as the measured mass value.

The fit is calibrated to correct for any biases induced by the reconstruction using pseudo-data.
The calibration is performed by means of a test using the simulated templates for the top quark
masses between 169.5 and 175.5 GeV. We randomly draw 1000 samples of events, each selected
such that the total number of events is the same as in the full data sample. For each template,
the 1000 measured masses are averaged together and subtracted from the input mass to obtain
a numerical value for the bias induced by the fit. The bias is then parametrized as a linear
dependence on the generated value of mt, and the resulting calibration curve is used to correct
for biases in the final result.

The likelihoods obtained from a fit of each of the seven simulated templates to data, as well as
a second-order polynomial fit to these values, are shown in Fig. 8. This yields an uncalibrated
measured mass of mt = 172.77 ± 0.19 (stat) GeV. After correcting for the fit bias, the result for
the top quark mass is found to be mt = 172.82 ± 0.19 (stat) GeV.

The analysis was optimized with the value of mt blinded. The optimization was done by mini-
mizing the total expected (statistical+systematic) uncertainty. This resulted in the restriction of
the analysis to events containing only two b jets, rather than the requirement of at least one b
jet which was used initially.

• dilepton : Assign b-jets to top, impose 
4-mom conservation, MW  and mtop 
hypo→  get neutrinos 4-mom. + weight 
depending on resolution and E(ℓ)→ Keep 
assignment with max. weight

bkg: data driven multi-jets (all jets) W+jets+fake leptons; single top, Z+jets,dibosons from simul.  

Phys. Rev. D 93, 072004 (2016)
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Measuring top mass @ √s = 8 TeV

• Maximize likelihood of data set as function of 

 ∫Ldt = 19.7 fb-1 (2012)  

• For each event derive

4.2 Analytical matrix weighting technique (AMWT) 7

energy scale from the JEC are given equal weight in the fit. In contrast, for the hybrid fit in the
all-jets channel, the jet energy scale from the JEC contributes 80% of the information, because
of the larger uncertainty on the JSF from the 2D fit.

The distributions of mfit
t and mWreco are obtained from simulation for three to seven different

mt and three to five different JSF values for the tt signal, and from simulated background
events (lepton+jets) or the control sample for the multijet background (all-jets). From these dis-
tributions, probability density functions are derived separately for different cases of jet-parton
assignments for the signal, and for the background contribution. The signal functions depend
on mt and JSF, and are labeled P(mfit

t |mt, JSF) and P(mreco
W |mt, JSF), respectively, for an event in

the final likelihood.

The likelihood for measuring mt and the JSF in an observed data sample can be expressed as:

L
�
sample|mt, JSF

�
= ’

events
L
�
event|mt, JSF

�wevent , (1)

where the event weight wevent = c Ân
i=1 Pgof (i) is used in the lepton+jets analysis to reduce

the impact of events for which the chosen permutation of the jets is incorrect. Here, c is a
normalization constant and the remaining quantities are defined as in Eq. (2). For the all-jets
channel, wevent = 1 is used. The event likelihoods (or ideograms) are given by

L
�
event|mt, JSF

�
=

n

Â
i=1

Pgof (i)

(
fsigPsig

⇣
mfit

t,i , mreco
W,i |mt, JSF

⌘
+

�
1 � fsig

�
Pbkg

⇣
mfit

t,i , mreco
W,i

⌘)
,

(2)
where the index i runs over the n selected permutations of an event that each have a goodness-
of-fit probability Pgof assigned from the kinematic fit. The signal fraction fsig is assumed to be 1
for the lepton+jets channel and is left as a free parameter of the fit for the all-jets channel. The
background term Pbkg is independent of both mt and the JSF for backgrounds determined from
the collision data.

As the W boson mass is fixed to 80.4 GeV in the fit, the observables mfit
t and mreco

W have a low
correlation coefficient (less than 5%) and the probability density P can be factorized into one-
dimensional expressions,

P
⇣

mfit
t , mreco

W |mt, JSF
⌘
= Â

j
f jPj

⇣
mfit

t |mt, JSF
⌘

Pj

⇣
mreco

W |mt, JSF
⌘

, (3)

where the index j denotes the different jet-parton permutation classes defined for the measure-
ment. Their relative fraction f j is either determined from the simulated sample with mt,gen =
172.5 GeV or by the fit.

The most likely mt and JSF values are obtained by minimizing �2 lnL
�
sample|mt, JSF

�
for the

2D and hybrid analyses. For the 1D analyses only mt is determined and the JSF is set to unity
during the minimization.

4.2 Analytical matrix weighting technique (AMWT)

The measurement of mt for the dileptonic tt decays is performed using the analytical matrix
weighting technique (AMWT). This is based on a matrix weighting technique used by the D0
collaboration [41], combined with an analytical algorithm to find solutions of the kinematic
equations [42]. The method allows the determination of mt with the assumption of JSF = 1,
and in this sense, the results are comparable to the 1D fits performed in either the lepton+jets
or all-jets channels (see Section 4.1).

• Build simulated prob. density 
function (pdf/templates) of 
mtopreco as a function of

• (ℓ+jets or all jets) • dilepton

•  mtop, JSF: global jet 
en. scale factor, jet-
parton assignment in 
kine fit 

•  mtop

•  ideogram (= event 
likelihood) for mtopreco 
from pdfs & kine-fit info: 
function of mtop, JSF

•  event likelihood for 
mtopreco from pdfs: 
function of mtop,

2D hybrid
ideogram → ideogram∙P(JSF)  
P(JSF) = Gauss(1,width of Jet Energy Correction)

mtop, JSF
1D
mtop,  
JSF=1

mtop,  
JSF=1

product of ev, lkl

Σi Pi [ f Psig()+(1-fsig)Pbkg ]

sum of goodness of fit
less weight to incorrect 
permutations

Phys. Rev. D 93, 072004 (2016)
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 ∫Ldt = 19.7 fb-1 (2012)  

TOP-14-022 lepton+jets Hybrid ideogram method

Ideogram method: based on MC templates, uses multiple hypotheses per event
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TOP-14-022 lepton+jets Hybrid ideogram method

Ideogram method: based on MC templates, uses multiple hypotheses per event
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(M. Seidel , LHCTopWG meeting,17th Nov 2015)

Measuring top mass @ √s = 8 TeV

• Hybrid is the most precise method: includes more info about JSF

Phys. Rev. D 93, 072004 (2016)

mailto:fracesco.spano@cern.ch?subject=
http://link.aps.org/doi/10.1103/PhysRevD.93.072004


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016

Measuring top mass @ √s = 7 &  8 TeV
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δmtop /mtop ~0.28% 

Phys. Rev. D 93, 072004 (2016)

are computed using the same models so they should be
fully correlated. For the two experimental terms, the
strength of the assumed correlations is varied by 50% of
their nominal values to check the sensitivity to the assumed
correlation strength. In both cases this produces changes of
less than 0.01 GeV in mt and δmt. We therefore conclude
that the result is quite stable against reasonable changes in
the assumed correlation strength.
Although we do not believe that the use of 100%

correlation strengths is appropriate to use for the correlated
systematic uncertainties, for completeness we have
rerun the final combination without the constraint on the
correlation strengths. In this case we observe shifts of
−0.28 GeV in mt and −0.03 GeV in δmt. For this
combination, four of the seven measurements have negative
combination coefficients and the central mass lies outside
of the boundaries of the measurements. This corresponds to
the result obtained using the standard BLUE method.
Figure 14 shows the mass values obtained from each

of the three channels separately. These correspond to

combinations h2 (2012, 2011) for the leptonþ jets chan-
nel, 111 (2012, 2011, 2010) for the dilepton channel, and
h1 (2012, 2011) for the all-jets channel, respectively. The
results are all in good agreement with the combined
measurement.

XI. SUMMARY

Anew set ofmeasurements of the top quarkmass has been
presented, based on the data recorded by the CMS experi-
ment at the LHC at

ffiffiffi
s

p
¼ 8 TeV during 2012, and corre-

sponding to a luminosity of 19.7 fb−1. The top quark mass
has been measured in the leptonþ jets, all-jets and dilepton
decay channels, giving values of 172.35# 0.16ðstatÞ #
0.48ðsystÞ GeV, 172.32# 0.25ðstatÞ # 0.59ðsystÞ GeV,
and 172.82# 0.19ðstatÞ # 1.22ðsystÞ GeV, respectively.
Individually, these constitute the most precise measurements
in each of the decay channels studied. When combined with
the published CMS results at

ffiffiffi
s

p
¼ 7 TeV, a top quarkmass

measurement of 172.44# 0.13ðstatÞ # 0.47ðsystÞ GeV is
obtained. This is themost precisemeasurement ofmt to date,
with a total uncertainty of 0.48 GeV, and it supersedes all of
the previous CMS measurements of the top quark mass.
The top quark mass has also been studied as a function

of the event kinematical properties in the leptonþ jets
channel. No indications of a kinematical bias in the
measurements is observed and the data are consistent with
a range of predictions from current theoretical models of tt̄
production.

TABLE IX. Category breakdown of systematic uncertainties
for the combined mass result. The uncertainties are expressed in
GeV.

Combined mt result δmtðGeVÞ
Experimental uncertainties
Method calibration 0.03
Jet energy corrections
–JEC: intercalibration 0.01
–JEC: in situ calibration 0.12
–JEC: uncorrelated nonpileup 0.10
Lepton energy scale 0.01
Emiss
T scale 0.03

Jet energy resolution 0.03
b tagging 0.05
Pileup 0.06
Backgrounds 0.04
Trigger < 0.01

Modeling of hadronization

JEC: flavor 0.33
b jet modeling 0.14

Modeling of perturbative QCD

PDF 0.04
Ren. and fact. scales 0.10
ME-PS matching threshold 0.08
ME generator 0.11
Top quark pT 0.02

Modeling of soft QCD

Underlying event 0.11
Color reconnection modeling 0.10

Total systematic 0.47

Statistical 0.13

Total Uncertainty 0.48
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FIG. 14. The combined
ffiffiffi
s

p
¼ 7 and 8 TeV measurements ofmt

for each of the tt̄ decay channels.
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Combine  3 measurements @ 8 TeV 
with 4 results at 7 TeV: use BLUE 

including correlations 
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First Mtop World average 

• Systematics 
dominated 
‣ tt modelling

‣ energy 

scale of 
light and b-
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Figure 1: (a): Input measurements and result of their combination (see also Table 3), compared with the
Tevatron and LHC combined mtop values [6, 7]. With respect to Ref. [6] only a partial set of Tevatron mtop
measurements is used in the world combination (see Section 4). For each measurement, the total uncertainty,
the statistical and the iJES contributions (when applicable), as well as the sum of the remaining uncertainties
are reported separately. The iJES contribution is statistical in nature and applies only to analyses performing in
situ (tt̄) jet energy calibration procedures. The grey vertical band reflect the total uncertainty on the combined
mtop value. Panels (b) and (c) show, respectively, the BLUE combination coe�cients and pulls of the input
measurements. 14

arxiv:1403.4427[hep-ex]

δmtop /mtop ~0.44% 

• First combination of mtop from 1.96 TeV pp  & 7 TeV pp collisions-
• Tevatron: up to 8.7/fb

• LHC: up to 4.9/fb

• Use most precise 

measurement in each 
channel by each 
experiment

• δmtop reduced by  
‣ 28% w.r.t. most 

precise single input 
‣ 13% w.r.t to 

previous most 
precise combination 
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First Mtop World average : uncertainties & correlations

• Major effort to 
classify 
uncertainties & 
define 

90

arxiv:1403.4427[hep-ex]Input measurements and uncertainties in GeV
CDF D0 ATLAS CMS World

Uncertainty l+jets di-l all jets Emiss
T l+jets di-l l+jets di-l l+jets di-l all jets Combination

mtop 172.85 170.28 172.47 173.93 174.94 174.00 172.31 173.09 173.49 172.50 173.49 173.34
Stat 0.52 1.95 1.43 1.26 0.83 2.36 0.23 0.64 0.27 0.43 0.69 0.27
iJES 0.49 n.a. 0.95 1.05 0.47 0.55 0.72 n.a. 0.33 n.a. n.a. 0.24
stdJES 0.53 2.99 0.45 0.44 0.63 0.56 0.70 0.89 0.24 0.78 0.78 0.20
flavourJES 0.09 0.14 0.03 0.10 0.26 0.40 0.36 0.02 0.11 0.58 0.58 0.12
bJES 0.16 0.33 0.15 0.17 0.07 0.20 0.08 0.71 0.61 0.76 0.49 0.25
MC 0.56 0.36 0.49 0.48 0.63 0.50 0.35 0.64 0.15 0.06 0.28 0.38
Rad 0.06 0.22 0.10 0.28 0.26 0.30 0.45 0.37 0.30 0.58 0.33 0.21
CR 0.21 0.51 0.32 0.28 0.28 0.55 0.32 0.29 0.54 0.13 0.15 0.31
PDF 0.08 0.31 0.19 0.16 0.21 0.30 0.17 0.12 0.07 0.09 0.06 0.09
DetMod <0.01 <0.01 <0.01 <0.01 0.36 0.50 0.23 0.22 0.24 0.18 0.28 0.10
b-tag 0.03 n.e. 0.10 n.e. 0.10 <0.01 0.81 0.46 0.12 0.09 0.06 0.11
LepPt 0.03 0.27 n.a. n.a. 0.18 0.35 0.04 0.12 0.02 0.14 n.a. 0.02
BGMC 0.12 0.24 n.a. n.a. 0.18 n.a. n.a. 0.14 0.13 0.05 n.a. 0.10
BGData 0.16 0.14 0.56 0.15 0.21 0.20 0.10 n.a. n.a. n.a. 0.13 0.07
Meth 0.05 0.12 0.38 0.21 0.16 0.51 0.13 0.07 0.06 0.40 0.13 0.05
MHI 0.07 0.23 0.08 0.18 0.05 <0.01 0.03 0.01 0.07 0.11 0.06 0.04
Total Syst 0.99 3.13 1.41 1.36 1.25 1.49 1.53 1.50 1.03 1.46 1.23 0.71
Total 1.12 3.69 2.01 1.85 1.50 2.79 1.55 1.63 1.06 1.52 1.41 0.76

Table 3: Uncertainty categories assignment for the input measurements and the result of the world mtop com-
bination. All values are in GeV. In the table, “n.a.” stands for not applicable; “n.e.” refers to uncertainties not
evaluated (see text for details).

⇢EXP ⇢LHC ⇢TEV
⇢COL

⇢CDF ⇢D0 ⇢ATL ⇢CMS ⇢ATL�TEV ⇢CMS�TEV
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iJES 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
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Table 4: Assumed correlation coe�cients for each source of uncertainty. The symbols ⇢CDF, ⇢D0, ⇢ATL, and
⇢CMS represent the assumed correlations among measurements from the same experiment, while ⇢LHC and
⇢TEV indicate the correlations assumed respectively between measurements at the LHC and at the Tevatron.
The ⇢ATL�TEV and ⇢CMS�TEV reflect the correlations between measurements from ATLAS or CMS and the
Tevatron.
† For the BGMC, the 100% correlation is assumed only for measurements using the same tt̄ final state.
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The following systematic uncertainties stem from the limited knowledge of the JES [27, 28, 31–35, 65]. Since
the methodologies and assumptions to derive JES corrections and their corresponding uncertainties are not
always directly comparable between experiments, variations of the correlation assumptions described below
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Figure 3: Variation of the combined mtop result (a,c) and its total uncertainty (b,d) as a function of variations in
the correlation assumptions. (a,b) ⇢EXP, ⇢LHC, ⇢TEV and ⇢COL are varied simultaneously using a multiplicative
factor f in the range [0,1] (open light blue dots). Separate variations of each correlation coe�cient in the
same range, are reported by the blue (filled dots), orange (filled triangles), red (filled squares) and the grey
(open triangles) curve, respectively. (c,d) Stability of the world combination under variations of the default
assumptions on the correlation for selected uncertainty sources. The sensitivity of the combination to di↵erent
scenarios concerning the treatment of the hadronisation systematics is also shown. See text for details.
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Figure 3: Variation of the combined mtop result (a,c) and its total uncertainty (b,d) as a function of variations in
the correlation assumptions. (a,b) ⇢EXP, ⇢LHC, ⇢TEV and ⇢COL are varied simultaneously using a multiplicative
factor f in the range [0,1] (open light blue dots). Separate variations of each correlation coe�cient in the
same range, are reported by the blue (filled dots), orange (filled triangles), red (filled squares) and the grey
(open triangles) curve, respectively. (c,d) Stability of the world combination under variations of the default
assumptions on the correlation for selected uncertainty sources. The sensitivity of the combination to di↵erent
scenarios concerning the treatment of the hadronisation systematics is also shown. See text for details.
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Figure 1: (a): Input measurements and result of their combination (see also Table 3), compared with the
Tevatron and LHC combined mtop values [6, 7]. With respect to Ref. [6] only a partial set of Tevatron mtop
measurements is used in the world combination (see Section 4). For each measurement, the total uncertainty,
the statistical and the iJES contributions (when applicable), as well as the sum of the remaining uncertainties
are reported separately. The iJES contribution is statistical in nature and applies only to analyses performing in
situ (tt̄) jet energy calibration procedures. The grey vertical band reflect the total uncertainty on the combined
mtop value. Panels (b) and (c) show, respectively, the BLUE combination coe�cients and pulls of the input
measurements. 14
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quark. The red lines correspond to the statistical uncertainty while the blue lines show the
total uncertainty.
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FIG. 35: Summary of the measurements performed in Run II of
the Tevatron which are used as inputs to the Tevatron combina-
tion [8]. The inner error bars indicate the statistical uncertainties,
while the outer bars represent the total uncertainties. The Tevatron
average value of mt obtained using input measurements from Run I
and Run II is given at the bottom and its uncertainty is shown by the
band. The Figure is adapted from Ref. [8].

total systematic uncertainty and the statistical uncertainty of
0.58 GeV. The statistical uncertainty consists of two parts:
0.41 GeV from mt alone and 0.41 GeV from kJES. Considering
the latter as a source of systematic uncertainty, as is done for
the Tevatron combination [8], the total systematic uncertainty
including the statistical contribution from the in situ constraint
on the JES is 0.64 GeV.

IX. COMPARISON WITH PREVIOUS MEASUREMENTS

A. Comparison with the Tevatron average

Our result is included in the Tevatron combination from
July 2014 [8], which takes into account 10 published and 2
preliminary results from the CDF and D0 collaborations us-
ing pp̄ collision data from Run I and Run II of the Fermilab
Tevatron Collider. Considering correlations between sources
of systematic uncertainty as described in detail in Ref. [7], the

final result is mt = 174.34±0.64 GeV, with a relative weight
of 67% from the D0 measurement. An overview of the in-
put measurements performed using Run II data is presented in
Fig. 35. All measurements from Run I and Run II are consis-
tent with c2 = 10.8 for 11 degrees of freedom, which corre-
sponds to a c2 probability of 46%.

B. Comparison with the world average

Our result can be compared with the current world aver-
age of mt = 173.34± 0.76 GeV [9], which encompasses 11
measurements from the ATLAS, CDF, CMS, and D0 Collab-
orations, excluding this measurement. We do this compari-
son considering the full uncertainty in the world combination
and only the statistical uncertainty in our measurement, which
provides a reasonable approximation, given the large correla-
tion among the experiments for most sources of systematic
uncertainty. Furthermore, we use the simplifying assumption
that there is no correlation between the statistical uncertainty
of our new measurement and of the world average. We find
consistency at the 1.7 SD level. Due to the complicated corre-
lation of systematic uncertainties, a more detailed comparison
should be performed in a separate document, with participa-
tion from all the collaborations supplying measured mt val-
ues as inputs, and include all updates since the publication of
Ref. [9].

X. SUMMARY

In summary, we have performed a measurement of the mass
of the top quark using the matrix element technique in tt̄
candidate events in lepton+jets final states using 9.7 fb�1 of
Run II integrated luminosity collected by the D0 detector at
the Fermilab Tevatron pp̄ Collider. The result,

mt = 174.98±0.58(stat+ JES)±0.49(syst) GeV , or
mt = 174.98±0.76 GeV ,

is consistent with the values given by the current Tevatron and
world combinations of the top-quark mass [8, 9] and achieves
by itself a similar precision. With an uncertainty of 0.43%,
it constitutes the most precise single measurement of the top-
quark mass, and is ⇡ 70% more precise than the next-to-most
precise single measurement [73]. The total systematic uncer-
tainty of our result is smaller than that of any other single
measurement.
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Measure mtoppole from σtt - dilepton - √s =7 &  8 TeV

•  σtt  depends on mtoppole →Comparing the σttmeas (mtopMC) to 
predictions expressed as σtttheo (mtoppole)  allows determination of 
mtoppole

93

	 Eur.Phys.J. C74 (2014) 3109
Phys. Lett. B 728 (2014) 496-517
Phys. Lett. B 738 (2014) 526 (Corrigendum)

A=ATLAS, C=CMS
ℓνℓνbb  

∫Ldt ~ 20.3 fb-1 (2012)
∫Ldt ~ 4.6 fb-1 (2011)

• σtttheo (mtoppole) is determined by calculating σtttheo at NNLO+NNLL for 
different mtoppole values  & parametrizing the result 

Idea
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Table 5 Fiducial cross-section measurement results at
√

s = 7 TeV and√
s = 8 TeV, for different requirements on the minimum lepton pT and

maximum lepton |η|, and with or without the inclusion of leptons from

W → τ → ℓ decays. In each case, the first uncertainty is statistical, the
second due to analysis systematic effects, the third due to the integrated
luminosity and the fourth due to the LHC beam energy

pℓT ( GeV) |ηℓ| W → τ → ℓ
√

s = 7 TeV (pb)
√

s = 8 TeV (pb)

>25 <2.5 Yes 2.615 ± 0.044 ± 0.056 ± 0.052 ± 0.047 3.448 ± 0.025 ± 0.069 ± 0.107 ± 0.059

>25 <2.5 No 2.305 ± 0.039 ± 0.049 ± 0.046 ± 0.041 3.036 ± 0.022 ± 0.061 ± 0.094 ± 0.052

>30 <2.4 Yes 2.029 ± 0.034 ± 0.043 ± 0.040 ± 0.036 2.662 ± 0.019 ± 0.054 ± 0.083 ± 0.046

>30 <2.4 No 1.817 ± 0.031 ± 0.039 ± 0.036 ± 0.033 2.380 ± 0.017 ± 0.048 ± 0.074 ± 0.041

through the fitted value of ϵb, no restrictions on jet kinematics
are imposed in the definition of σ fid

t t . In calculating Aeµ and
Geµ from the various t t simulation samples, the lepton four-
momenta were taken after final-state radiation, and includ-
ing the four-momenta of any photons within a cone of size
∆R = 0.1 around the lepton direction, excluding photons
from hadron decays or produced in interactions with detec-
tor material. The values of Aeµ are about 1.4 % (including
the t t → eµννbb branching ratio), and those of Geµ about
55 %, at both centre-of-mass energies.

The measured fiducial cross-sections at
√

s = 7 TeV and√
s = 8 TeV, for leptons with pT > 25 GeV and |η| < 2.5,

are shown in the first row of Table 5. The relative uncertainties
are shown in the lower part of Table 3; the PDF uncertainties
are substantially reduced compared to the inclusive cross-
section measurement, and the QCD scale uncertainties are
reduced to a negligible level. The t t modelling uncertainties,
evaluated from the difference between Powheg+Pythia and
MC@NLO+Herwig samples increase slightly, though the
differences are not significant given the sizes of the simu-
lated samples. Overall, the analysis systematics on the fidu-
cial cross-sections are 6–11 % smaller than those on the inclu-
sive cross-section measurements.

Simulation studies predict that 11.9 ± 0.1 % of t t events
in the fiducial region have at least one lepton produced via
W → τ → ℓ decay. The second row in Table 5 shows the
fiducial cross-section measurements scaled down to remove
this contribution. The third and fourth rows show the mea-
surements scaled to a different lepton fiducial acceptance of
pT > 30 GeV and |η| < 2.4, a common phase space acces-
sible to both the ATLAS and CMS experiments.

7.2 Top quark mass determination

The strong dependence of the theoretical prediction for σt t
on mt offers the possibility of interpreting measurements of
σt t as measurements of mt . The theoretical calculations use
the pole mass mpole

t , corresponding to the definition of the
mass of a free particle, whereas the top quark mass measured
through direct reconstruction of the top decay products [65–
68] may differ from the pole mass by O(1 GeV) [69,70]. It is
therefore interesting to compare the values of mt determined
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Fig. 7 Predicted NNLO+NNLL t t production cross-sections at√
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√
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values (solid lines) and total uncertainties (dashed lines) with several
PDF sets. The yellow band shows the QCD scale uncertainty. The mea-
surements of σt t are also shown, with their dependence on the assumed
value of mt through acceptance and background corrections parame-
terised using Eq. (2)

from the two approaches, as explored previously by the D0
[71,72] and CMS [73] collaborations.

The dependence of the cross-section predictions (calcu-
lated as described in Sect. 2) on mpole

t is shown in Fig. 7 at
both

√
s = 7 TeV and

√
s = 8 TeV. The calculations were

fitted to the parameterisation proposed in Ref. [6], namely:

σ theo
t t (mpole

t ) = σ (mref
t )

(
mref

t

mpole
t

)4

(1 + a1x + a2x2) (2)

where the parameterisation constant mref
t = 172.5 GeV,

x = (mpole
t − mref

t )/mref
t , and σ (mref

t ), a1 and a2 are
free parameters. This function was used to parameterise the
dependence of σt t on mt separately for each of the NNLO
PDF sets CT10, MSTW and NNPDF2.3, together with their
uncertainty envelopes.

Figure 7 also shows the small dependence of the exper-
imental measurement of σt t on the assumed value of mt ,
arising from variations in the acceptance and W t single
top background, as discussed in Sect. 6. This dependence

123

Identify mtoppole = mtopMC± 1 GeV (propagate uncertainty)  
&  

Assume that σtt  is not affected by non SM physics

The theory part

(A)
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Table 5 Fiducial cross-section measurement results at
√

s = 7 TeV and√
s = 8 TeV, for different requirements on the minimum lepton pT and

maximum lepton |η|, and with or without the inclusion of leptons from

W → τ → ℓ decays. In each case, the first uncertainty is statistical, the
second due to analysis systematic effects, the third due to the integrated
luminosity and the fourth due to the LHC beam energy

pℓT ( GeV) |ηℓ| W → τ → ℓ
√

s = 7 TeV (pb)
√

s = 8 TeV (pb)

>25 <2.5 Yes 2.615 ± 0.044 ± 0.056 ± 0.052 ± 0.047 3.448 ± 0.025 ± 0.069 ± 0.107 ± 0.059

>25 <2.5 No 2.305 ± 0.039 ± 0.049 ± 0.046 ± 0.041 3.036 ± 0.022 ± 0.061 ± 0.094 ± 0.052

>30 <2.4 Yes 2.029 ± 0.034 ± 0.043 ± 0.040 ± 0.036 2.662 ± 0.019 ± 0.054 ± 0.083 ± 0.046

>30 <2.4 No 1.817 ± 0.031 ± 0.039 ± 0.036 ± 0.033 2.380 ± 0.017 ± 0.048 ± 0.074 ± 0.041

through the fitted value of ϵb, no restrictions on jet kinematics
are imposed in the definition of σ fid

t t . In calculating Aeµ and
Geµ from the various t t simulation samples, the lepton four-
momenta were taken after final-state radiation, and includ-
ing the four-momenta of any photons within a cone of size
∆R = 0.1 around the lepton direction, excluding photons
from hadron decays or produced in interactions with detec-
tor material. The values of Aeµ are about 1.4 % (including
the t t → eµννbb branching ratio), and those of Geµ about
55 %, at both centre-of-mass energies.

The measured fiducial cross-sections at
√

s = 7 TeV and√
s = 8 TeV, for leptons with pT > 25 GeV and |η| < 2.5,

are shown in the first row of Table 5. The relative uncertainties
are shown in the lower part of Table 3; the PDF uncertainties
are substantially reduced compared to the inclusive cross-
section measurement, and the QCD scale uncertainties are
reduced to a negligible level. The t t modelling uncertainties,
evaluated from the difference between Powheg+Pythia and
MC@NLO+Herwig samples increase slightly, though the
differences are not significant given the sizes of the simu-
lated samples. Overall, the analysis systematics on the fidu-
cial cross-sections are 6–11 % smaller than those on the inclu-
sive cross-section measurements.

Simulation studies predict that 11.9 ± 0.1 % of t t events
in the fiducial region have at least one lepton produced via
W → τ → ℓ decay. The second row in Table 5 shows the
fiducial cross-section measurements scaled down to remove
this contribution. The third and fourth rows show the mea-
surements scaled to a different lepton fiducial acceptance of
pT > 30 GeV and |η| < 2.4, a common phase space acces-
sible to both the ATLAS and CMS experiments.

7.2 Top quark mass determination

The strong dependence of the theoretical prediction for σt t
on mt offers the possibility of interpreting measurements of
σt t as measurements of mt . The theoretical calculations use
the pole mass mpole

t , corresponding to the definition of the
mass of a free particle, whereas the top quark mass measured
through direct reconstruction of the top decay products [65–
68] may differ from the pole mass by O(1 GeV) [69,70]. It is
therefore interesting to compare the values of mt determined
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Fig. 7 Predicted NNLO+NNLL t t production cross-sections at√
s = 7 TeV and

√
s = 8 TeV as a function of mpole

t , showing the central
values (solid lines) and total uncertainties (dashed lines) with several
PDF sets. The yellow band shows the QCD scale uncertainty. The mea-
surements of σt t are also shown, with their dependence on the assumed
value of mt through acceptance and background corrections parame-
terised using Eq. (2)

from the two approaches, as explored previously by the D0
[71,72] and CMS [73] collaborations.

The dependence of the cross-section predictions (calcu-
lated as described in Sect. 2) on mpole

t is shown in Fig. 7 at
both

√
s = 7 TeV and

√
s = 8 TeV. The calculations were

fitted to the parameterisation proposed in Ref. [6], namely:

σ theo
t t (mpole

t ) = σ (mref
t )

(
mref

t

mpole
t

)4

(1 + a1x + a2x2) (2)

where the parameterisation constant mref
t = 172.5 GeV,

x = (mpole
t − mref

t )/mref
t , and σ (mref

t ), a1 and a2 are
free parameters. This function was used to parameterise the
dependence of σt t on mt separately for each of the NNLO
PDF sets CT10, MSTW and NNPDF2.3, together with their
uncertainty envelopes.

Figure 7 also shows the small dependence of the exper-
imental measurement of σt t on the assumed value of mt ,
arising from variations in the acceptance and W t single
top background, as discussed in Sect. 6. This dependence
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Table 5 Fiducial cross-section measurement results at
√

s = 7 TeV and√
s = 8 TeV, for different requirements on the minimum lepton pT and

maximum lepton |η|, and with or without the inclusion of leptons from

W → τ → ℓ decays. In each case, the first uncertainty is statistical, the
second due to analysis systematic effects, the third due to the integrated
luminosity and the fourth due to the LHC beam energy

pℓT ( GeV) |ηℓ| W → τ → ℓ
√

s = 7 TeV (pb)
√

s = 8 TeV (pb)

>25 <2.5 Yes 2.615 ± 0.044 ± 0.056 ± 0.052 ± 0.047 3.448 ± 0.025 ± 0.069 ± 0.107 ± 0.059

>25 <2.5 No 2.305 ± 0.039 ± 0.049 ± 0.046 ± 0.041 3.036 ± 0.022 ± 0.061 ± 0.094 ± 0.052

>30 <2.4 Yes 2.029 ± 0.034 ± 0.043 ± 0.040 ± 0.036 2.662 ± 0.019 ± 0.054 ± 0.083 ± 0.046

>30 <2.4 No 1.817 ± 0.031 ± 0.039 ± 0.036 ± 0.033 2.380 ± 0.017 ± 0.048 ± 0.074 ± 0.041

through the fitted value of ϵb, no restrictions on jet kinematics
are imposed in the definition of σ fid

t t . In calculating Aeµ and
Geµ from the various t t simulation samples, the lepton four-
momenta were taken after final-state radiation, and includ-
ing the four-momenta of any photons within a cone of size
∆R = 0.1 around the lepton direction, excluding photons
from hadron decays or produced in interactions with detec-
tor material. The values of Aeµ are about 1.4 % (including
the t t → eµννbb branching ratio), and those of Geµ about
55 %, at both centre-of-mass energies.

The measured fiducial cross-sections at
√

s = 7 TeV and√
s = 8 TeV, for leptons with pT > 25 GeV and |η| < 2.5,

are shown in the first row of Table 5. The relative uncertainties
are shown in the lower part of Table 3; the PDF uncertainties
are substantially reduced compared to the inclusive cross-
section measurement, and the QCD scale uncertainties are
reduced to a negligible level. The t t modelling uncertainties,
evaluated from the difference between Powheg+Pythia and
MC@NLO+Herwig samples increase slightly, though the
differences are not significant given the sizes of the simu-
lated samples. Overall, the analysis systematics on the fidu-
cial cross-sections are 6–11 % smaller than those on the inclu-
sive cross-section measurements.

Simulation studies predict that 11.9 ± 0.1 % of t t events
in the fiducial region have at least one lepton produced via
W → τ → ℓ decay. The second row in Table 5 shows the
fiducial cross-section measurements scaled down to remove
this contribution. The third and fourth rows show the mea-
surements scaled to a different lepton fiducial acceptance of
pT > 30 GeV and |η| < 2.4, a common phase space acces-
sible to both the ATLAS and CMS experiments.

7.2 Top quark mass determination

The strong dependence of the theoretical prediction for σt t
on mt offers the possibility of interpreting measurements of
σt t as measurements of mt . The theoretical calculations use
the pole mass mpole

t , corresponding to the definition of the
mass of a free particle, whereas the top quark mass measured
through direct reconstruction of the top decay products [65–
68] may differ from the pole mass by O(1 GeV) [69,70]. It is
therefore interesting to compare the values of mt determined
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Fig. 7 Predicted NNLO+NNLL t t production cross-sections at√
s = 7 TeV and

√
s = 8 TeV as a function of mpole

t , showing the central
values (solid lines) and total uncertainties (dashed lines) with several
PDF sets. The yellow band shows the QCD scale uncertainty. The mea-
surements of σt t are also shown, with their dependence on the assumed
value of mt through acceptance and background corrections parame-
terised using Eq. (2)

from the two approaches, as explored previously by the D0
[71,72] and CMS [73] collaborations.

The dependence of the cross-section predictions (calcu-
lated as described in Sect. 2) on mpole

t is shown in Fig. 7 at
both

√
s = 7 TeV and

√
s = 8 TeV. The calculations were

fitted to the parameterisation proposed in Ref. [6], namely:

σ theo
t t (mpole

t ) = σ (mref
t )

(
mref

t

mpole
t

)4

(1 + a1x + a2x2) (2)

where the parameterisation constant mref
t = 172.5 GeV,

x = (mpole
t − mref

t )/mref
t , and σ (mref

t ), a1 and a2 are
free parameters. This function was used to parameterise the
dependence of σt t on mt separately for each of the NNLO
PDF sets CT10, MSTW and NNPDF2.3, together with their
uncertainty envelopes.

Figure 7 also shows the small dependence of the exper-
imental measurement of σt t on the assumed value of mt ,
arising from variations in the acceptance and W t single
top background, as discussed in Sect. 6. This dependence
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Measure mtoppole from σtt √s =7 &  8 TeV

• Standard dilepton selection: 2 OS lept (e+e-, eμ, μμ) (C) or (eμ(A)

‣ C: ≥2 jets, high ETmiss  + veto mℓℓ  around mZ , eμ: high HT 
‣ A:no cuts on Njet ,ETmiss,HT  

94

• Extract σtt (mtopMC )  by

	 Eur.Phys.J. C74 (2014) 3109

Phys. Lett. B 728 (2014) 496-517
Phys. Lett. B 738 (2014) 526 (Corrigendum)

A=ATLAS, C=CMS

• A:simultaneous fit for σtt and 
εb, efficiency to select, reco 
and b-tag a jet in 1-b-tag and 
2-b-tag samples

• C: correcting bkg-subtracted 
Ntt with lumi and efficiency

10 6 Cross Section Measurement

respectively.

Source µµ ee eµ

Trigger & Lepton efficiencies (ID, Iso) 2.2 2.5 1.9
LES 0.3 0.3 0.3
JES 3.5 2.9 2.3
JER 1.7 1.4 1.7
B-tagging 0.9 1.3 0.8
pileup 1.5 1.9 1.4
Branching ratio 1.7 1.7 1.7
Event Q2 scale 0.7 0.7 0.7
Matching 0.7 0.7 0.7
Total Systematic 5.2 5.1 4.3
Luminosity 4.4 4.4 4.4

Table 1: Summary of the relative systematic uncertainties in percentage on the number of signal
tt̄ events after the full selection criteria, shown separately for each of the dilepton channels.

Uncertainties from data-driven background determination have been presented in Secs. 4.1
and 4.2. The uncertainties on the remaining backgrounds are estimated through simulation.
Then, the uncertainties related to the selection efficiency of the VV, and single top quark back-
grounds are estimated as for the uncertainty on the tt̄ signal selection efficiency. In addition, an
uncertainty of 20% is used for each of these backgrounds. This term covers the uncertainty in
the cross sections as well as the uncertainty related to difference in the topology of backgrounds
and tt̄ events.

6 Cross Section Measurement
The tt̄ production cross section ⇥tt̄ is measured as:

⇥tt̄ =
N � NB

A · L , (2)

where N is the total number of events observed in data, NB is the number of estimated back-
ground events, A is the total acceptance estimated from a sample of inclusive tt̄ events, and L
is the integrated luminosity. The values of N, NB, and A are available in Table 2, where also the
cross section per channel is shown.

The systematic uncertainties discussed in the previous section are included in the event counts,
and then propagated to the cross section measurement. When asymmetric uncertainties are ob-
tained, the maximum value is taken in order to remain conservative. A combined measurement
of the three channels is obtained using the BLUE method [26]:

⇥tt̄ = 227 ± 3 (stat.) ± 11 (syst.) ± 10 (lumi) pb

A break-down of the uncertainties contributing to the combined measurement is given in Ta-
ble 3. Compared to [1], the measured cross section presented in this analysis carries a similar
statistical uncertainty and larger systematic uncertainty due to the increase in different sources
such as JES, JER, tagging, efficiencies, pileup, etc.

Dilepton Channel at 7 TeV and 8 TeV ATLAS Detector

µe Channel: Measurement Using Events with b-tagged Jets
arXiv:1406.5375

Method

• Simultaneous measurement of stt̄ and eb .

N1 = Lstt̄eeµ2eb(1 � Cbeb) + Nbkg
1

N2 = Lstt̄eeµCbe2
b + Nbkg

2

• eb is the product of b-tagging efficiency
and jet kinematic acceptance for tt̄ events.

• eeµ is the leptonic acceptance.
• Cb is a correlation coefficient of eb :

Cb = ebb/e2
b ⇠ 1.

• Leptonic acceptance eeµ and tagging
correlation Cb evaluated from tt̄
simulation.

• Simultaneous measurement (stt̄ and eb)
reduces related systematic uncertainties.

b-tagN
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1 ⇠ 12% and Nbkg
2 ⇠ 4%.

Brochero J. (CMS and ATLAS Collaborations) Inclusive tt̄ Cross Section at the LHC September 29, 2014 10 / 18

The Experimental part
ℓνℓνbb  ∫Ldt ~ 4.6 fb-1 (2011) & 20.3 fb-1 (2012)

change mtopMC→ event kinematic properties of tt change→ acceptances/efficiencies 
(A, εμν ) & single top bkg (NB ,Ni,B) vary correction yield→  σtt  = σtt(mtopMC)  

-
- -
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Measure mtoppole from σtt

1.Determine Bayesian prior fth(σtt (mtoppole ))=prob. of σtt as function of mtoppole

95

	 Eur.Phys.J. C74 (2014) 3109
Phys. Lett. B 728 (2014) 496-517

Phys. Lett. B 738 (2014) 526 (Corrigendum)A=ATLAS, C=CMS

• Extracting mtoppole by incorporating theory and experimental uncertainties
ℓνℓνbb  

∫Ldt ~ 4.6 fb-1 (2011) & 20.3 fb-1 (2012)

CMS Collaboration / Physics Letters B 728 (2014) 496–517 499

Fig. 2. Probability distributions for the predicted tt̄ cross section at NNLO + NNLL
with mpole

t = 173.2 GeV, αS (mZ) = 0.1184 and the NNLO parton distributions from
NNPDF2.3. The resulting probability, fth(σtt̄), represented by a solid line, is obtained
by convolving a Gaussian distribution (filled area) that accounts for the PDF un-
certainty with a rectangular function (dashed line) that covers the scale variation
uncertainty.

variation and vanishes elsewhere. The resulting probability func-
tion is given by:

fth(σtt̄) = 1

2(σ (h)

tt̄ − σ (l)
tt̄ )

(
erf

[
σ (h)

tt̄ − σtt̄√
2δPDF

]
− erf

[
σ (l)

tt̄ − σtt̄√
2δPDF

])
.

Here, σ (l)
tt̄ and σ (h)

tt̄ denote the lowest and the highest cross section
values, respectively, that are obtained when varying µR and µF as
described in Section 2. An example for the resulting probability
distributions is shown in Fig. 2.

The probability distribution fth(σtt̄) is multiplied by another
Gaussian probability, fexp(σtt̄), which represents the measured
cross section and its uncertainty, to obtain the most probable mpole

t

or αS (mZ) value for a given αS (mZ) or mpole
t , respectively, from the

maximum of the marginalized posterior:

P (x) =
∫

fexp(σtt̄|x) fth(σtt̄|x)dσtt̄, x = mpole
t , αS(mZ).

Examples of P (mpole
t ) and P (αS) are shown in Fig. 3. Confidence

intervals are determined from the 68% area around the maximum
of the posterior and requiring equal function values at the left and
right edges.

The approximate contributions of the uncertainties on the
measured and the predicted cross sections to the width of this
Bayesian confidence interval can be estimated by repeatedly rescal-
ing the size of the corresponding uncertainty component. The
widths of the obtained confidence intervals are then used to ex-
trapolate to the case in which a given component vanishes.

To assess the impact of the uncertainties on the αS (mZ) and
mpole

t values that are used as constraints in the present analysis,
P (mpole

t ) is re-evaluated at αS(mZ) = 0.1177 and 0.1191, reflect-
ing the ±0.0007 uncertainty on the αS(mZ) world average, and
P (αS ) is re-evaluated at mpole

t = 171.8 and 174.6 GeV, reflect-
ing the δmpole

t = 1.4 GeV as explained in Section 1. The resulting
shifts in the most likely values of mpole

t and αS(mZ) are added in
quadrature to those obtained from the 68% areas of the posteriors
calculated with the central values of the constraints.

Fig. 3. Marginal posteriors P (mpole
t ) (top) and P (αS ) (bottom) based on the cross

section prediction at NNLO + NNLL with the NNLO parton distributions from
NNPDF2.3. The posteriors are constructed as described in the text. Here, P (mpole

t )

is shown for αS (mZ) = 0.1184 and P (αS ) for mpole
t = 173.2 GeV.

5. Results and conclusions

Values of the top-quark pole mass determined using the tt̄ cross
section measured by CMS together with the cross section predic-
tion from NNLO + NNLL QCD and five different NNLO PDF sets are
listed in Table 2. These values are extracted under the assump-
tion that the mt parameter in the Monte Carlo generator that was
employed to obtain the mass-dependent acceptance correction of
the measured cross section, shown in Fig. 1, is equal to the pole
mass. A difference of 1.0 GeV between the two mass definitions
[20] would result in changes of 0.3–0.6 GeV in the extracted pole
masses, which is included as a systematic uncertainty. As illus-
trated in Fig. 4, the results based on NNPDF2.3, CT10, MSTW2008,
and HERAPDF1.5 are higher than the latest average of direct mt
measurements but generally compatible within the uncertainties.
They are also consistent with the indirect determination of the
top-quark pole mass obtained in the electroweak fits [55,56] when
employing the mass of the new boson discovered at the LHC [57,
58] under the assumption that this is the SM Higgs boson. The
central mpole

t value obtained with the ABM11 PDF set, which has a
significantly smaller gluon density than the other PDF sets, is also
compatible with the average from direct mt measurements. Note,
however, that all these results in Table 2 are obtained employing
the αS(mZ) world average of 0.1184 ± 0.0007, while ABM11 with
its default αS (mZ) of 0.1134 ± 0.0011 would yield an mpole

t value
of 166.3+3.3

−3.1 GeV.
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was also parameterised using Eq. (2), giving a derivative of
dσt t/dmt = −0.28 ± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to the
limited size of the simulated samples. Here, mt represents
the top quark mass used in the Monte Carlo generators, cor-
responding to that measured in direct reconstruction, rather
than the pole mass. However, since this experimental depen-
dence is small, differences between the two masses of up to
2 GeV have a negligible effect (<0.2 GeV) on the pole mass
determination. A comparison of the theoretical and experi-
mental curves shown in Fig. 7 therefore allows an unambigu-
ous extraction of the top quark pole mass.

The extraction is performed by maximising the following
Bayesian likelihood as a function of the top quark pole mass
mpole

t :

L(mpole
t ) =

∫
G(σ ′

t t |σt t (m
pole
t ), ρexp)

·G(σ ′
t t |σ theo

t t (mpole
t ), ρ±

theo )dσ ′
t t . (3)

Here, G(x |µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation ρ.
The first Gaussian term represents the experimental mea-
surement σt t with its dependence on mpole

t and uncertainty
ρexp. The second Gaussian term represents the theoretical
prediction given by Eq. (2) with its asymmetric uncertainty
ρ±

theo obtained from the quadrature sum of PDF+αs and QCD
scale uncertainties evaluated as discussed in Sect. 2. The like-
lihood in Eq. (3) was maximised separately for each PDF set
and centre-of-mass energy to give the mpole

t values shown in
Table 6. A breakdown of the contributions to the total uncer-
tainties is given for the CT10 PDF results in Table 7; it can be
seen that the theoretical contributions are larger than those
from the experimental measurement of σt t . A single mpole

t
value was derived for each centre-of-mass energy by defin-
ing an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a ±1
standard deviation uncertainty envelope which encompasses
the ±1 standard deviation uncertainties from each PDF set
following the PDF4LHC prescription [8], giving:

mpole
t = 171.4 ± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1 ± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 standard devi-
ations. The top pole mass was also extracted using a frequen-
tist approach, evaluating the likelihood for each mpole

t value
as the Gaussian compatibility between the theoretically pre-
dicted and experimentally measured values, and fixing the
theory uncertainties to those at mpole

t = 172.5 GeV. The
results differ from those of the Bayesian approach by at most
0.2 GeV.

Table 6 Measurements of the top quark pole mass determined from the
t t cross-section measurements at

√
s = 7 TeV and

√
s = 8 TeV using

various PDF sets

PDF mpole
t ( GeV) from σt t

√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4 ± 2.6 174.1 ± 2.6

MSTW 68 % NNLO 171.2 ± 2.4 174.0 ± 2.5

NNPDF2.3 5f FFN 171.3+2.2
−2.3 174.2 ± 2.4

Table 7 Summary of experimental and theoretical uncertainty contri-
butions to the top quark pole mass determination at

√
s = 7 TeV and√

s = 8 TeV with the CT10 PDF set

∆mpole
t ( GeV)

√
s = 7 TeV

√
s = 8 TeV

Data statistics 0.6 0.3

Analysis systematics 0.8 0.9

Integrated luminosity 0.7 1.2

LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7

QCD scale choice +0.9
−1.2

+0.9
−1.3

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
√

s = 8 TeV dataset using the product of likeli-
hoods (Eq. (3)) for each centre-of-mass energy and account-
ing for correlations via nuisance parameters. The same set
of experimental uncertainties was considered correlated as
for the cross-section ratio measurement, and the uncertainty
on σ theo

t t was considered fully correlated between the two
datasets. The resulting value using the envelope of all three
considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
assumptions.

7.3 Constraints on stop-pair production

Supersymmetry (SUSY) theories predict new bosonic part-
ners for the Standard Model fermions and fermionic part-
ners for the bosons. In the framework of a generic R-parity
conserving minimal supersymmetric extension of the SM
[75–79], SUSY particles are produced in pairs and the light-
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Fig. 2. Probability distributions for the predicted tt̄ cross section at NNLO + NNLL
with mpole

t = 173.2 GeV, αS (mZ) = 0.1184 and the NNLO parton distributions from
NNPDF2.3. The resulting probability, fth(σtt̄), represented by a solid line, is obtained
by convolving a Gaussian distribution (filled area) that accounts for the PDF un-
certainty with a rectangular function (dashed line) that covers the scale variation
uncertainty.

variation and vanishes elsewhere. The resulting probability func-
tion is given by:

fth(σtt̄) = 1

2(σ (h)

tt̄ − σ (l)
tt̄ )

(
erf

[
σ (h)

tt̄ − σtt̄√
2δPDF

]
− erf

[
σ (l)

tt̄ − σtt̄√
2δPDF

])
.

Here, σ (l)
tt̄ and σ (h)

tt̄ denote the lowest and the highest cross section
values, respectively, that are obtained when varying µR and µF as
described in Section 2. An example for the resulting probability
distributions is shown in Fig. 2.

The probability distribution fth(σtt̄) is multiplied by another
Gaussian probability, fexp(σtt̄), which represents the measured
cross section and its uncertainty, to obtain the most probable mpole

t

or αS (mZ) value for a given αS (mZ) or mpole
t , respectively, from the

maximum of the marginalized posterior:

P (x) =
∫

fexp(σtt̄|x) fth(σtt̄|x)dσtt̄, x = mpole
t , αS(mZ).

Examples of P (mpole
t ) and P (αS) are shown in Fig. 3. Confidence

intervals are determined from the 68% area around the maximum
of the posterior and requiring equal function values at the left and
right edges.

The approximate contributions of the uncertainties on the
measured and the predicted cross sections to the width of this
Bayesian confidence interval can be estimated by repeatedly rescal-
ing the size of the corresponding uncertainty component. The
widths of the obtained confidence intervals are then used to ex-
trapolate to the case in which a given component vanishes.

To assess the impact of the uncertainties on the αS (mZ) and
mpole

t values that are used as constraints in the present analysis,
P (mpole

t ) is re-evaluated at αS(mZ) = 0.1177 and 0.1191, reflect-
ing the ±0.0007 uncertainty on the αS(mZ) world average, and
P (αS ) is re-evaluated at mpole

t = 171.8 and 174.6 GeV, reflect-
ing the δmpole

t = 1.4 GeV as explained in Section 1. The resulting
shifts in the most likely values of mpole

t and αS(mZ) are added in
quadrature to those obtained from the 68% areas of the posteriors
calculated with the central values of the constraints.

Fig. 3. Marginal posteriors P (mpole
t ) (top) and P (αS ) (bottom) based on the cross

section prediction at NNLO + NNLL with the NNLO parton distributions from
NNPDF2.3. The posteriors are constructed as described in the text. Here, P (mpole

t )

is shown for αS (mZ) = 0.1184 and P (αS ) for mpole
t = 173.2 GeV.

5. Results and conclusions

Values of the top-quark pole mass determined using the tt̄ cross
section measured by CMS together with the cross section predic-
tion from NNLO + NNLL QCD and five different NNLO PDF sets are
listed in Table 2. These values are extracted under the assump-
tion that the mt parameter in the Monte Carlo generator that was
employed to obtain the mass-dependent acceptance correction of
the measured cross section, shown in Fig. 1, is equal to the pole
mass. A difference of 1.0 GeV between the two mass definitions
[20] would result in changes of 0.3–0.6 GeV in the extracted pole
masses, which is included as a systematic uncertainty. As illus-
trated in Fig. 4, the results based on NNPDF2.3, CT10, MSTW2008,
and HERAPDF1.5 are higher than the latest average of direct mt
measurements but generally compatible within the uncertainties.
They are also consistent with the indirect determination of the
top-quark pole mass obtained in the electroweak fits [55,56] when
employing the mass of the new boson discovered at the LHC [57,
58] under the assumption that this is the SM Higgs boson. The
central mpole

t value obtained with the ABM11 PDF set, which has a
significantly smaller gluon density than the other PDF sets, is also
compatible with the average from direct mt measurements. Note,
however, that all these results in Table 2 are obtained employing
the αS(mZ) world average of 0.1184 ± 0.0007, while ABM11 with
its default αS (mZ) of 0.1134 ± 0.0011 would yield an mpole

t value
of 166.3+3.3

−3.1 GeV.

Gaussian in σtt 

with std.dev = 
PDF uncertainty

constant over ren/fact 
scale variation range of 
σtt, zero elsewhere

⊗

σt(h),(l) = σtt(h),(l) (mtoppole)

=

2.Multiply by exp. likelihood fexp(σttmeas(mtoppole )) σttmeas as a function of mtoppole

 ℒ (mtoppole )= ∫ fth(σtt, mtoppole ) fexp(σtt, mtoppole ) dσtt 
3.Find likelihood for  mtoppole  by marginalizing the posterior with respect to σtt 

(A,C)
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was also parameterised using Eq. (2), giving a derivative of
dσt t/dmt = −0.28 ± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to the
limited size of the simulated samples. Here, mt represents
the top quark mass used in the Monte Carlo generators, cor-
responding to that measured in direct reconstruction, rather
than the pole mass. However, since this experimental depen-
dence is small, differences between the two masses of up to
2 GeV have a negligible effect (<0.2 GeV) on the pole mass
determination. A comparison of the theoretical and experi-
mental curves shown in Fig. 7 therefore allows an unambigu-
ous extraction of the top quark pole mass.

The extraction is performed by maximising the following
Bayesian likelihood as a function of the top quark pole mass
mpole

t :

L(mpole
t ) =

∫
G(σ ′

t t |σt t (m
pole
t ), ρexp)

·G(σ ′
t t |σ theo

t t (mpole
t ), ρ±

theo )dσ ′
t t . (3)

Here, G(x |µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation ρ.
The first Gaussian term represents the experimental mea-
surement σt t with its dependence on mpole

t and uncertainty
ρexp. The second Gaussian term represents the theoretical
prediction given by Eq. (2) with its asymmetric uncertainty
ρ±

theo obtained from the quadrature sum of PDF+αs and QCD
scale uncertainties evaluated as discussed in Sect. 2. The like-
lihood in Eq. (3) was maximised separately for each PDF set
and centre-of-mass energy to give the mpole

t values shown in
Table 6. A breakdown of the contributions to the total uncer-
tainties is given for the CT10 PDF results in Table 7; it can be
seen that the theoretical contributions are larger than those
from the experimental measurement of σt t . A single mpole

t
value was derived for each centre-of-mass energy by defin-
ing an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a ±1
standard deviation uncertainty envelope which encompasses
the ±1 standard deviation uncertainties from each PDF set
following the PDF4LHC prescription [8], giving:

mpole
t = 171.4 ± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1 ± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 standard devi-
ations. The top pole mass was also extracted using a frequen-
tist approach, evaluating the likelihood for each mpole

t value
as the Gaussian compatibility between the theoretically pre-
dicted and experimentally measured values, and fixing the
theory uncertainties to those at mpole

t = 172.5 GeV. The
results differ from those of the Bayesian approach by at most
0.2 GeV.

Table 6 Measurements of the top quark pole mass determined from the
t t cross-section measurements at

√
s = 7 TeV and

√
s = 8 TeV using

various PDF sets

PDF mpole
t ( GeV) from σt t

√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4 ± 2.6 174.1 ± 2.6

MSTW 68 % NNLO 171.2 ± 2.4 174.0 ± 2.5

NNPDF2.3 5f FFN 171.3+2.2
−2.3 174.2 ± 2.4

Table 7 Summary of experimental and theoretical uncertainty contri-
butions to the top quark pole mass determination at

√
s = 7 TeV and√

s = 8 TeV with the CT10 PDF set

∆mpole
t ( GeV)

√
s = 7 TeV

√
s = 8 TeV

Data statistics 0.6 0.3

Analysis systematics 0.8 0.9

Integrated luminosity 0.7 1.2

LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7

QCD scale choice +0.9
−1.2

+0.9
−1.3

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
√

s = 8 TeV dataset using the product of likeli-
hoods (Eq. (3)) for each centre-of-mass energy and account-
ing for correlations via nuisance parameters. The same set
of experimental uncertainties was considered correlated as
for the cross-section ratio measurement, and the uncertainty
on σ theo

t t was considered fully correlated between the two
datasets. The resulting value using the envelope of all three
considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
assumptions.

7.3 Constraints on stop-pair production

Supersymmetry (SUSY) theories predict new bosonic part-
ners for the Standard Model fermions and fermionic part-
ners for the bosons. In the framework of a generic R-parity
conserving minimal supersymmetric extension of the SM
[75–79], SUSY particles are produced in pairs and the light-

123

4.Derive mtoppole value & interval : symmetric interval around max of ℒ (mtoppole)

- -

Asymmetric Gaussian in σtt 
with mean σtttheo (mtoppole) and 
stand dev = quadrature sum of 
PDF+αs and scale variations

-
-

Gaussian in σtt with mean σttmeas (mtoppole) 
and stand dev = exp uncertainty

- -
--

- - -

-
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Table 2
Results obtained for mpole

t by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for the
full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC

t ) into the pole-mass scheme.

mpole
t

(GeV)
Uncertainty on mpole

t (GeV)

Total σ meas
tt̄ PDF µR,F αS ELHC mMC

t

ABM11 172.7 +3.9
−3.5

+2.8
−2.5

+2.2
−2.0

+0.7
−0.7

+1.0
−1.0

+0.8
−0.8

+0.4
−0.3

CT10 177.0 +4.3
−3.8

+3.2
−2.8

+2.4
−2.0

+0.9
−0.9

+0.8
−0.8

+0.9
−0.9

+0.5
−0.4

HERAPDF1.5 179.5 +4.3
−3.8

+3.5
−3.0

+1.7
−1.5

+0.9
−0.8

+1.2
−1.1

+1.0
−1.0

+0.6
−0.5

MSTW2008 177.9 +4.1
−3.6

+3.4
−2.9

+1.6
−1.4

+0.9
−0.9

+0.9
−0.9

+0.9
−0.9

+0.5
−0.5

NNPDF2.3 176.7 +3.8
−3.4

+3.1
−2.8

+1.5
−1.3

+0.9
−0.9

+0.7
−0.7

+0.9
−0.9

+0.5
−0.4

Table 3
Results obtained for αS (mZ) by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge

of mpole
t , and the uncertainty of the LHC beam energy (ELHC).

αS (mZ) Uncertainty on αS (mZ)

Total σ meas
tt̄ PDF µR,F mpole

t ELHC

ABM11 0.1187 +0.0027
−0.0027

+0.0018
−0.0019

+0.0015
−0.0014

+0.0006
−0.0005

+0.0010
−0.0010

+0.0006
−0.0006

CT10 0.1151 +0.0034
−0.0034

+0.0024
−0.0025

+0.0018
−0.0016

+0.0008
−0.0007

+0.0012
−0.0013

+0.0007
−0.0007

HERAPDF1.5 0.1143 +0.0024
−0.0024

+0.0018
−0.0019

+0.0010
−0.0009

+0.0005
−0.0004

+0.0010
−0.0010

+0.0006
−0.0006

MSTW2008 0.1144 +0.0031
−0.0032

+0.0024
−0.0025

+0.0012
−0.0011

+0.0008
−0.0007

+0.0012
−0.0013

+0.0007
−0.0008

NNPDF2.3 0.1151 +0.0033
−0.0032

+0.0025
−0.0025

+0.0013
−0.0011

+0.0009
−0.0008

+0.0013
−0.0013

+0.0008
−0.0008

Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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Table 2
Results obtained for mpole

t by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for the
full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC

t ) into the pole-mass scheme.

mpole
t

(GeV)
Uncertainty on mpole

t (GeV)

Total σ meas
tt̄ PDF µR,F αS ELHC mMC

t

ABM11 172.7 +3.9
−3.5

+2.8
−2.5

+2.2
−2.0

+0.7
−0.7

+1.0
−1.0

+0.8
−0.8

+0.4
−0.3

CT10 177.0 +4.3
−3.8

+3.2
−2.8

+2.4
−2.0

+0.9
−0.9

+0.8
−0.8

+0.9
−0.9

+0.5
−0.4

HERAPDF1.5 179.5 +4.3
−3.8

+3.5
−3.0

+1.7
−1.5

+0.9
−0.8

+1.2
−1.1

+1.0
−1.0

+0.6
−0.5

MSTW2008 177.9 +4.1
−3.6

+3.4
−2.9

+1.6
−1.4

+0.9
−0.9

+0.9
−0.9

+0.9
−0.9

+0.5
−0.5

NNPDF2.3 176.7 +3.8
−3.4

+3.1
−2.8

+1.5
−1.3

+0.9
−0.9

+0.7
−0.7

+0.9
−0.9

+0.5
−0.4

Table 3
Results obtained for αS (mZ) by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge

of mpole
t , and the uncertainty of the LHC beam energy (ELHC).

αS (mZ) Uncertainty on αS (mZ)

Total σ meas
tt̄ PDF µR,F mpole

t ELHC

ABM11 0.1187 +0.0027
−0.0027

+0.0018
−0.0019

+0.0015
−0.0014

+0.0006
−0.0005

+0.0010
−0.0010

+0.0006
−0.0006

CT10 0.1151 +0.0034
−0.0034

+0.0024
−0.0025

+0.0018
−0.0016

+0.0008
−0.0007

+0.0012
−0.0013

+0.0007
−0.0007

HERAPDF1.5 0.1143 +0.0024
−0.0024

+0.0018
−0.0019

+0.0010
−0.0009

+0.0005
−0.0004

+0.0010
−0.0010

+0.0006
−0.0006

MSTW2008 0.1144 +0.0031
−0.0032

+0.0024
−0.0025

+0.0012
−0.0011

+0.0008
−0.0007

+0.0012
−0.0013

+0.0007
−0.0008

NNPDF2.3 0.1151 +0.0033
−0.0032

+0.0025
−0.0025

+0.0013
−0.0011

+0.0009
−0.0008

+0.0013
−0.0013

+0.0008
−0.0008

Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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Table 2
Results obtained for mpole

t by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for the
full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC

t ) into the pole-mass scheme.

mpole
t

(GeV)
Uncertainty on mpole

t (GeV)

Total σ meas
tt̄ PDF µR,F αS ELHC mMC

t

ABM11 172.7 +3.9
−3.5

+2.8
−2.5

+2.2
−2.0

+0.7
−0.7

+1.0
−1.0

+0.8
−0.8

+0.4
−0.3

CT10 177.0 +4.3
−3.8

+3.2
−2.8

+2.4
−2.0

+0.9
−0.9

+0.8
−0.8

+0.9
−0.9

+0.5
−0.4

HERAPDF1.5 179.5 +4.3
−3.8

+3.5
−3.0

+1.7
−1.5

+0.9
−0.8

+1.2
−1.1

+1.0
−1.0

+0.6
−0.5

MSTW2008 177.9 +4.1
−3.6

+3.4
−2.9

+1.6
−1.4

+0.9
−0.9

+0.9
−0.9

+0.9
−0.9

+0.5
−0.5

NNPDF2.3 176.7 +3.8
−3.4

+3.1
−2.8

+1.5
−1.3

+0.9
−0.9

+0.7
−0.7

+0.9
−0.9

+0.5
−0.4

Table 3
Results obtained for αS (mZ) by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge

of mpole
t , and the uncertainty of the LHC beam energy (ELHC).

αS (mZ) Uncertainty on αS (mZ)

Total σ meas
tt̄ PDF µR,F mpole

t ELHC

ABM11 0.1187 +0.0027
−0.0027

+0.0018
−0.0019

+0.0015
−0.0014

+0.0006
−0.0005

+0.0010
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+0.0006
−0.0006

CT10 0.1151 +0.0034
−0.0034
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+0.0009
−0.0008
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Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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Table 2
Results obtained for mpole

t by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for the
full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC

t ) into the pole-mass scheme.
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the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on
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s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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generator (mMC

t ) into the pole-mass scheme.

mpole
t

(GeV)
Uncertainty on mpole

t (GeV)

Total σ meas
tt̄ PDF µR,F αS ELHC mMC

t

ABM11 172.7 +3.9
−3.5

+2.8
−2.5

+2.2
−2.0

+0.7
−0.7

+1.0
−1.0

+0.8
−0.8

+0.4
−0.3

CT10 177.0 +4.3
−3.8

+3.2
−2.8

+2.4
−2.0

+0.9
−0.9

+0.8
−0.8

+0.9
−0.9

+0.5
−0.4

HERAPDF1.5 179.5 +4.3
−3.8

+3.5
−3.0

+1.7
−1.5

+0.9
−0.8

+1.2
−1.1

+1.0
−1.0

+0.6
−0.5

MSTW2008 177.9 +4.1
−3.6

+3.4
−2.9

+1.6
−1.4

+0.9
−0.9

+0.9
−0.9

+0.9
−0.9

+0.5
−0.5

NNPDF2.3 176.7 +3.8
−3.4

+3.1
−2.8

+1.5
−1.3

+0.9
−0.9

+0.7
−0.7

+0.9
−0.9

+0.5
−0.4

Table 3
Results obtained for αS (mZ) by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge
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Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC
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Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross

500 CMS Collaboration / Physics Letters B 728 (2014) 496–517

Table 2
Results obtained for mpole

t by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for the
full uncertainty on the measured cross section (σ meas
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t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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Table 2
Results obtained for mpole

t by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for the
full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC

t ) into the pole-mass scheme.
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Results obtained for αS (mZ) by comparing the measured tt̄ cross section to the NNLO + NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (σ meas

tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge
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t , and the uncertainty of the LHC beam energy (ELHC).
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Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
generator (mMC

t ) into the pole-mass scheme.
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Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainties of the αS (mZ) world average
and of the LHC beam energy (ELHC), and the ambiguity in translating the dependence of the measured cross section on the top-quark mass value used in the Monte Carlo
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tt̄ ), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge
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Fig. 4. Results obtained for mpole
t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross
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t from the measured tt̄ cross section together with

the prediction at NNLO + NNLL using different NNLO PDF sets. The filled symbols
represent the results obtained when using the αS (mZ) world average, while the
open symbols indicate the results obtained with the default αS (mZ) value of the
respective PDF set. The inner error bars include the uncertainties on the measured
cross section and on the LHC beam energy as well as the PDF and scale uncertain-
ties on the predicted cross section. The outer error bars additionally account for the
uncertainty on the αS (mZ) value used for a specific prediction. For comparison, the
latest average of direct mt measurements is shown as vertical band, where the inner
(solid) area corresponds to the original uncertainty of the direct mt average, while
the outer (hatched) area additionally accounts for the possible difference between
this mass and mpole

t .

The αS (mZ) values obtained when fixing the value of mpole
t

to 173.2 ± 1.4 GeV, i.e., inverting the logic of the extraction, are
listed in Table 3. As illustrated in Fig. 5, the results obtained us-
ing NNPDF2.3, CT10, MSTW2008, and HERAPDF1.5 are lower than
the αS (mZ) world average but in most cases still compatible with
it within the uncertainties. While the αS(mZ) value obtained with
ABM11 is compatible with the world average, it is significantly dif-
ferent from the default αS(mZ) of this PDF set.

Fig. 5. Results obtained for αS (mZ) from the measured tt̄ cross section together
with the prediction at NNLO + NNLL using different NNLO PDF sets. The inner error
bars include the uncertainties on the measured cross section and on the LHC beam
energy as well as the PDF and scale uncertainties on the predicted cross section. The
outer error bars additionally account for the uncertainty on mpole

t . For comparison,
the latest αS (mZ) world average with its uncertainty is shown as a hatched band.
For each PDF set, the default αS (mZ) value and its uncertainty are indicated using
a dotted line and a shaded band.

Modeling the uncertainty related to the choice and variation of
the renormalization and factorization scales with a Gaussian in-
stead of the flat prior results in only minor changes of the mpole

t
and αS (mZ) values and uncertainties. With the precise NNLO +
NNLL calculation, these scale uncertainties are found to be of the
size of 0.7–0.9 GeV on mpole

t and 0.0004–0.0009 on αS(mZ), i.e., of
the order of 0.3–0.8%.

The energy of the LHC beams is known to an accuracy of
0.65% [59] and thus the center-of-mass energy of 7 TeV with an
uncertainty of ±46 GeV. Based on the expected dependence of
σtt̄ on

√
s, this can be translated into an additional uncertainty of

±1.8% on the comparison of the measured to the predicted tt̄ cross

CMS Collaboration / Physics Letters B 728 (2014) 496–517 499

Fig. 2. Probability distributions for the predicted tt̄ cross section at NNLO + NNLL
with mpole

t = 173.2 GeV, αS (mZ) = 0.1184 and the NNLO parton distributions from
NNPDF2.3. The resulting probability, fth(σtt̄), represented by a solid line, is obtained
by convolving a Gaussian distribution (filled area) that accounts for the PDF un-
certainty with a rectangular function (dashed line) that covers the scale variation
uncertainty.

variation and vanishes elsewhere. The resulting probability func-
tion is given by:

fth(σtt̄) = 1

2(σ (h)

tt̄ − σ (l)
tt̄ )

(
erf

[
σ (h)

tt̄ − σtt̄√
2δPDF

]
− erf

[
σ (l)

tt̄ − σtt̄√
2δPDF

])
.

Here, σ (l)
tt̄ and σ (h)

tt̄ denote the lowest and the highest cross section
values, respectively, that are obtained when varying µR and µF as
described in Section 2. An example for the resulting probability
distributions is shown in Fig. 2.

The probability distribution fth(σtt̄) is multiplied by another
Gaussian probability, fexp(σtt̄), which represents the measured
cross section and its uncertainty, to obtain the most probable mpole

t

or αS (mZ) value for a given αS (mZ) or mpole
t , respectively, from the

maximum of the marginalized posterior:

P (x) =
∫

fexp(σtt̄|x) fth(σtt̄|x)dσtt̄, x = mpole
t , αS(mZ).

Examples of P (mpole
t ) and P (αS) are shown in Fig. 3. Confidence

intervals are determined from the 68% area around the maximum
of the posterior and requiring equal function values at the left and
right edges.

The approximate contributions of the uncertainties on the
measured and the predicted cross sections to the width of this
Bayesian confidence interval can be estimated by repeatedly rescal-
ing the size of the corresponding uncertainty component. The
widths of the obtained confidence intervals are then used to ex-
trapolate to the case in which a given component vanishes.

To assess the impact of the uncertainties on the αS (mZ) and
mpole

t values that are used as constraints in the present analysis,
P (mpole

t ) is re-evaluated at αS(mZ) = 0.1177 and 0.1191, reflect-
ing the ±0.0007 uncertainty on the αS(mZ) world average, and
P (αS ) is re-evaluated at mpole

t = 171.8 and 174.6 GeV, reflect-
ing the δmpole

t = 1.4 GeV as explained in Section 1. The resulting
shifts in the most likely values of mpole

t and αS(mZ) are added in
quadrature to those obtained from the 68% areas of the posteriors
calculated with the central values of the constraints.

Fig. 3. Marginal posteriors P (mpole
t ) (top) and P (αS ) (bottom) based on the cross

section prediction at NNLO + NNLL with the NNLO parton distributions from
NNPDF2.3. The posteriors are constructed as described in the text. Here, P (mpole

t )

is shown for αS (mZ) = 0.1184 and P (αS ) for mpole
t = 173.2 GeV.

5. Results and conclusions

Values of the top-quark pole mass determined using the tt̄ cross
section measured by CMS together with the cross section predic-
tion from NNLO + NNLL QCD and five different NNLO PDF sets are
listed in Table 2. These values are extracted under the assump-
tion that the mt parameter in the Monte Carlo generator that was
employed to obtain the mass-dependent acceptance correction of
the measured cross section, shown in Fig. 1, is equal to the pole
mass. A difference of 1.0 GeV between the two mass definitions
[20] would result in changes of 0.3–0.6 GeV in the extracted pole
masses, which is included as a systematic uncertainty. As illus-
trated in Fig. 4, the results based on NNPDF2.3, CT10, MSTW2008,
and HERAPDF1.5 are higher than the latest average of direct mt
measurements but generally compatible within the uncertainties.
They are also consistent with the indirect determination of the
top-quark pole mass obtained in the electroweak fits [55,56] when
employing the mass of the new boson discovered at the LHC [57,
58] under the assumption that this is the SM Higgs boson. The
central mpole

t value obtained with the ABM11 PDF set, which has a
significantly smaller gluon density than the other PDF sets, is also
compatible with the average from direct mt measurements. Note,
however, that all these results in Table 2 are obtained employing
the αS(mZ) world average of 0.1184 ± 0.0007, while ABM11 with
its default αS (mZ) of 0.1134 ± 0.0011 would yield an mpole

t value
of 166.3+3.3

−3.1 GeV.
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was also parameterised using Eq. (2), giving a derivative of
dσt t/dmt = −0.28 ± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to the
limited size of the simulated samples. Here, mt represents
the top quark mass used in the Monte Carlo generators, cor-
responding to that measured in direct reconstruction, rather
than the pole mass. However, since this experimental depen-
dence is small, differences between the two masses of up to
2 GeV have a negligible effect (<0.2 GeV) on the pole mass
determination. A comparison of the theoretical and experi-
mental curves shown in Fig. 7 therefore allows an unambigu-
ous extraction of the top quark pole mass.

The extraction is performed by maximising the following
Bayesian likelihood as a function of the top quark pole mass
mpole

t :

L(mpole
t ) =

∫
G(σ ′

t t |σt t (m
pole
t ), ρexp)

·G(σ ′
t t |σ theo

t t (mpole
t ), ρ±

theo )dσ ′
t t . (3)

Here, G(x |µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation ρ.
The first Gaussian term represents the experimental mea-
surement σt t with its dependence on mpole

t and uncertainty
ρexp. The second Gaussian term represents the theoretical
prediction given by Eq. (2) with its asymmetric uncertainty
ρ±

theo obtained from the quadrature sum of PDF+αs and QCD
scale uncertainties evaluated as discussed in Sect. 2. The like-
lihood in Eq. (3) was maximised separately for each PDF set
and centre-of-mass energy to give the mpole

t values shown in
Table 6. A breakdown of the contributions to the total uncer-
tainties is given for the CT10 PDF results in Table 7; it can be
seen that the theoretical contributions are larger than those
from the experimental measurement of σt t . A single mpole

t
value was derived for each centre-of-mass energy by defin-
ing an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a ±1
standard deviation uncertainty envelope which encompasses
the ±1 standard deviation uncertainties from each PDF set
following the PDF4LHC prescription [8], giving:

mpole
t = 171.4 ± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1 ± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 standard devi-
ations. The top pole mass was also extracted using a frequen-
tist approach, evaluating the likelihood for each mpole

t value
as the Gaussian compatibility between the theoretically pre-
dicted and experimentally measured values, and fixing the
theory uncertainties to those at mpole

t = 172.5 GeV. The
results differ from those of the Bayesian approach by at most
0.2 GeV.

Table 6 Measurements of the top quark pole mass determined from the
t t cross-section measurements at

√
s = 7 TeV and

√
s = 8 TeV using

various PDF sets

PDF mpole
t ( GeV) from σt t

√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4 ± 2.6 174.1 ± 2.6

MSTW 68 % NNLO 171.2 ± 2.4 174.0 ± 2.5

NNPDF2.3 5f FFN 171.3+2.2
−2.3 174.2 ± 2.4

Table 7 Summary of experimental and theoretical uncertainty contri-
butions to the top quark pole mass determination at

√
s = 7 TeV and√

s = 8 TeV with the CT10 PDF set

∆mpole
t ( GeV)

√
s = 7 TeV

√
s = 8 TeV

Data statistics 0.6 0.3

Analysis systematics 0.8 0.9

Integrated luminosity 0.7 1.2

LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7

QCD scale choice +0.9
−1.2

+0.9
−1.3

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
√

s = 8 TeV dataset using the product of likeli-
hoods (Eq. (3)) for each centre-of-mass energy and account-
ing for correlations via nuisance parameters. The same set
of experimental uncertainties was considered correlated as
for the cross-section ratio measurement, and the uncertainty
on σ theo

t t was considered fully correlated between the two
datasets. The resulting value using the envelope of all three
considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
assumptions.

7.3 Constraints on stop-pair production

Supersymmetry (SUSY) theories predict new bosonic part-
ners for the Standard Model fermions and fermionic part-
ners for the bosons. In the framework of a generic R-parity
conserving minimal supersymmetric extension of the SM
[75–79], SUSY particles are produced in pairs and the light-
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was also parameterised using Eq. (2), giving a derivative of
dσt t/dmt = −0.28 ± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to the
limited size of the simulated samples. Here, mt represents
the top quark mass used in the Monte Carlo generators, cor-
responding to that measured in direct reconstruction, rather
than the pole mass. However, since this experimental depen-
dence is small, differences between the two masses of up to
2 GeV have a negligible effect (<0.2 GeV) on the pole mass
determination. A comparison of the theoretical and experi-
mental curves shown in Fig. 7 therefore allows an unambigu-
ous extraction of the top quark pole mass.

The extraction is performed by maximising the following
Bayesian likelihood as a function of the top quark pole mass
mpole

t :

L(mpole
t ) =

∫
G(σ ′

t t |σt t (m
pole
t ), ρexp)

·G(σ ′
t t |σ theo

t t (mpole
t ), ρ±

theo )dσ ′
t t . (3)

Here, G(x |µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation ρ.
The first Gaussian term represents the experimental mea-
surement σt t with its dependence on mpole

t and uncertainty
ρexp. The second Gaussian term represents the theoretical
prediction given by Eq. (2) with its asymmetric uncertainty
ρ±

theo obtained from the quadrature sum of PDF+αs and QCD
scale uncertainties evaluated as discussed in Sect. 2. The like-
lihood in Eq. (3) was maximised separately for each PDF set
and centre-of-mass energy to give the mpole

t values shown in
Table 6. A breakdown of the contributions to the total uncer-
tainties is given for the CT10 PDF results in Table 7; it can be
seen that the theoretical contributions are larger than those
from the experimental measurement of σt t . A single mpole

t
value was derived for each centre-of-mass energy by defin-
ing an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a ±1
standard deviation uncertainty envelope which encompasses
the ±1 standard deviation uncertainties from each PDF set
following the PDF4LHC prescription [8], giving:

mpole
t = 171.4 ± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1 ± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 standard devi-
ations. The top pole mass was also extracted using a frequen-
tist approach, evaluating the likelihood for each mpole

t value
as the Gaussian compatibility between the theoretically pre-
dicted and experimentally measured values, and fixing the
theory uncertainties to those at mpole

t = 172.5 GeV. The
results differ from those of the Bayesian approach by at most
0.2 GeV.

Table 6 Measurements of the top quark pole mass determined from the
t t cross-section measurements at

√
s = 7 TeV and

√
s = 8 TeV using

various PDF sets

PDF mpole
t ( GeV) from σt t

√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4 ± 2.6 174.1 ± 2.6

MSTW 68 % NNLO 171.2 ± 2.4 174.0 ± 2.5

NNPDF2.3 5f FFN 171.3+2.2
−2.3 174.2 ± 2.4

Table 7 Summary of experimental and theoretical uncertainty contri-
butions to the top quark pole mass determination at

√
s = 7 TeV and√

s = 8 TeV with the CT10 PDF set

∆mpole
t ( GeV)

√
s = 7 TeV

√
s = 8 TeV

Data statistics 0.6 0.3

Analysis systematics 0.8 0.9

Integrated luminosity 0.7 1.2

LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7

QCD scale choice +0.9
−1.2

+0.9
−1.3

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
√

s = 8 TeV dataset using the product of likeli-
hoods (Eq. (3)) for each centre-of-mass energy and account-
ing for correlations via nuisance parameters. The same set
of experimental uncertainties was considered correlated as
for the cross-section ratio measurement, and the uncertainty
on σ theo

t t was considered fully correlated between the two
datasets. The resulting value using the envelope of all three
considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
assumptions.

7.3 Constraints on stop-pair production

Supersymmetry (SUSY) theories predict new bosonic part-
ners for the Standard Model fermions and fermionic part-
ners for the bosons. In the framework of a generic R-parity
conserving minimal supersymmetric extension of the SM
[75–79], SUSY particles are produced in pairs and the light-
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Table 3
Results obtained for αS (mZ) by comparing the measured tt cross section to the NNLO+NNLL prediction with different NNLO PDF sets. The total uncertainties account for the 
full uncertainty on the measured cross section (σ meas

tt
), the PDF and scale (µR,F ) uncertainties on the predicted cross section, the uncertainty assigned to the knowledge of 

mpole
t , and the uncertainty of the LHC beam energy (ELHC).

αS (mZ) Uncertainty on αS (mZ)

Total σ meas
tt

PDF µR,F mpole
t ELHC

ABM11 0.1187 +0.0024
−0.0024

+0.0013
−0.0015

+0.0015
−0.0014

+0.0006
−0.0005

+0.0010
−0.0010

+0.0006
−0.0006

CT10 0.1151 +0.0030
−0.0029

+0.0018
−0.0018

+0.0018
−0.0016

+0.0008
−0.0007

+0.0012
−0.0013

+0.0007
−0.0007

HERAPDF1.5 0.1143 +0.0020
−0.0020

+0.0012
−0.0013

+0.0010
−0.0009

+0.0005
−0.0004

+0.0010
−0.0010

+0.0006
−0.0006

MSTW2008 0.1144 +0.0026
−0.0027

+0.0017
−0.0018

+0.0012
−0.0011

+0.0008
−0.0007

+0.0012
−0.0013

+0.0007
−0.0008

NNPDF2.3 0.1151 +0.0028
−0.0027

+0.0017
−0.0018

+0.0013
−0.0011

+0.0009
−0.0008

+0.0013
−0.0013

+0.0008
−0.0008

Fig. 1. Predicted tt cross section at NNLO+NNLL, as a function of the top-quark pole 
mass (top) and of the strong coupling constant (bottom), using five different NNLO 
PDF sets, compared to the cross section measured by CMS assuming mt = mpole

t . 
The uncertainties on the measured σtt as well as the renormalization and factor-
ization scale and PDF uncertainties on the prediction with NNPDF2.3 are illustrated 
with filled bands. The uncertainties on the σtt predictions using the other PDF sets 
are indicated only in the bottom panel at the corresponding default αS (mZ) values. 
The mpole

t and αS (mZ) regions favored by the direct measurements at the Tevatron 
and by the latest world average, respectively, are shown as hatched areas. In the top 
panel, the inner (solid) area of the vertical band corresponds to the original uncer-
tainty of the direct mt average, while the outer (hatched) area additionally accounts 
for the possible difference between this mass and mpole

t .

Fig. 3. Marginal posteriors P (mpole
t ) (top) and P (αS ) (bottom) based on the 

cross section prediction at NNLO+NNLL with the NNLO parton distributions from 
NNPDF2.3. The posteriors are constructed as described in the text. Here, P (mpole

t ) is 
shown for αS (mZ) = 0.1184 and P (αS ) for mpole

t = 173.2 GeV.
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Table 5 Fiducial cross-section measurement results at
√

s = 7 TeV and√
s = 8 TeV, for different requirements on the minimum lepton pT and

maximum lepton |η|, and with or without the inclusion of leptons from

W → τ → ℓ decays. In each case, the first uncertainty is statistical, the
second due to analysis systematic effects, the third due to the integrated
luminosity and the fourth due to the LHC beam energy

pℓT ( GeV) |ηℓ| W → τ → ℓ
√

s = 7 TeV (pb)
√

s = 8 TeV (pb)

>25 <2.5 Yes 2.615 ± 0.044 ± 0.056 ± 0.052 ± 0.047 3.448 ± 0.025 ± 0.069 ± 0.107 ± 0.059

>25 <2.5 No 2.305 ± 0.039 ± 0.049 ± 0.046 ± 0.041 3.036 ± 0.022 ± 0.061 ± 0.094 ± 0.052

>30 <2.4 Yes 2.029 ± 0.034 ± 0.043 ± 0.040 ± 0.036 2.662 ± 0.019 ± 0.054 ± 0.083 ± 0.046

>30 <2.4 No 1.817 ± 0.031 ± 0.039 ± 0.036 ± 0.033 2.380 ± 0.017 ± 0.048 ± 0.074 ± 0.041

through the fitted value of ϵb, no restrictions on jet kinematics
are imposed in the definition of σ fid

t t . In calculating Aeµ and
Geµ from the various t t simulation samples, the lepton four-
momenta were taken after final-state radiation, and includ-
ing the four-momenta of any photons within a cone of size
∆R = 0.1 around the lepton direction, excluding photons
from hadron decays or produced in interactions with detec-
tor material. The values of Aeµ are about 1.4 % (including
the t t → eµννbb branching ratio), and those of Geµ about
55 %, at both centre-of-mass energies.

The measured fiducial cross-sections at
√

s = 7 TeV and√
s = 8 TeV, for leptons with pT > 25 GeV and |η| < 2.5,

are shown in the first row of Table 5. The relative uncertainties
are shown in the lower part of Table 3; the PDF uncertainties
are substantially reduced compared to the inclusive cross-
section measurement, and the QCD scale uncertainties are
reduced to a negligible level. The t t modelling uncertainties,
evaluated from the difference between Powheg+Pythia and
MC@NLO+Herwig samples increase slightly, though the
differences are not significant given the sizes of the simu-
lated samples. Overall, the analysis systematics on the fidu-
cial cross-sections are 6–11 % smaller than those on the inclu-
sive cross-section measurements.

Simulation studies predict that 11.9 ± 0.1 % of t t events
in the fiducial region have at least one lepton produced via
W → τ → ℓ decay. The second row in Table 5 shows the
fiducial cross-section measurements scaled down to remove
this contribution. The third and fourth rows show the mea-
surements scaled to a different lepton fiducial acceptance of
pT > 30 GeV and |η| < 2.4, a common phase space acces-
sible to both the ATLAS and CMS experiments.

7.2 Top quark mass determination

The strong dependence of the theoretical prediction for σt t
on mt offers the possibility of interpreting measurements of
σt t as measurements of mt . The theoretical calculations use
the pole mass mpole

t , corresponding to the definition of the
mass of a free particle, whereas the top quark mass measured
through direct reconstruction of the top decay products [65–
68] may differ from the pole mass by O(1 GeV) [69,70]. It is
therefore interesting to compare the values of mt determined
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Fig. 7 Predicted NNLO+NNLL t t production cross-sections at√
s = 7 TeV and

√
s = 8 TeV as a function of mpole

t , showing the central
values (solid lines) and total uncertainties (dashed lines) with several
PDF sets. The yellow band shows the QCD scale uncertainty. The mea-
surements of σt t are also shown, with their dependence on the assumed
value of mt through acceptance and background corrections parame-
terised using Eq. (2)

from the two approaches, as explored previously by the D0
[71,72] and CMS [73] collaborations.

The dependence of the cross-section predictions (calcu-
lated as described in Sect. 2) on mpole

t is shown in Fig. 7 at
both

√
s = 7 TeV and

√
s = 8 TeV. The calculations were

fitted to the parameterisation proposed in Ref. [6], namely:

σ theo
t t (mpole

t ) = σ (mref
t )

(
mref

t

mpole
t

)4

(1 + a1x + a2x2) (2)

where the parameterisation constant mref
t = 172.5 GeV,

x = (mpole
t − mref

t )/mref
t , and σ (mref

t ), a1 and a2 are
free parameters. This function was used to parameterise the
dependence of σt t on mt separately for each of the NNLO
PDF sets CT10, MSTW and NNPDF2.3, together with their
uncertainty envelopes.

Figure 7 also shows the small dependence of the exper-
imental measurement of σt t on the assumed value of mt ,
arising from variations in the acceptance and W t single
top background, as discussed in Sect. 6. This dependence
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was also parameterised using Eq. (2), giving a derivative of
dσt t/dmt = −0.28 ± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to the
limited size of the simulated samples. Here, mt represents
the top quark mass used in the Monte Carlo generators, cor-
responding to that measured in direct reconstruction, rather
than the pole mass. However, since this experimental depen-
dence is small, differences between the two masses of up to
2 GeV have a negligible effect (<0.2 GeV) on the pole mass
determination. A comparison of the theoretical and experi-
mental curves shown in Fig. 7 therefore allows an unambigu-
ous extraction of the top quark pole mass.

The extraction is performed by maximising the following
Bayesian likelihood as a function of the top quark pole mass
mpole

t :

L(mpole
t ) =

∫
G(σ ′

t t |σt t (m
pole
t ), ρexp)

·G(σ ′
t t |σ theo

t t (mpole
t ), ρ±

theo )dσ ′
t t . (3)

Here, G(x |µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation ρ.
The first Gaussian term represents the experimental mea-
surement σt t with its dependence on mpole

t and uncertainty
ρexp. The second Gaussian term represents the theoretical
prediction given by Eq. (2) with its asymmetric uncertainty
ρ±

theo obtained from the quadrature sum of PDF+αs and QCD
scale uncertainties evaluated as discussed in Sect. 2. The like-
lihood in Eq. (3) was maximised separately for each PDF set
and centre-of-mass energy to give the mpole

t values shown in
Table 6. A breakdown of the contributions to the total uncer-
tainties is given for the CT10 PDF results in Table 7; it can be
seen that the theoretical contributions are larger than those
from the experimental measurement of σt t . A single mpole

t
value was derived for each centre-of-mass energy by defin-
ing an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a ±1
standard deviation uncertainty envelope which encompasses
the ±1 standard deviation uncertainties from each PDF set
following the PDF4LHC prescription [8], giving:

mpole
t = 171.4 ± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1 ± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 standard devi-
ations. The top pole mass was also extracted using a frequen-
tist approach, evaluating the likelihood for each mpole

t value
as the Gaussian compatibility between the theoretically pre-
dicted and experimentally measured values, and fixing the
theory uncertainties to those at mpole

t = 172.5 GeV. The
results differ from those of the Bayesian approach by at most
0.2 GeV.

Table 6 Measurements of the top quark pole mass determined from the
t t cross-section measurements at

√
s = 7 TeV and

√
s = 8 TeV using

various PDF sets

PDF mpole
t ( GeV) from σt t

√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4 ± 2.6 174.1 ± 2.6

MSTW 68 % NNLO 171.2 ± 2.4 174.0 ± 2.5

NNPDF2.3 5f FFN 171.3+2.2
−2.3 174.2 ± 2.4

Table 7 Summary of experimental and theoretical uncertainty contri-
butions to the top quark pole mass determination at

√
s = 7 TeV and√

s = 8 TeV with the CT10 PDF set

∆mpole
t ( GeV)

√
s = 7 TeV

√
s = 8 TeV

Data statistics 0.6 0.3

Analysis systematics 0.8 0.9

Integrated luminosity 0.7 1.2

LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7

QCD scale choice +0.9
−1.2

+0.9
−1.3

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
√

s = 8 TeV dataset using the product of likeli-
hoods (Eq. (3)) for each centre-of-mass energy and account-
ing for correlations via nuisance parameters. The same set
of experimental uncertainties was considered correlated as
for the cross-section ratio measurement, and the uncertainty
on σ theo

t t was considered fully correlated between the two
datasets. The resulting value using the envelope of all three
considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
assumptions.

7.3 Constraints on stop-pair production

Supersymmetry (SUSY) theories predict new bosonic part-
ners for the Standard Model fermions and fermionic part-
ners for the bosons. In the framework of a generic R-parity
conserving minimal supersymmetric extension of the SM
[75–79], SUSY particles are produced in pairs and the light-
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was also parameterised using Eq. (2), giving a derivative of
dσt t/dmt = −0.28 ± 0.03 %/GeV at 172.5 GeV for both
centre-of-mass energies, where the uncertainty is due to the
limited size of the simulated samples. Here, mt represents
the top quark mass used in the Monte Carlo generators, cor-
responding to that measured in direct reconstruction, rather
than the pole mass. However, since this experimental depen-
dence is small, differences between the two masses of up to
2 GeV have a negligible effect (<0.2 GeV) on the pole mass
determination. A comparison of the theoretical and experi-
mental curves shown in Fig. 7 therefore allows an unambigu-
ous extraction of the top quark pole mass.

The extraction is performed by maximising the following
Bayesian likelihood as a function of the top quark pole mass
mpole

t :

L(mpole
t ) =

∫
G(σ ′

t t |σt t (m
pole
t ), ρexp)

·G(σ ′
t t |σ theo

t t (mpole
t ), ρ±

theo )dσ ′
t t . (3)

Here, G(x |µ, ρ) represents a Gaussian probability density
in the variable x with mean µ and standard deviation ρ.
The first Gaussian term represents the experimental mea-
surement σt t with its dependence on mpole

t and uncertainty
ρexp. The second Gaussian term represents the theoretical
prediction given by Eq. (2) with its asymmetric uncertainty
ρ±

theo obtained from the quadrature sum of PDF+αs and QCD
scale uncertainties evaluated as discussed in Sect. 2. The like-
lihood in Eq. (3) was maximised separately for each PDF set
and centre-of-mass energy to give the mpole

t values shown in
Table 6. A breakdown of the contributions to the total uncer-
tainties is given for the CT10 PDF results in Table 7; it can be
seen that the theoretical contributions are larger than those
from the experimental measurement of σt t . A single mpole

t
value was derived for each centre-of-mass energy by defin-
ing an asymmetric Gaussian theoretical probability density
in Eq. (3) with mean equal to the CT10 prediction, and a ±1
standard deviation uncertainty envelope which encompasses
the ±1 standard deviation uncertainties from each PDF set
following the PDF4LHC prescription [8], giving:

mpole
t = 171.4 ± 2.6 GeV (

√
s = 7 TeV) and

mpole
t = 174.1 ± 2.6 GeV (

√
s = 8 TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 standard devi-
ations. The top pole mass was also extracted using a frequen-
tist approach, evaluating the likelihood for each mpole

t value
as the Gaussian compatibility between the theoretically pre-
dicted and experimentally measured values, and fixing the
theory uncertainties to those at mpole

t = 172.5 GeV. The
results differ from those of the Bayesian approach by at most
0.2 GeV.

Table 6 Measurements of the top quark pole mass determined from the
t t cross-section measurements at

√
s = 7 TeV and

√
s = 8 TeV using

various PDF sets

PDF mpole
t ( GeV) from σt t

√
s = 7 TeV

√
s = 8 TeV

CT10 NNLO 171.4 ± 2.6 174.1 ± 2.6

MSTW 68 % NNLO 171.2 ± 2.4 174.0 ± 2.5

NNPDF2.3 5f FFN 171.3+2.2
−2.3 174.2 ± 2.4
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s = 8 TeV with the CT10 PDF set

∆mpole
t ( GeV)

√
s = 7 TeV
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s = 8 TeV

Data statistics 0.6 0.3

Analysis systematics 0.8 0.9

Integrated luminosity 0.7 1.2

LHC beam energy 0.7 0.6

PDF+αs 1.8 1.7

QCD scale choice +0.9
−1.2

+0.9
−1.3

Finally, mpole
t was extracted from the combined

√
s =

7 TeV and
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s = 8 TeV dataset using the product of likeli-
hoods (Eq. (3)) for each centre-of-mass energy and account-
ing for correlations via nuisance parameters. The same set
of experimental uncertainties was considered correlated as
for the cross-section ratio measurement, and the uncertainty
on σ theo

t t was considered fully correlated between the two
datasets. The resulting value using the envelope of all three
considered PDF sets is

mpole
t = 172.9+2.5

−2.6 GeV

and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
assumptions.
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ners for the bosons. In the framework of a generic R-parity
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and has only a slightly smaller uncertainty than the individ-
ual results at each centre-of-mass energy, due to the large
correlations, particularly for the theoretical predictions. The
results are shown in Fig. 8, together with previous determi-
nations using similar techniques from D0 [71,72] and CMS
[73]. All extracted values are consistent with the average of
measurements from kinematic reconstruction of t t events of
173.34 ± 0.76 GeV [74], showing good compatibility of top
quark masses extracted using very different techniques and
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ners for the bosons. In the framework of a generic R-parity
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1. Introduction

The Large Hadron Collider (LHC) has provided a wealth of
proton–proton collisions, which has enabled the Compact Muon
Solenoid (CMS) experiment [1] to measure cross sections for the
production of top-quark pairs (tt̄) with high precision employing
a variety of approaches [2–10]. Comparing the presently available
results, obtained at a center-of-mass energy,

√
s, of 7 TeV, to the-

oretical predictions allows for stringent tests of the underlying
models and for constraints on fundamental parameters. Top-quark
pair production can be described in the framework of quantum
chromodynamics (QCD) and calculations for the inclusive tt̄ cross
section, σtt̄ , have recently become available to complete next-to-
next-to-leading order (NNLO) in perturbation theory [11]. Crucial
inputs to these calculations are: the top-quark mass, mt; the strong
coupling constant, αS ; and the gluon distribution in the proton,

⋆ E-mail address: cms-publication-committee-chair@cern.ch.

since tt̄ production at LHC energies is expected to occur predomi-
nantly via gluon–gluon fusion.

The top-quark mass is one of the fundamental parameters of
the standard model (SM) of particle physics. Its value significantly
affects predictions for many observables either directly or via ra-
diative corrections. As a consequence, the measured mt is one of
the key inputs to electroweak precision fits, which enable com-
parisons between experimental results and predictions within and
beyond the SM. Furthermore, together with the Higgs-boson mass
and αS , mt has direct implications on the stability of the elec-
troweak vacuum [12,13]. The most precise result for mt, obtained
by combining direct measurements performed at the Tevatron, is
173.18 ± 0.94 GeV [14]. Similar measurements performed by the
CMS Collaboration [2,15–17] are in agreement with the Tevatron
result and of comparable precision. However, except for a few cases
[17], these direct measurements rely on the relation between mt
and the respective experimental observable, e.g., a reconstructed
invariant mass, as expected from simulated events. In QCD be-
yond leading order, mt depends on the renormalization scheme
[18,19]. The available Monte Carlo generators contain matrix el-
ements at leading order or next-to-leading order (NLO), while

0370-2693 © 2013 The Authors. Published by Elsevier B.V.
http://dx.doi.org/10.1016/j.physletb.2013.12.009
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higher orders are simulated by applying parton showering. Studies
suggest that mt as implemented in Monte Carlo generators cor-
responds approximately to the pole (“on-shell”) mass, mpole

t , but
that the value of the true pole mass could be of the order of
1 GeV higher compared to mt in the current event generators [20].
In addition to direct mt measurements, the mass dependence of
the QCD prediction for σtt̄ can be used to determine mt by com-
paring the measured to the predicted cross section [13,19,21–24].
Although the sensitivity of σtt̄ to mt might not be strong enough
to make this approach competitive in precision, it yields results af-
fected by different sources of systematic uncertainties compared
to the direct mt measurements and allows for extractions of mt
in theoretically well-defined mass schemes. It has been advocated
to directly extract the MS mass of the top quark using the σtt̄
prediction in that scheme [21]. The relation between pole and
MS mass is known to three-loop level in QCD but might receive
large electroweak corrections [25]. In principle, the difference be-
tween the results obtained when extracting mt in the pole and
converting it to the MS scheme or extracting the MS mass di-
rectly should be small in view of the precision that the extrac-
tion of mt from the inclusive σtt̄ at a hadron collider provides.
Therefore, only the pole mass scheme is employed in this Let-
ter.

With the exception of the quark masses, αS is the only free pa-
rameter of the QCD Lagrangian. While the renormalization group
equation predicts the energy dependence of the strong coupling,
i.e., gives a functional form for αS(Q ), where Q is the energy
scale of the process, actual values of αS can only be obtained
based on experimental data. By convention and to facilitate com-
parisons, αS values measured at different energy scales are typ-
ically evolved to Q = mZ, the mass of the Z boson. The current
world average for αS(mZ) is 0.1184 ± 0.0007 [26]. In spite of this
relatively precise result, the uncertainty on αS still contributes sig-
nificantly to many QCD predictions, including expected cross sec-
tions for top-quark pairs or Higgs bosons. Furthermore, thus far
very few measurements allow αS to be tested at high Q and the
precision on the average for αS(mZ) is driven by low-Q measure-
ments. Energies up to 209 GeV were probed with hadronic final
states in electron–positron collisions at LEP using NNLO predic-
tions [27–30]. Jet measurements at the Tevatron and the LHC have
recently extended the range up to 400 GeV [31], 600 GeV [32],
and 1.4 TeV [33]. However, most predictions for jet production in
hadron collisions are only available up to NLO QCD. Even when
these predictions are available at approximate NNLO, as used in
[34], they suffer from significant uncertainties related to the choice
and variation of the renormalization and factorization scales, µR
and µF , as well as from uncertainties related to non-perturbative
corrections.

In cross section calculations, αs appears not only in the ex-
pression for the parton–parton interaction but also in the QCD
evolution of the parton distribution functions (PDFs). Varying the
value of αS(mZ) in the σtt̄ calculation therefore requires a con-
sistent modification of the PDFs. Moreover, a strong correlation
between αS and the gluon PDF at large partonic momentum frac-
tions is expected to significantly enhance the sensitivity of σtt̄ to
αS [35].

In this Letter, the predicted σtt̄ is compared to the most precise
single measurement to date [6], and values of mpole

t and αS(mZ)
are determined. This extraction is performed under the assump-
tion that the measured σtt̄ is not affected by non-SM physics. The
interplay of the values of mpole

t , αs and the proton PDFs in the pre-
diction of σtt̄ is studied. Five different PDF sets, available at NNLO,
are employed and for each a series of different choices of αS(mZ)
are considered. A simultaneous extraction of top-quark mass and

strong coupling constant from the total tt̄ cross section alone is
not possible since both parameters alter the predicted σtt̄ in such
a way that any variation of one parameter can be compensated by
a variation of the other. Values of mpole

t and αS(mZ) are therefore
determined at fixed values of αS (mZ) and mpole

t , respectively. For
the mpole

t extraction, αS(mZ) is constrained to the latest world av-
erage value with its corresponding uncertainty (0.1184 ± 0.0007)
[26]. Furthermore, it is assumed that the mt parameter of the
Monte Carlo generator that is employed in the σtt̄ measurement
is equal to mpole

t within ±1.00 GeV [20]. For the αS extraction,
mpole

t is set to the Tevatron average of 173.18 ± 0.94 GeV [14].
To account for the possible difference between the pole mass and
the Monte Carlo generator mass [20], an additional uncertainty,
assumed to be 1.00 GeV, is added in quadrature to the experimen-
tal uncertainty, resulting in a total uncertainty on the top-quark
mass constraint, δmpole

t , of 1.4 GeV. Although the potential αS de-
pendence of the direct mt measurements has not been explicitly
evaluated, it is assumed to be covered by the quoted mass uncer-
tainty.

2. Predicted cross section

The expected σtt̄ has been calculated to NNLO for all production
channels, namely the all-fermionic scattering modes (qq, qq′ , qq′ ,
qq → tt̄ + X) [36,37], the reaction qg → tt̄ + X [38], and the dom-
inant process gg → tt̄ + X [11]. In the present analysis, these cal-
culations are used as implemented in the program Top++ 2.0 [39].
Soft-gluon resummation is performed at next-to-next-leading-log
(NNLL) accuracy [40,41]. The scales µR and µF are set to mpole

t .
In order to evaluate the theoretical uncertainty of the fixed-order
calculation, the missing contributions from higher orders are es-
timated by varying µR and µF up and down by a factor of 2
independently, while using the restriction 0.5 !µF /µR ! 2. These
choices for the central scale and the variation procedure were sug-
gested by the authors of the NNLO calculations and used for earlier
σtt̄ predictions as well [42].

Five different NNLO PDF sets are employed: ABM11 [43],
CT10 [44], HERAPDF1.5 [45], MSTW2008 [46,47], and NNPDF2.3
[48]. The corresponding uncertainties are calculated at the 68%
confidence level for all PDF sets. This is done by recalculating
the σtt̄ at NNLO + NNLL for each of the provided eigenvectors
or replicas of the respective PDF set and then performing er-
ror propagation according to the prescription of that PDF group.
In the specific case of the CT10 PDF set, the uncertainties are
provided for the 90% confidence level only. For this Letter, follow-
ing the recommendation of the CTEQ group, these uncertainties
are adjusted using the general relation between confidence inter-
vals based on Gaussian distributions [26], i.e., scaled down by a
factor of

√
2 erf−1(0.90) = 1.64, where erf denotes the error func-

tion.
The dependence of the predicted σtt̄ on the choice of mpole

t is
studied by varying mpole

t in the range from 130 to 220 GeV in steps
of 1 GeV and found to be well described by a third-order polyno-
mial in mpole

t divided by (mpole
t )4. The αS dependence of σtt̄ is

studied by varying the value of αS(mZ) over the entire valid range
for a particular PDF set, as listed in Table 1. The relative change of
σtt̄ as a function of αS (mZ) can be parametrized using a second-
order polynomial in αS(mZ), where the three coefficients of that
polynomial depend linearly on mpole

t .
The resulting σtt̄ predictions are compared in Fig. 1, both as

a function of mpole
t and of αS (mZ). For a given value of αS(mZ),

the predictions based on NNPDF2.3 and CT10 are very similar.
The cross sections obtained with MSTW2008 and HERAPDF1.5 are

=

dependence of  
σtt on mtop ~0.28%

lumi is uncorrelated; consistent within 1.7 st. dev.

-
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Run I legacy : re-interpreting σ(tt)

Pole mass extraction
• Top mass extraction at fixed order scheme  

• need full phase space extrapolation

• benefits from loose selections ⇒ flat acceptance

• assume αs and PDF and compare to theory
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March 2016Top-quark pole mass measurements

NEW arXiv:1603.02303 sub to JHEP

• How far do we need go experimentally? 

• assuming current δσthNNLO≈5.5%  

       PRL110 (2013) 252004

• may reach δmtpole≈0.5% if δσexp≈2% 

For more details on top mass see - B. Stieger’s talk
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CMS  added 8 TeV data!
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Top-Quark Pole Mass Using tt̄+1-jet Events (ATLAS)
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Top-Quark Pole Mass Using tt̄+1-jet Events (ATLAS)
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di↵erential distribution
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accuracy

. compared to measured
di↵erential cross-section,
corrected for detector and
resolution e↵ects
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Top-Quark Pole Mass Using tt̄+1-jet Events (ATLAS)

p
s = 7 TeV (L = 4.6 fb�1), `+jets channel ATLAS-CONF-2014-053

. kinematical event reconstruction to identify W - and t-candidates,
”additional jet” with p

T

> 50GeV

. regularised matrix unfolding to
correct for detector e↵ects

. compare data to NLO+PS
prediction at parton-level

. no m

MC

t

dependence due
to MC based correction
observed
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. fit with NLO+PS prediction:
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= 173.7± 1.5 (stat.)± 1.4 (syst.)+1.0
�0.5(theo.)GeV

. dominant sources of
systematic uncertainty:
. JES: 0.94 GeV
. ISR/FSR: 0.72 GeV
. proton PDF: 0.54 GeV

. theorie uncertainties
(on NLO+PS prediction):
. scale uncertainty: +0.93
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. PDF uncertainty: 0.21 GeV
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Mtop alternative measurements (III) 

101

B-hadron Lifetime / Lepton p
T

. lifetime and (transverse) decay
length (L

xy

) of B-hadrons from the
top decay depend ⇠linearly on m

t

. similarly, p
T

of the charged leptons
from the W boson decay can be used

. L

xy

and lepton-p
T

reconstruction based on the tracking (muon)
system(s) and EM calo (for e), largely reduced sensitivity to JES unc.,
however typically larger statistical uncertainties ( 6= standard techniques)

Phys.Rev.D81 032002 (2010)
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• Kinematic 
endpoint

• Dependence 
on B-hadron 
lifetime

‣ no Monte 

Carlo

• J/Psi final state

‣ independent 

of jet scaling 
factor

B-hadron Lifetime (CMS)

p
s = 8 TeV (L = 19.3-19.6 fb�1),

`+jets and dilepton (eµ) channels

. L

xy

calibration checked in dijet sample
! agreement within stat. uncertainties
between data and simulation

. fit to median L

xy

:
m

t

= 173.5± 1.5 (stat.)± 1.3 (syst.)± 2.6 (ptop
T

)GeV
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. dominant sources of
systematic uncertainty:

. top p
T

modelling
. background in ` + jets
. hadronisation model
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CMS-PAS TOP-12-030

Kinematic Endpoints (CMS)
p
s = 7 TeV (L = 5.0 fb�1), Eur. Phys. J. C 73 (2013) 2494

dilepton channel

. simultaneous, unbinned likelihood fit to endpoints of µ
bb

and M

bl

. taking resolution into account

m

t

= 173.9± 0.9 (stat.)+1.7
�2.2 (syst.)GeV

. dominant source of systematic uncertainty: JES +1.3
�1.8GeV

M

bl

: invariant mass of
lepton + b-jet pair
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Kinematic Endpoints (CMS)

. use transverse mass of tt̄ pair:

M

T2

⌘ min
p

⌫
a

T

+p

⌫
b

T

=p

miss

T

{max(ma

T

,mb

T

)}

$ transverse W mass:
M

2

T ,W ⌘ m

2

⌫ +m

2

` + 2(E ⌫
T

E

`
T

� p

⌫
T

· p`
T

)

Eur. Phys. J. C 73 (2013) 2494

. to reduce the sensitivity to the p
T

modelling of the tt̄ system,
use only components perpendicular to the boost of the tt̄ pair:
M

T2

! M

T2? ⌘ µ
bb

. endpoint: µmax

bb

= m

t

. ⌫ and W boson masses constrained to their world-average values
(method otherwise applicable for BSM searches including undetected particles)

. mass measurement based on analytic endpoint formula
) model-independent mass measurement
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(see S. Adomeit, TOP2014)

CMS

J/ Peak: Prospects

. select tt̄ events with b ! J/ 
(+J/ ! ``)

. rare but experimentally very clean

. exploit m
t

dependence of M
J/ +`

(Phys. Lett. B 476 (2000) 73)

.
p
s = 8 TeV (L = 19.6/19.8 fb�1) CMS PAS TOP-13-007

. b ! J/ + X signal in
`+jets and dilepton tt̄

events

. competitive using higher
statistics in RunII?

. might be di�cult due
to large sensitivity to
details of b-fragmentation
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• in single top 
events

enriched single top sample 
with template method

m
t

Using Single Top t-Channel Enhanced Events (ATLAS)
p
s = 8 TeV (L = 20.3 fb�1), single top t-channel ATLAS-CONF-2014-055

. final sample composition:
t-channel ⇡ 50%, tt̄ ⇡ 23%,
background ⇡ 27%

. template method:
. based on m

lb

estimator
(lepton + b-jet invariant mass)

. signal templates include
all single top channels + tt̄

. binned likelihood fit:
m

t

= 172.2± 0.7 (stat.)± 2.0 (syst.)GeV

. dominant systematic uncertainties:
. JES (1.5 GeV)
. (t-channel) hadronisation (0.7 GeV)
. background (0.6 GeV)
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m
t

Using Single Top t-Channel Enhanced Events (ATLAS)
p
s = 8 TeV (L = 20.3 fb�1), single top t-channel ATLAS-CONF-2014-055

. final sample composition:
t-channel ⇡ 50%, tt̄ ⇡ 23%,
background ⇡ 27%

. template method:
. based on m

lb

estimator
(lepton + b-jet invariant mass)

. signal templates include
all single top channels + tt̄

. binned likelihood fit:
m

t

= 172.2± 0.7 (stat.)± 2.0 (syst.)GeV

. dominant systematic uncertainties:
. JES (1.5 GeV)
. (t-channel) hadronisation (0.7 GeV)
. background (0.6 GeV)
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 [GeV]tm
170 1800

5

10  2.91 GeV± 1.50 ±173.50 b hadron lifetime
TOP-12-030 (2013)

 GeV-2.10 +1.70 0.90 ±173.90 Kinematic endpoints
EPJC 73 (2013) 2494

 2.66 GeV± 1.17 ±172.29 b-jet energy peak
TOP-15-002 (2015)

 0.90 GeV± 3.00 ±173.50 ΨLepton+J/
TOP-15-014 (2016)

 GeV-0.97 +1.58 0.20 ±173.68 Lepton+SecVtx
arXiv:1603.06536 (2016)

 GeV-3.09 +2.68 1.10 ±171.70 Dilepton kinematics
TOP-16-002 (2016)

 GeV-0.93 +0.97 0.77 ±172.60 Single top
TOP-15-001 (2016)

 GeV-1.80 +1.70173.80 ) 7+8 TeVt(tσ
arXiv:1603.02303 (2016)

 0.47 GeV± 0.13 ±172.44 CMS 7+8 TeV (2015)
arXiv:1509.04044

 0.71 GeV± 0.27 ±173.34 World combination
ATLAS, CDF, CMS, D0
arXiv:1403.4427 (2014)

March 2016

 syst.)± stat. ±(value 

CMS Preliminary
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P. Silva TOP 2014

27

27/34

Top quark physics

Mass : quo vadis? I

The most fundamental crucial interesting ambiguous parameter of the standard model

Most measurements rely on an intrinsic calibration to a LO/NLO MC deCnition

may assume that ambiguity can in principle be resolved up to O(Λ
QCD

) – see A. Hoang's talk 

e.g. measure mass in MC, use observables calculated in well deCned schemes, use short-range deCnition

from the experimental point of view Run 2 and HL-LHC have potential for more precise m
t

CMS-PAS-TOP-14-001

Diff. m
t
 measurements

 constrain in-situ main uncertainties

Measurements of 
the UE and 

fragmentation in tt: 
tune signal model with data

Measurements of 
radiation in tt

 constrain pQCD signal 
model uncertainties Alternative methods

Improve precision on “theory 
safe” observables,

proft from high stats and also 
NNLO signal modelling 

CMS PAS TOP-13-007

ATL-PHYS-PUB-2014-005 ATLAS-CONF-2014-053

(P. Ferreira da Silva @ Top2014)
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34

we are 
here
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2016

we’re going there

LHC Run 2 expected luminosity

Top quark  
Physics will hardly  

look the same again

Significant words by Pedro…

(Pedro Ferreira da Silva @ Moriond 2016)

mailto:fracesco.spano@cern.ch?subject=
https://indico.in2p3.fr/event/12279/session/7/contribution/200/material/slides/


francesco.spano@cern.ch Top Quark Physics at the Large Hadron Collider Seminar- Dipartimento di Fisica - Università di Napoli “Federico II” 27th April 2016 104

• Top analysis is in full swing thanks to the combined  performance of LHC & 
detectors: a very rich program is under way. 

• By exploiting  the LHC top quark factory (~6 (~4)M tt, ~3 (1.5)M single top  events 
produced by LHC @ √s=8 (13) TeV ) ATLAS & CMS are testing top strong and 
electroweak inclusive production at unprecedented precision at new energies 
centre  
‣ δσtt/σtt ~O(3.5 to 5%) compared to ~4% prediction uncertainty (NNLO+NNLL)

‣ δσt/σt : s-chan, t-chan and Wt observed. |Vtb|  consistent with 1 at 4% level


• Differential cross sections measurements test SM tt production  and complement 
new physics searches in completely new phase space with O(5%) to O(40)% 
relative unc. Expect higher reach in Multi TeV region with reduced syst uncertainties, 
due to parametrization/understanding of more phase space corners & improvement in 
MC generators (NNLO).


• The top mass is measured at O(0.5)% level.   sub-GeV precision if progress is made 
on syst uncertainties exploiting differential info.


• Spin determination in top quark production (tt spin correlations)  and decay (W 
polarization, Wtb vertex properties) are consistent with SM


• Direct determination of top quark coupling to bosons is consistent with SM even if 
with limited number of events . Measurement of  the coupling to the the newly 
found Higgs boson is still limited by number of events. Run2 expects observation with 
high luminosity.


• New physics connected to top quark by resonances/asymmetries and top rare decays 
to Higgs boson is being searched in previously unexplored  2-3 TeV/O(0.1) pb 
regions of mass and cross sections: reach to be extended in multi-TeV region with 
pile-up mitigation techniques & improved syst uncertainties

Conclusions and Outlook
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References and useful workshops  

•  Top Public results from ATLAS

•  Top Public results from CMS

•  Top Public results from CDF

•  Top Public results from D0
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TOP Workshop series 

• TOP2015:8th International Workshop on Top Physics

• TOP2014:7th International workshop on Top Physics 

• TOP2013: 6th International workshop on Top physics

• Top2012: 5th International workshop on Top physics


LHC TopWG agenda 

LHC & Tevatron experiments public results  
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Additional (useful) references

• A. Quadt, Top quark physics at hadron colliders, Eur. Phys. J. C 
48, 835–1000 (2006) DOI 10.1140/epjc/s2006-02631-6

• A J,. Khun, Theory of Top Quark Production and Decay, http://
arxiv.org/abs/hep-ph/9707321v1

•S Willembrock,THE STANDARD MODEL AND THE TOP QUARK, http://arxiv.org/
abs/hep-ph/0211067v3

• Chris Quigg, Top-ophilia,FERMILAB-FN-0818-T
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and references therein
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