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Gravitational Waves  
❖ Spacetime is a mathematical quantity and is 

defined as a 4 dimensional, smooth, connected 
(affine and torsion free connection) Lorentzian 
Manifold (M,g), this implies that the metric (g) 
has signature (3,1) or (1,3) 

❖ This metric determines the geometry of 
spacetime  

❖ In GR spacetime is a deformable object, 
gravity is responsible for this, perturbation on 
spacetime are represented as perturbation of 
the metric

❖ The tensorial perturbation of this metric are 
known as gravitational waves  

❖ It has two polarisation : plus + and cross x 

❖ We observed for the first time this fundamental 
process of nature i.e. dynamical spacetime on 
Sept. 14th 
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A brief history of gravitational waves : formalism 

❖ 1916 : final formulation of the Einstein’s field equations of general relativity

❖ 1918 : the effect of gravitational waves (GWs) was calculated, resulting in Einstein’s 
famous “quadrupole formula“ 

❖ 1936 : Einstein rejects the existences of gravitational waves calling it an artefact of 
linearisation

❖ 1957 - 1970 : Goldberg, Pirani, Bondi, Sachs and others proved the physical reality of 
GWs 

❖ 1991 - now : Damour, Iyer, Blanchet et al develops post-Newtonian theory for compact 
binary coalescence and further developments are going on (valid during inspiral)

❖ 1999 - now : Buonanno, Damour et al develops effective one body approach for two 
body dynamics (valid till late inspiral) 

❖ 2005 - now : Numerical relativity matured and provides exact solutions for compact 
binaries 
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A brief history of gravitational waves : experiments  
❖ 1962 : Russian physicists M. E. Gertsenshtein and V. I. Pustovoit publish paper sketch optical method for detecting 

gravitational waves 

❖ 1969 : Physicist Joseph Weber claims gravitational wave detection using massive aluminium cylinders—replication 
efforts fail 

❖ 1972 : Rainer Weiss of the Massachusetts Institute of Technology (MIT) in Cambridge independently proposes 
optical method for detecting waves

❖ 1974 : Astronomers discover pulsar orbiting a neutron star that appears to be slowing down due to gravitational 
radiation—work that later earns them a Nobel Prize 

❖ 1995 : Construction starts on GEO600 gravitational wave detector in Germany, which partners with LIGO and 
starts taking data in 2002 

❖ 1996 : Construction starts on VIRGO gravitational wave detector in Italy, which starts taking data in 2007

❖ 2002–2010 : Runs of initial LIGO—no detection of gravitational waves

❖ 2007 : LIGO and VIRGO teams agree to share data, forming a single global network of gravitational wave detectors
❖ 2015 : Advanced LIGO begins initial detection runs in September 

❖ 2016 : On 11 February, NSF and LIGO team announce successful detection of gravitational waves

❖ 2016 - now : Major upgrades in the detectors and the two LIGOs detected gravitational waves from binary black 
hole merger 
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Sources and searches : “known” transient sources 

❖ Compact binary coalescence 
❖ Binary Neutron Stars 
❖ Binary Black Holes 
❖ Black Hole - Neutron Stars

❖ Cosmic strings  

❖ Supernovae   

❖ Some non vanilla CBC

❖ highly eccentric 

❖ highly precessing, high mass ratio etc

❖ exotic CBC 

❖ Surprises 

Modelled Sources Un -Modelled Sources 
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Sources and searches : Generic scheme for gravitational wave 
search 
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multiple classes, this significance is decreased by a trials
factor equal to the number of classes [71].

A. Generic transient search

Designed to operate without a specific waveform model,
this search identifies coincident excess power in time-
frequency representations of the detector strain data
[43,72], for signal frequencies up to 1 kHz and durations
up to a few seconds.
The search reconstructs signal waveforms consistent

with a common gravitational-wave signal in both detectors
using a multidetector maximum likelihood method. Each
event is ranked according to the detection statistic
ηc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ec=ð1þ En=EcÞ

p
, where Ec is the dimensionless

coherent signal energy obtained by cross-correlating the
two reconstructed waveforms, and En is the dimensionless
residual noise energy after the reconstructed signal is
subtracted from the data. The statistic ηc thus quantifies
the SNR of the event and the consistency of the data
between the two detectors.
Based on their time-frequency morphology, the events

are divided into three mutually exclusive search classes, as
described in [41]: events with time-frequency morphology
of known populations of noise transients (class C1), events
with frequency that increases with time (class C3), and all
remaining events (class C2).

Detected with ηc ¼ 20.0, GW150914 is the strongest
event of the entire search. Consistent with its coalescence
signal signature, it is found in the search class C3 of events
with increasing time-frequency evolution. Measured on a
background equivalent to over 67 400 years of data and
including a trials factor of 3 to account for the search
classes, its false alarm rate is lower than 1 in 22 500 years.
This corresponds to a probability < 2 × 10−6 of observing
one or more noise events as strong as GW150914 during
the analysis time, equivalent to 4.6σ. The left panel of
Fig. 4 shows the C3 class results and background.
The selection criteria that define the search class C3

reduce the background by introducing a constraint on the
signal morphology. In order to illustrate the significance of
GW150914 against a background of events with arbitrary
shapes, we also show the results of a search that uses the
same set of events as the one described above but without
this constraint. Specifically, we use only two search classes:
the C1 class and the union of C2 and C3 classes (C2þ C3).
In this two-class search the GW150914 event is found in
the C2þ C3 class. The left panel of Fig. 4 shows the
C2þ C3 class results and background. In the background
of this class there are four events with ηc ≥ 32.1, yielding a
false alarm rate for GW150914 of 1 in 8 400 years. This
corresponds to a false alarm probability of 5 × 10−6

equivalent to 4.4σ.

FIG. 4. Search results from the generic transient search (left) and the binary coalescence search (right). These histograms show the
number of candidate events (orange markers) and the mean number of background events (black lines) in the search class where
GW150914 was found as a function of the search detection statistic and with a bin width of 0.2. The scales on the top give the
significance of an event in Gaussian standard deviations based on the corresponding noise background. The significance of GW150914
is greater than 5.1σ and 4.6σ for the binary coalescence and the generic transient searches, respectively. Left: Along with the primary
search (C3) we also show the results (blue markers) and background (green curve) for an alternative search that treats events
independently of their frequency evolution (C2þ C3). The classes C2 and C3 are defined in the text. Right: The tail in the black-line
background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise in the other
detector. (This type of event is practically absent in the generic transient search background because they do not pass the time-frequency
consistency requirements used in that search.) The purple curve is the background excluding those coincidences, which is used to assess
the significance of the second strongest event.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-6
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Sources and searches : Detector response  

❖ GWs interferometers are not pointing 
type detectors, detector’s response  is 
directionally dependent called as 
detector response given in TT gauge 
as 

❖ Where 

❖  and       and       are the source 
parameters 
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Detector response and Antenna 
Patterns 

• Detector response in the TT 
gauge can be written as: 
 
 

• Where F+ and Fx depend on the 
arms orientation respect to the 
wave propagation and the wave 
polarization 
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Figure 1. The relative orientation of the sky and detector frames. From [34].

The expected power signal-to-noise ratio (SNR) of the signal in the detector’s data

stream is, if it can be discovered by ideal matched filtering,

⇢2 = 4

Z 1

0

|�̃L(f)/L|2

S
h

(f)
df, (3)

where S
h

(f) is the one-sided spectral noise density normalized to the gravitational

wave amplitude, and the time-series strain �L(t)/L in (1) has been Fourier-transformed

into �̃L(f)/L, which then depends on the Fourier transforms h̃+(f) and h̃⇥(f) of the

incoming waves. I will assume from now on that we are detecting a short burst of

gravitational waves, so that the detector does not change its orientation during the

observation. A discussion of network detection of long-duration signals, such as those

from gravitational wave pulsars, may be found in Cutler and Schutz [37, 38].

We now apply the assumption that the wave has a randomly oriented polarization.

Consider a source which emits wave components H+(f) and H⇥(f), referred to its own

frame, defined perhaps by some preferred axis or plane in the source. Suppose that at

the start of the observation this source frame is di↵erent from the detector frame as

projected onto the sky by a rotation angle ↵. During the observation the polarization

will rotate in some way determined by H+(f) and H⇥(f). This is of no interest to us

here. The important point is that the ensemble of sources at the same position in space

contains systems with all possible initial angles ↵. When we average the power SNR

in (3) over the ensemble, we will simply be changing in a uniformly random way the

projection of the source’s intrinsic + and ⇥ components onto the detector’s. The result

Networks of gravitational wave detectors 10

is that the mean power SNR over the ensemble (denoted by h i) depends only on the

sum of the squares of the sensitivity functions of the detector to both polarizations:

⌦
⇢2
↵
= 2

⇥
F+(✓,�, )

2 + F⇥(✓,�, )
2
⇤ Z 1

0

|H(f)|2

S
h

(f)
df, (4)

where |H(f)|2 = |H+|2 + |H⇥|2. We call the function

P (✓,�) = F+(✓,�, )
2 + F⇥(✓,�, )

2

=
1

4
(1 + cos2 ✓)2 cos2 2�+ cos2 ✓ sin2 2� (5)

the antenna power pattern of a single interferometer. Note that, from (2), the antenna

power pattern is independent of the angle  that is the reference angle for the wave’s

polarization, as one would expect after our ensemble polarization average. It is plotted

in the detector coordinate frame in figure 2. This is often referred to as the “peanut

diagram”.

Figure 2. The antenna power pattern (left panel) and its square-root (amplitude
pattern: right panel) of a single interferometer oriented with axes in the x-y plane,
averaged over polarizations of the incoming wave. The amplitude pattern represents
the shape of the detection volume of the instrument, or its maximum detection reach
in di↵erent directions.

If, for a single detector, there is a detection threshold ⇢min on the amplitude SNR,

then a signal from a direction (✓, �) can be expected to be detected if

2P (✓,�)

Z 1

0

|H(f)|2

S
h

(f)
df � ⇢2min. (6)

For the purposes of our discussion, we suppose that the gravitational wave source

has a standard intrinsic amplitude, so that its received amplitude H(f) is inversely

proportional to the distance r to the source. We also suppose that these sources are
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Antenna power
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Figure 3. The antenna power patterns of the LIGO and VIRGO detector network
with two detectors at Hanford (HHLV: left panel) and of the network after including
the Japanese detector LCGT (HHJLV: right panel). All detectors are assumed to be
identical. As in Figure 2, the sensitivity is averaged over polarizations of the incoming
wave. Top row: The coordinate system is oriented with z aligned with geographic
North and the x-axis at geographic longitude 0o. In all such plots from now on, the
viewer is located at longitude 40oW and 20oN, above the mid-Atlantic. Note that
all antenna patterns are reflection symmetric through the center of the earth, so that
the hidden side is a mirror image of the side shown in the diagram. Bottom row:

The same data plotted as contour plots. Contours are labeled with values relative to
the maximum. For HHLV on the left, the maximum is 3.03 (square of mean horizon
distance from table 2). For HHJLV on the right, the maximum is 3.31.

LIGO+VIRGO
Schutz Class.Quant.Grav. 28 (2011) 125023 



Sources and searches :Modelled search for CBC sources 

❖ Uses waveform models to search  for 
CBC signals in the data, this 
technique is called Matched Filtering

❖ It uses the correlation between the 
data and various waveforms models 
called templates

❖ The goal is to find the optimal 
template which would maximise the 
signal to noise ratio 

❖ The consistency check is performed 
by a chi-squared test 
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FIG. 10. Distribution of single detector SNRs for H1 triggers
found in coincidence with L1 triggers (in time shifts) in a
month of simulated Gaussian noise (blue) and representative
S5 data (red). These triggers have survived �2, r2, and H1–
H2 amplitude-consistency tests, as well as DQ vetoes.

a “quiet” signal with ⇢ ' 8 and �2 ' ndof will have
⇢e↵ ' ⇢.

Figure 6 shows contours of constant ⇢e↵ in the ⇢–�2

plane. While ⇢e↵ successfully separates background trig-
gers from simulated-GW triggers, it can artificially ele-
vate the SNR of triggers with unusually small �2. As
discussed in Ref. [61], these can sometimes become the
most significant triggers in a search. Thus, a di↵erent
statistic was adopted for the LIGO S6 run and Virgo’s
second and third science runs (VSR23). This new SNR

⇢new [14] was defined as

⇢new =

8
<

:

⇢ for �2  ndof ,

⇢


1
2

✓
1 +

⇣
�2

n
dof

⌘3◆��1/6

for �2 > ndof .

(18)
Figure 6 also shows contours of constant ⇢new in the ⇢–
�2 plane. The new SNR was found to provide even bet-
ter background–signal separation, especially for low-mass
nonspinning inspirals [14], and it has the desirable fea-
ture that ⇢new does not take larger values than ⇢ when
the �2 is less than the expected value. Other ways of
defining a detection statistic as a function of ⇢ and �2

can be defined and optimized for analyses covering dif-
ferent regions of parameter space and di↵erent data sets.

For coincident triggers, the re-weighted SNRs mea-
sured in the coincident detectors are added in quadra-
ture to give a combined, re-weighted SNR, which is used
to rank the triggers and evaluate their statistical signif-
icance. Using this ranking statistic, we find that the
distribution of background triggers in real data is re-
markably close to their distribution in simulated Gaus-
sian noise. Thus, our consistency tests and DQ vetoes
have successfully eliminated the vast majority of high
SNR triggers due to non-Gaussian noise from the search.

FIG. 11. Distribution of single detector new SNR, ⇢new,
for H1 triggers found in coincidence with L1 triggers (in time
shifts) in a month of simulated Gaussian noise (blue) and
representative S5 data (red). The tail of high SNR triggers
due to non-Gaussian noise has been virtually eliminated—
a remarkable achievement given that the first stage of the
pipeline generated single-detector triggers with SNR > 1, 000.

While this comes at the inevitable cost of missing poten-
tial detections at times of poor data quality, it signifi-
cantly improves the detection capability of a search.

IV. INTERPRETATION OF THE RESULTS

At the end of the data processing described above,
the ihope pipeline produces a set of coincident triggers
ranked by their combined re-weighted SNR; these trig-
gers have passed the various signal-consistency and data-
quality tests outlined above. While at this stage the
majority of loud background triggers identified in real
data have been eliminated or downweighted, the distri-
bution of triggers is still di↵erent from the case of Gaus-
sian noise, and it depends on the quality of the detec-
tor data and the signal parameter space being searched
over. Therefore it is not possible to derive an analytical
mapping from combined re-weighted SNR to event signif-
icance, as characterized by the FAR. Instead, the FAR is
evaluated empirically by performing numerous time-shift

analyses, in which artificial time shifts are introduced be-
tween the data from di↵erent detectors. (These are dis-
cussed in Sec. IVA.) Furthermore, the rate of triggers as
a function of combined re-weighted SNR varies over pa-
rameter space; to improve the FAR accuracy, we divide
triggers into groups with similar combined re-weighted
SNR distributions (see Sec. IVB). The sensitivity of a
search is evaluated by measuring the rate of recovery
of a large number of simulated signals, with parameters
drawn from astrophysically motivated distributions (see
Sec. IVC). The sensitivity is then used to estimate the
CBC event rates or upper limits as a function of signal
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FIG. 6. The �2 test plotted against SNR for triggers in a
month of representative S5 data after the �2 test has been ap-
plied, and the r2 cut has been applied for triggers with ⇢ < 12.
The blue crosses mark time shifted background triggers, the
red pluses mark simulated-GW triggers. The solid, colored
lines on the plots indicate lines of constant e↵ective SNR (top
panel) and new SNR (bottom panel), which are described in
section III E. Larger values of e↵ective/new SNR are at the
bottom and right end of the plots. The clearly visible notch
in the H1 and L1 plots is caused by the discontinuity in the r2

cut at an SNR of 12 (Section III B). Here background triggers
are represented by blue crosses and injections by red pluses.

in the upper left corner of the plot (large �2 value rela-
tive to the measured SNR), but these have been removed
by the cut. Even following the cut, a clear separation
between noise background and simulated signals can eas-
ily be observed. This will be used later in formulating
a detection statistic that combines the values of both ⇢
and �2.

FIG. 7. Value of SNR and �2 as a function of time, for a
simulated CBC signal with SNR=300 in a stretch of S5 data
from the H1 detector. The SNR shows a characteristic rise
and fall around the signal. The �2 value is small at the time of
the signal, but increases steeply to either side as the template
waveform is o↵set from the signal in the data.

B. The r2 signal-consistency test

We can also test the consistency of the data with a
postulated signal by examining the time series of SNRs
and �2s. For a true GW signal, this would show a single
sharp peak at the time of the signal, with the width of the
fallo↵ determined by the autocorrelation function of the
template [51, 52]. Thus, counting the number of time
samples around a trigger for which the SNR is above
a set threshold provides a useful consistency test [53].
Examining the behavior of the �2 time series provides a
more powerful diagnostic [54]. To wit, the r2 test sets an
upper threshold on the amount of time �T (in a window
T prior to the trigger2) for which

�2 � p r2, (13)

where p is the number of subtemplates used to compute
the �2. We found empirically that setting T = 6 s and
r2 = 15 produces a powerful test [54]. Figure 7 shows
the characteristic shape of the �2 time series for CBC
signals: close to zero when the template is aligned with
the signal, then increasing as the two are o↵set in time,
before falling o↵ again with larger time o↵sets.
An e↵ective �T threshold must be a function of SNR;

the �T commonly used for ihope searches is

�T <

⇢
2 ⇥ 10�4 s for ⇢ < 12,
⇢9/8 ⇥ 7.5 ⇥ 10�3 s for ⇢ � 12.

(14)

2 The nonsymmetric window was chosen because the merger–
ringdown phase of CBC signals, which is not modeled in inspiral-
only searches, may cause an elevation in the �2 time series after
the trigger.

Detection statistic

• Manually tuned “newSNR” detection statistic

• Can machine learning do better?
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analyses, in which artificial time shifts are introduced be-
tween the data from di↵erent detectors. (These are dis-
cussed in Sec. IVA.) Furthermore, the rate of triggers as
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rameter space; to improve the FAR accuracy, we divide
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of a large number of simulated signals, with parameters
drawn from astrophysically motivated distributions (see
Sec. IVC). The sensitivity is then used to estimate the
CBC event rates or upper limits as a function of signal

Babak+ Phys. Rev. D 87, 024033
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Sources and searches :Modelled search for CBC sources 

❖ The four-dimensional search 
parameter space (component 
masses and spins) covered by the 
template bank shown projected into 
the component-mass plane. 

❖ The colours indicate mass regions 
with different limits on the 
dimensionless spin parameters χ1 
and χ2. 

❖ The trigger gives the first guess of 
masses, spins and strength 

❖ Sky map is generated shortly after 
the trigger generation  

4

tive to BBH mergers with total mass ⇠ 30M� or greater [60].
A bank of template waveforms is used to cover the parame-

ter space to be searched [53, 61–64]. The gravitational wave-
forms depend upon the masses m1,2 (using the convention that
m1 � m2), and angular momenta S1,2 of the binary compo-
nents. We characterise the angular momentum in terms of the
dimensionless spin magnitude

a1,2 =
c

Gm2
1,2

|S1,2| , (2)

and the component aligned with the direction of the orbital
angular momentum, L, of the binary [65, 66],

c1,2 =
c

Gm2
1,2

S1,2 · L̂ . (3)

We restrict this template bank to systems for which the spin
of the systems is aligned (or anti-aligned) with the orbital an-
gular momentum of the binary. Consequently, the waveforms
depends primarily upon the chirp mass [67–69]

M =
(m1m2)3/5

M1/5 , (4)

the mass ratio [18]

q =
m2

m1
 1, (5)

and the effective spin parameter [70–73]

ceff =
m1c1 +m2c2

M
, (6)

where M = m1 +m2 is the binary’s total mass. The chirp mass
and effective spin are combinations of masses and spin which
have significant impact on the evolution of the inspiral, and
are therefore accurately measured parameters for gravitational
waveforms [56, 74–77].

The minimum black hole mass is taken to be 2M�, con-
sistent with the largest known masses of neutron stars [78].
There is no known maximum black hole mass [79], however
we limit this template bank to binaries with a total mass less
than M  100M�. For higher mass binaries, the Advanced
LIGO detectors are sensitive to only the final few cycles of in-
spiral plus merger, making the analysis more susceptible to
noise transients. The results of searches for more massive
BBH mergers will be reported in future publications. In prin-
ciple, black hole spins can lie anywhere in the range from �1
(maximal and anti-aligned) to +1 (maximal and aligned). We
limit the spin magnitude to less than 0.99, which is the re-
gion over which we are able to generate valid template wave-
forms [8]. The bank of templates used for the analysis is
shown in Figure 2.

Both analyses separately correlate the data from each de-
tector with template waveforms that model the expected sig-
nal. The analyses identify candidate events that are detected
at both the Hanford and Livingston observatories consistent
with the 10 ms inter-site propagation time. Additional sig-
nal consistency tests are performed to mitigate the effects of

100 101 102

m1 [M�]

100

101

m
2

[M
�

]

|�1| < 0.9895, |�2| < 0.05

|�1,2| < 0.05

|�1,2| < 0.9895

GW150914
GW151226
LVT151012 (gstlal)
LVT151012 (PyCBC)

FIG. 2. The four-dimensional search parameter space covered by
the template bank shown projected into the component-mass plane,
using the convention m1 > m2. The colours indicate mass regions
with different limits on the dimensionless spin parameters c1 and
c2. Symbols indicate the best matching templates for GW150914,
GW151226 and LVT151012. For GW150914, GW151226 the tem-
plate was the same in the PyCBC and GstLAL searches while for
LVT151012 they differed. The parameters of the best matching tem-
plates are not the same as the detector frame masses provided by the
detailed parameter estimation discussed in Section IV.

non-stationary transients in the data. Events are assigned a
detection-statistic value that ranks their likelihood of being a
gravitational-wave signal. For PyCBC, r̂c is the quadrature
sum of signal-consistency re-weighted SNRs in the two de-
tectors. For GstLAL, lnL is the log-likelihood ratio for the
signal and noise models. The detection statistics are compared
to the estimated detector noise background to determine, for
each candidate event, the probability that detector noise would
give rise to at least one equally significant event. Further de-
tails of the analysis methods are available in Appendix A.

The results for the two different analyses are presented
in Figure 3. The figure shows the observed distribution of
events, as well as the background distribution used to assess
significance. In both analyses, there are three events that
lie above the estimated background: GW150914, GW151226
and LVT151012. All three of these are consistent with being
BBH merger signals and are discussed in further detail be-
low. The templates producing the highest significance in the
two analyses are indicated in Figure 2, the gravitational wave-
forms are shown in Figure 1 and key parameters are summa-
rized in Table I. There were no other significant BBH trig-
gers in the first advanced LIGO observing run. All other ob-
served events are consistent with the noise background for the
search. Follow up of the coincident events r̂c ⇡ 9 in the Py-
CBC analysis suggests that they are likely due to noise fluctu-
ations or poor data quality, rather than a population of weaker
gravitational-wave signals.

It is clear from Figure 3 that at high significance, the
background distribution is dominated by the presence of
GW150914 in the data. Consequently, once an event has

10LVC arXiv:1606.04856 (2016) O1 BBH   



Sources and searches :Modelled search for CBC sources 

❖ Benefits 
❖ Near optimal sensitivity for modelled signals with known 

parameters
❖ Confirmation of the source of the event 

❖ Limitations 
❖ Less/No sensitivity to poorly modelled or un-modelled signals 

11



Sources and searches : Un-modelled search 

❖ Uses the estimation of excess 
energy in the detectors

❖ Exploits the presence of signal 
(energy) in multiple detectors to 
appear coherently i.e. consistent 
in time and sky location 

❖ Data is combined from the 
networks of detectors 

❖ No templates/waveforms 
models are required/used  

12

Signal at Hanford

Signal at Livingston

Combined data Likelihood



Sources and searches : Un-modelled search schematic 1  
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Read Data Data conditioning 
Time frequency 
transform and 

selection of pixels 

Clustering 
❖ Regression to get rid of 

stationary noise 
(resonances) 

❖ Non uniform noise in 
frequency are 
conditioned with 
whitening 

❖ TF transform such as 
WDM are used 

❖ Pixels which are over 
the threshold from the 
data conditioning step 
are selected

❖ Pixel with most energy 
and surrounding 
pixels are selected 

❖ Various methods to 
cluster

Noise characterization related to GW150914 10
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Figure 1: The average measured strain-equivalent noise, or sensitivity, of the Advanced
LIGO detectors during the time analyzed to determine the significance of
GW150914 (Sept 12 - Oct 20, 2015). LIGO-Hanford (H1) is shown in
red, LIGO-Livingston (L1) in blue. The solid traces represent the median
sensitivity and the shaded regions indicate the 5th and 95th percentile over
the analysis period. The narrowband features in the spectra are due to known
mechanical resonances, mains power harmonics, and injected signals used for
calibration [4, 5, 6].

1. Introduction

A gravitational wave signal, denoted GW150914, has been detected by the Advanced
LIGO detectors [1]. The recovered waveform indicated the source was a binary black
hole system with component masses 36+5

�4 M� and 29+4
�4 M�, which coalesced at a

distance of 410+160
�180 Mpc away from Earth. The significance of the GW150914 event

was measured to be greater than 5.1 �, corresponding to a false-alarm rate of less
than 1 event per 203 000 years [1]. The event, lasting 0.2 seconds in Advanced LIGO’s
sensitive frequency range, was detected in independent searches for modeled compact
binary coalescences (CBCs) and for unmodeled gravitational wave bursts [2, 3].

The US-based detectors, in Hanford, Washington (H1) and in Livingston,
Louisiana (L1) jointly comprise the Laser Interferometer Gravitational-wave
Observatory (LIGO). The detectors are designed to measure spacetime strain induced
by passing gravitational waves using a modified Michelson interferometer with 4 km
length arms, as described in [4, 5, 6]. The detectors were operating in their nominal
configuration at the time of GW150914. The corresponding detector sensitivity is
shown in Figure 1; both detectors achieved a best sensitivity of ⇠ 10�23 Hz�1/2

between roughly 50 and 300 Hz. Peaks in the strain-equivalent noise amplitude
spectral density are due largely to mechanical resonances, mains power harmonics, and
injected signals used for calibration. Non-stationarity in the detector noise manifests
as variations in the level and shape of these sensitivity curves over time.

Even in their nominal state, the detectors’ data contain non-Gaussian noise
transients introduced by behavior of the instruments or complex interactions between
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Likelihood analysis 

❖ Define a multidimensional space N = number of 
detector and detector data on axes 

❖ Likelihood is wave frame rotation invariant 

❖ We rotate it in such a way that the antenna pattern 
function are orthogonal and + is dominant called 
dominant polarisation frame (DPF)

❖ In this frame detector response corresponding to 
maximum likelihood is projection of data vector X 
on the DPF

❖ Orthogonal to this plane is the Null Stream (N) 
which describes the noise

❖ Maximum likelihood points to the reconstructed 
direction 

❖ We get sky map, polarisation, reconstructed 
waveform and coherent signal strength as output 

Dominant Polarization Frame 
• Defining a multi-dimensional  space where axes are 

defined by detectors 
• Likelihood is invariant if we apply any rotation on the 

Wave Frame coordinate 
– “Rotation” on the antenna pattern 
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Maximum Likelihood 
• In the DPF, detector response 

corresponding to maximum likelihood 
is the projection of X vector on f’+, f’x 
plane 
 

• Null stream (N) described the noise 
after the likelihood subtraction 
 

• Noise could be also in the f’+, f’x 
plane: use of regulator 
 

• The likelihood projection on the axes 
is the contribution for each detector 
to the event energy, the rest is the 
coherent energy 
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❖ Benefits 
❖ No dependance on the waveform models 
❖ Can detect surprises 

❖ Limitations 
❖ Background is not as clean as the modelled search which limits 

the sensitivity to the know sources 
❖ Single detector triggers are less important 



Sources and searches : CBC sources in un-modelled search 

❖ Some “non-vanilla CBC” sources for which the modelling is not 
precise/expensive are covered by un-modelled searches 

❖ eccentric Black Hole binaries 

❖ Intermediate mass ratio inspirals 

❖ exotic binaries 

❖ Some CBC sources will have very short presence is our detectors and 
will be very burst like 

❖ Heavy black holes (IMBBH)

16



~~
❖ An example of eBBH in un-modelled 

search 
❖ The efficiency of detection is 

independent of eccentricity 
❖ Will be interesting to follow up as 

they are expected to come from 
galactic nuclei 
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5

of binary at orbital frequency of 48 Hz. E�ciency is de-
fined as the number of recovered injections divided by
the number of injections. The injections have a fixed sky
location. The e�ciency does not show a visible trend for
lower mass binaries. As expected, heavier binaries show
minor increase in e�ciency with increasing eccentricity
(increased contribution from higher order modes). The
search leaves the parameter space unconstrained in ec-
centricity, hence, the proposed eBBH search will also de-
tect circular binaries with approximately equal e�ciency.
The e↵ective radius for the example run is approximately
80% of the matched filtering search [12, 13] performed for
circular binaries. Hence, we expect the proposed search
to recover half of the events, which could have been oth-
erwise recovered by a matched filtering search using ac-
curate waveforms of binaries on eccentric orbits.

FIG. 3. E�ciency vs eccentricity, for eccentricity values are
at an orbital frequency of 48 Hz. Injection were made for
three di↵erent masses. Heavier binaries show minor increase
in e�ciency with increasing eccentricity (e�ciency values de-
pend on the chosen injection distance)). There is no visible
trend for lower mass binaries.

VI. DISCUSSION

We have introduced a novel search focused at the de-
tection of GWs from eccentric binary black hole merg-

ers. The search uses cWB algorithm to identify the
events. A time-shift analysis is performed to estimate
the background and simulation are performed to esti-
mate sensitivity of the search. The search can use model
based constraints, such as, polarization constraint and re-
constructed chirp mass constraint to suppress the back-
ground. We show that these constraints suppress the
background by three orders of magnitude. We describe
FAD statistic which can be used to rank the events ac-
cording to their significance.

We performed an example run and based on the ob-
tained results we conclude that advanced detectors will
detect multiple eBBH signals if the proposed astrophys-
ical models hold true. The search will detect approxi-
mately half of the events a matched filter search would
have detected. The search employs astrophysical model
to populate the parameters space providing the opportu-
nity to gauge the sensitivity of the search in terms of the
parameters defining the astrophysical model. Hence, in
the event of null observation it will become possible to
reject some of the optimistic models.
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Sources and searches : background and significance 

❖ Background is generated by 
unphysical time sliding the data to 
eliminate real signals 

❖ Rank the background triggers 
(either the modelled way or the un 
modelled way) according to the 
detection statistics 

❖ estimated p-value from CDF 
❖ minimum p-value estimate is 

limited by the number of time 
slides one can perform 

❖ There is also a Bayesian way using 
KDE of foreground and 
background in SNR chi-squared 
space.   
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multiple classes, this significance is decreased by a trials
factor equal to the number of classes [71].

A. Generic transient search

Designed to operate without a specific waveform model,
this search identifies coincident excess power in time-
frequency representations of the detector strain data
[43,72], for signal frequencies up to 1 kHz and durations
up to a few seconds.
The search reconstructs signal waveforms consistent

with a common gravitational-wave signal in both detectors
using a multidetector maximum likelihood method. Each
event is ranked according to the detection statistic
ηc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ec=ð1þ En=EcÞ

p
, where Ec is the dimensionless

coherent signal energy obtained by cross-correlating the
two reconstructed waveforms, and En is the dimensionless
residual noise energy after the reconstructed signal is
subtracted from the data. The statistic ηc thus quantifies
the SNR of the event and the consistency of the data
between the two detectors.
Based on their time-frequency morphology, the events

are divided into three mutually exclusive search classes, as
described in [41]: events with time-frequency morphology
of known populations of noise transients (class C1), events
with frequency that increases with time (class C3), and all
remaining events (class C2).

Detected with ηc ¼ 20.0, GW150914 is the strongest
event of the entire search. Consistent with its coalescence
signal signature, it is found in the search class C3 of events
with increasing time-frequency evolution. Measured on a
background equivalent to over 67 400 years of data and
including a trials factor of 3 to account for the search
classes, its false alarm rate is lower than 1 in 22 500 years.
This corresponds to a probability < 2 × 10−6 of observing
one or more noise events as strong as GW150914 during
the analysis time, equivalent to 4.6σ. The left panel of
Fig. 4 shows the C3 class results and background.
The selection criteria that define the search class C3

reduce the background by introducing a constraint on the
signal morphology. In order to illustrate the significance of
GW150914 against a background of events with arbitrary
shapes, we also show the results of a search that uses the
same set of events as the one described above but without
this constraint. Specifically, we use only two search classes:
the C1 class and the union of C2 and C3 classes (C2þ C3).
In this two-class search the GW150914 event is found in
the C2þ C3 class. The left panel of Fig. 4 shows the
C2þ C3 class results and background. In the background
of this class there are four events with ηc ≥ 32.1, yielding a
false alarm rate for GW150914 of 1 in 8 400 years. This
corresponds to a false alarm probability of 5 × 10−6

equivalent to 4.4σ.

FIG. 4. Search results from the generic transient search (left) and the binary coalescence search (right). These histograms show the
number of candidate events (orange markers) and the mean number of background events (black lines) in the search class where
GW150914 was found as a function of the search detection statistic and with a bin width of 0.2. The scales on the top give the
significance of an event in Gaussian standard deviations based on the corresponding noise background. The significance of GW150914
is greater than 5.1σ and 4.6σ for the binary coalescence and the generic transient searches, respectively. Left: Along with the primary
search (C3) we also show the results (blue markers) and background (green curve) for an alternative search that treats events
independently of their frequency evolution (C2þ C3). The classes C2 and C3 are defined in the text. Right: The tail in the black-line
background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise in the other
detector. (This type of event is practically absent in the generic transient search background because they do not pass the time-frequency
consistency requirements used in that search.) The purple curve is the background excluding those coincidences, which is used to assess
the significance of the second strongest event.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-6
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Sources and searches : Data quality and glitches  

❖ Answers the important question, was the signal 
an artefact or real astrophysical one, apart from a 
random noise fluctuation?

❖ The environmental factors effect the ever so 
sensitive detectors and they are characterised 
and vetoed, few glitches during last observation 
run 
❖ Anthropogenic (man made)
❖ Seismic activity (earth made)
❖ RF laser modulation noise 
❖ “blips“ (unknown source )

❖ You wanna hunt glitches, here is your 
opportunity GravitySpy 
❖ https://www.zooniverse.org/projects/

zooniverse/gravity-spy
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yet been identified. As a result, there is currently no veto available to remove these
noise transients from the astrophysical searches. Blip transients contribute to
some of the most significant background triggers in both the unmodeled burst and
modeled CBC searches. The noise transient shown in Figure 3k is one example.
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Figure 3: A normalized spectrogram of the LIGO-Livingston h(t) channel at the time
of a blip transient. The color scale indicates excess signal energy of data
normalized by an estimated power spectral density.

The impact of noise sources on the astrophysical searches is discussed in
Section 5.2.

3.2. Correlated noise

Noise sources that may a↵ect both detectors almost simultaneously could potentially
imitate a gravitational wave event and would not be captured by time shifts in the
search background estimation.

Potential electromagnetic noise sources include lightning, solar events
and solar-wind driven noise, as well as radio frequency (RF) communication. If
electromagnetic noise were strong enough to a↵ect h(t), it would be witnessed with
high SNR by radio receivers and magnetometers.

Lightning strikes occur tens of times per second globally. They can excite
magnetic Schumann resonances, a nearly harmonic series of peaks with a fundamental
frequency near 8 Hz (governed by the light travel time around the earth) [16, 17].
However, the magnetic field amplitudes produced by Schumann resonances are of the
order of a picoTesla; too small to produce strong signals in h(t) (see Figure 2) [18].

Nearby individual lightning strikes can induce transient noise in h(t) via audio
frequency magnetic fields generated by the lightning currents. However, even large
strikes do not usually produce fields strong enough to be detected by the fluxgate
magnetometers at both detectors simultaneously.

Electromagnetic signals in the audio-frequency band are also produced by human
and solar sources, including solar radio flares and currents of charged particles
associated with the solar wind. The strongest solar or geomagnetic events during
the analysis period were studied and no e↵ect in h(t) was observed at either detector.

k The spectrograms shown in Figures 3, 10, and 13 are generated using a sine-Gaussian basis [15]
instead of the sinusoidal basis of a traditional Fast-Fourier Transform.

Blip Glitch 

Noise characterization related to GW150914 19

Figure 5: The rate of single interferometer background triggers in the CBC search for
H1 (above) and L1 (below), where color indicates a threshold on the detection
statistic, �2-weighted SNR. Each point represents the average rate over a 2048
second interval. The times of GW150914 and LVT151012 are indicated with
vertical dashed and dot-dashed lines respectively.
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Figure 6: The behavior of cWB background triggers in frequency and coherent network
SNR over the duration of the analysis period (right) and the frequency
distribution of these triggers by week from September 12 to October 20, 2015
(left). For each time-shifted background trigger, the time for the Livingston
detector is indicated. The time of GW150914, recovered with a coherent
network SNR of 20, is indicated with a dashed vertical line in the right panel.
(LVT151012 was not identified by cWB.) Overall, the background distribution
is consistent throughout the analysis period.

the analysis time, as captured in the range variation seen in Figure 4, did not have a

LVC Class.Quant.Grav. 33 (2016) no.13, 134001 
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Sources and searches : Source Identification

❖ For the signals for which we have good 
models we can have straight forward 
application of Bayes’ theorem to get a 
posterior PDF for various parameters 
(masses, spins, distance etc )

❖ Two waveform models are used namely 
EOB (effective one body) and 
IMRPhenom(phenomenological wavefom)

20
LVC Phys.Rev.Lett. 116 (2016) no.24, 241102 



❖ For the signals not having accurate 
waveforms

❖ Time frequency behaviour gives a 
hint about the source 

❖ EM counterpart can provide smoking 
gun for SNs etc 

❖ Directly comparing the reconstructed 
waveform with Numerical relativity 
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Sources and searches : Source Identification

Signal classification 
• Chirp mass can be estimated from the TF data 

without detail knowdledge of the waveforms 
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ity simulations; more stringent tests of general relativity
are available in [47]. By making very weak assumptions
about the signal, the waveform reconstruction provides
a largely model-agnostic representation of the full astro-
physical signal content. In turn, the NR waveform is
the direct solution to the full Einstein equations without
any assumptions other than those necessary to numer-
ically solve the equations, e.g. finite discretization and
finite extraction radius. The NR waveforms used in this
study were generated by the code in [48]. The errors in
the phase and amplitude of the waveform that arise from
these approximations are addressed in [49]. Comparing
directly to NR waveforms allows us to explore regions of
parameter space where the analytic templates [29] have
not yet been tuned, such as highly precessing spin config-
urations and their higher harmonics. The study is a sim-
ple way to compare the reconstructed astrophysical signal
with the predictions of general relativity with minimal
assumptions. By comparing the NR waveforms, which
cover regions of the parameter space which are not neces-
sarily well-modelled and include higher harmonics, with
the model-independent reconstructed waveforms which
can recover the full astrophysical signal content, we are
sensitive to departures from both the analytic templates
used elsewhere and from the predictions of general rela-
tivity. In fact, we find excellent agreement between this
study and the parameter estimation performed with ana-
lytic templates, as well as with the parameter estimation
procedure using only NR waveforms which is reported
in [50]. We discuss these findings below.

The natural figure of merit for this comparison is the
fitting factor. We define the network match between the

reconstructed waveform s(d)rec in detector d and the NR
waveform hNR by[51]

N =

P
d maxt0,�0(s

d
rec|hNR)d

[
P

d(hNR|hNR)d]
1/2 ⇥ [

P
d(s

d
rec|sdrec)d]1/2

. (2)

where the sums run over the H1 and L1 detectors and
(a|b)d defines the noise-weighted inner product between
waveforms a and b for detector d. The fitting factor is
the network match N maximized over the total mass and
orbital inclination [52].

The reconstructed waveforms are compared to 102
BBH waveforms that have been used previously to inves-
tigate the feasibility of detecting precession and higher
modes [48, 53–61]. We also include an additional 4
new simulations with intrinsic parameters motivated by
parameter estimation studies of GW150914 [29]. Note
that the NR simulations are not a continuous repre-
sentation of the parameter space, but rather a discrete
set of astrophysically interesting, generic systems. Each
NR waveform, hNR, is parameterized by the mass ratio
q = m2/m1 < 1 and spin configuration of the system.

Figure 12 shows the fitting factors between BayesWave
and cWB and the NR waveforms in terms of the mass ra-
tio q and the dot products between the component spins
and the orbital angular momentum, ai·L̂ for i = 1, 2. The
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FIG. 12. Fitting factors between cWB (left) and BayesWave
(right) and the NR waveforms, in terms of the mass ratio q and
the dot products between the component spins and the orbital
angular momentum, a1 · L̂,a2 · L̂. The quoted BayesWave
fitting factor values are the median values evaluated across
1000 posterior waveform samples.

figure also serves to demonstrate the coverage of the pa-
rameter space by the NR simulations. We find that the
parameter space of NR waveforms favored by both al-
gorithms is similar. Specifically, nearly symmetric mass
configurations and small values for ai · L̂ for both com-
ponents are preferred, although the lack of variation in
the fitting factor across the spin-space suggests this is not
strongly constrained.

The BayesWave and cWB reconstructed waveforms
have a fitting factor with the best fit NR waveform of
0.95 and 0.87, respectively. Fits within 1% of the best fit
value are achieved with detector frame total mass in the
range 66.4 – 74.8 M� for BayesWave and 67.9 – 75.7 M�
for cWB. This is in excellent agreement with the range
66–75 M� estimated using LALInference [29]. The chirp
mass of NR waveforms within 1% of the best fit to the
BayesWave and cWB reconstructions is in the range 27.4
– 32.6 M� and 27.8 – 33.0 M�, again with close overlap
to the LALInference result of 29–33 M�.

In addition to matching parameter estimation per-
formed using analytic waveform models in [29], the pa-
rameter bounds shown here are consistent with those ob-
tained via the time-frequency analyses in sections V C
and VD. Findings similar to those here are reported
in [50] where a suite of NR waveforms, including those
used in this study, are compared directly with the data
in a novel Bayesian analysis. Again, the parameter space
preferred by that study clearly overlaps with that here.
The agreement between the analytic waveform results
and the Bayesian NR analysis helps to validate the use

LVC Phys.Rev. D93 (2016) no.12, 122004  



Gravitational Waves observations : A proof that the system works

❖ Using the prescribed machinery we have detected two 
events both binary black holes 

❖ We are starting to fill up the gravitational waves 
transients sky 

❖ O2 will start soon and VIRGO will join breaking a lot of 
degeneracies in the parameters 
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FIG. 3. Search results from the two analyses. The upper left hand plot shows the PyCBC result for signals with chirp mass M > 1.74M�
(the chirp mass of a m1 = m2 = 2M� binary) and fpeak > 100Hz while the upper right hand plot shows the GstLAL result. In both analyses,
GW150914 is the most significant event in the data, and is more significant than any background event in the data. It is identified with a
significance greater than 5s in both analysies. As GW150914 is so significant, the high significance background is dominated by its presence
in the data. Once it has been identified as a signal, we remove it from the background estimation to evaluate the significance of the remaining
events. The lower plots show results with GW150914 removed from both the foreground and background, with the PyCBC result on the left and
GstLAL result on the right. In both analyses, GW151226 is identified as the most significant event remaining in the data. GW151226 is more
significant than the remaining background in the PyCBC analysis, with a significance of greater than 5s . In the GstLAL search GW151226 is
measured to have a significance of 4.5s . The third most significant event in the search, LVT151012 is identified with a significance of 1.7s

and 2.0s in the two analyses respectively. The significance obtained for LVT151012 is only marginally affected by including or removing
background contributions from GW150914 and GW151226.

been confidently identified as a signal, we remove triggers
associated to it from the background in order to get an ac-
curate estimate of the noise background for lower amplitude
events. The lower panel of Figure 3 shows the search results
with GW150914 removed from both the foreground and back-
ground distributions.

A. GW150914

GW150914 was observed on September 14, 2015 at
09:50:45 UTC with a matched filter SNR of 23.7.1 It is re-
covered with a re-weighted SNR in the PyCBC analysis of
r̂c = 22.7 and a likelihood of 84.7 in the GstLAL analysis.
A detailed discussion of GW150914 is given in [16, 38, 43],
where it was presented as the most significant event in the first

1 We quote the matched filter SNR as computed by the PyCBC search using
the updated calibration, the GstLAL values agree within 2%.



Gravitational Waves observations : Exciting times ahead 

❖ Black Holes are inevitable in GR 
❖ We have detected two events both 

binary black holes mergers, but the 
story is far from finished, we want to 
see 
❖ Long adiabatic inspiral 
❖ Higher harmonics 
❖ Constrain Hawking’s area theorem 
❖ Late time QNM 
❖ Constrain Cosmic Censorship and 

no hair theorem 

23

T E S T I N G  N O - H A I R  T H E O R E M

Dreyer+ 2004, Berti+ 2006, Berti+ 2007, 
Kamaretsos+ 2012, Gossan+2012

❖ Deformed black holes emit 
quasi-normal modes 

❖ complex frequencies depend 
only on the mass and spin 

❖ Measuring two or modes 
would provide a smoking 
gun evidence of black holes 

❖ If modes depend on other 
parameters, consistency 
between different mode 
frequencies would fail

5

Image Courtesy : ICRAR



Gravitational Waves observations : Exciting times ahead 

❖ Black holes are pure spacetime we 
look forward to detect some matter

❖ Detect a Binary Neutron Star 

❖ With EM counterpart (GRBs 
and afterglows) 

❖ constrain Equation of State 

❖ Detect Collapsing star 

❖ With EM counterpart and 
neutrinos 

❖ understand the mechanism  

❖ Be surprised  
24
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–Richard Feynman

“Yesterday’s discovery is todays calibration and 
tomorrow’s background.” 

Thank you 


