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New Resources Since Sep 2015

Å 86blade servers have been added to the BES batch system

Å Lenovo Flex System x240 M5 

Å CPU E5-2680 v3

Å Total CPU cores is 2064

Å 368 slow CPU cores have been retired 

Å computing power has increased by 50%

Å HEPSPEC06    Before: 75.5kHS06   Now: 116.5kHS06

IHEP cluster
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besq; 8776953,317

hsimq; 519906,573

dp2q; 134617,851 offlineq

midq; 72245,764
ucasq; 47608,653

dqaq; 30564,007

shortq; 3161,852

longq; 474,135

simq; 259,846

higgsq; 8,771pwaq; 0,003

JOB WALLTIME(H)  2015.11 -- 2016.02 

besq hsimq dp2q offlineq midq ucasq dqaq shortq longq simq higgsq pwaq

Queue 
name

Aim for priority

dp2q Simulation & 
Reconstruction

High

besq analysis Middle

midq Middle job Low

longq Long job Low

pwaq Pwajob Low

dqaq DQA jobs Middle

hsimq Higgs jobs Very low

Å BESIII group has submitted 1,722,333jobs

Å compared to 2014, walltime in 2015 increases by  
12.2%

Å besqhas comsumed87%of the total walltime and 79%
of the total jobs

Å dp2q has been used lessthan before (thanks to DSC!)

BESIII job statistics @ IHEP



Å4 dedicated file systems for BESIII, 2 sharedfiles systems

Å2.5 PBtotal space, 2PBhas been used, 100M files  has been stored. 

/bes3fs /besfs /besfs2 /workfs /scratchfs /home/bes

Available 76 298 33 11 58 1,5

Used 920 784 335 1,8 52 0,3
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Physics data
Glusterreplicated 

volume  

Scratched every 

2 weeks

user data 

Has been 
used up to 

93% Replace  the 
network card 

of servers 

BESIII storage @ IHEP
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Å2 data storage mode: disk array and tape 
library(IBM 3584)

ÅBES online data has been stored in real-
time

Åraw data is stored in two copies on tapes, 
with one copy is kept in the main building

Åreplaced the central server 
Å castor,stagerun01
Å backup server:castorbak,stageun02
Å synchronize the databases between castor 

and castorbak,stagerun01 and stagerun02

BES online BES offline Ratio

Filecount 79802 1258046 20%

Tapeusage TB 823.484 1526.446 46%

BESIII hierarchical storage @ IHEP
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ÅBES Batch system migration plan
ÁHTCondor, a new job scheduling service 

o migrate part of computing nodes from PBS to HTCondorduring the summer maintenance 
period.

o migrate all nodes to HTCondoreventually (if everything is smooth)

ÅPlan of HPC (High Performance Computing)
Áa new heterogeneous hardware platform : CPU, Intel Xeon Phi, GPU

Áparallel programming supports : MPI, OpenMP, CUDA, OpenCLΧ

ÁǇƻǘŜƴǘƛŀƭ ǳǎŀƎŜ ŎŀǎŜǎ Υ ǎƛƳǳƭŀǘƛƻƴΣ ǇŀǊǘƛŀƭ ǿŀǾŜ ŀƴŀƭȅǎƛǎ Χ

Áevaluation is underway. 

Ánetwork Architecture & technologies
o InfiniBand network for HPC testbed will be setup soon

BESIII local batch system @ IHEP
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Åbased on OpenstackKilo

Å30physical machines, 720CPU cores

Åjob queues managed by HTCondor

Åfile systems are mounted the sameway as local 

batch system
Á /bes3fs, /besfs, /workfsΣ Χ

Åsupports LHAASO and JUNO currently
Ástart Virtual machines in advance by system administrator
Ádynamic scheduling system under development

Ågood efficiency for LHAASO simulation jobs
ÁCPU efficiency: 99.4%

[Efficiency = CpuTime/ Walltime]

Ástable run for more than 2 months

ÅBESIII jobs are  forwarded to IHEPCloudby PBS
Ámore testing to be done
Áto be integrated in the future

Cloud Computing @ IHEP: IHEPCloud
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Åbuilding virtual computing 

cluster
Áeasy to share resources
Áimprove resource efficiency
Áimprove operational efficiency

Åfuture architecture: four layers 
Á1st layer: Physical machines

o bought and owned by 
o different experiments

Á2nd layer: Virtual machines
o shared resource pools,
o not belong to any experiments

Á3rd layer: Resource scheduler
o dynamically allocate resources to different experiments depending on the task list
o resource allocation policies to balance the resource sharing and physical machine 

invest
Á4th layer: job queues

o different job queues for end users of different experiments
o same way to use as traditional cluster

Resource Scheduler

Job Queues

Χ Physical Machines

BES JUNO LHAASO

Virtual Machines

BES JUNO LHAASO Other

ACCOUNTING

Cloud Computing @ IHEP: 
Future Architecture of Virtual Computing Cluster
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ÅIHEP internet Connections 
ÅIHEP-EUR.: 10Gbps

ÅIHEP-USA:  10Gbps

ÅIHEP-Asia:   2.5Gbps

ÅIHEP-Univ:  10Gbps

ÅPerfSONAR@IHEP

ÅBandwidth: Perfsonar.ihep.ac.cn

ÅLatency: Perfsonar2.ihep.ac.cn

IHEP links
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ÅIHEP internet Connections 
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IHEP links

A network suited for an effective BESIII Distributed Computing!
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OpenNebula: internal architecture
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Elastic cloud

ÅOn-demand usage
ÅElastic way to use cloud
Å5ƻƴΩǘ ƻŎŎǳǇȅ ǊŜǎƻǳǊŎŜǎ before jobs are coming
ÅSave money when you use commercial cloud

ÅVMDIRACis one of the way allowing to use clouds elastically
ÅHTCondor+ Cloud scheduler, elastiq

ÅNeed central task queue and cloud scheduler

±aмΣ ±aнΣ Χ
Cloud

central task queue

WƻōмΣ WƻōнΣ WƻōоΧ

Cloud

central task queue

No Jobs User Job 
SubmissionCreate Get  Job

VM
Cloud

central task queue

No JobsJob
Finished

Delete

Cloud scheduler

May 19th, 2016 Workshop di CCR, La Biodola 12



DIRAC

ÅDIRAC allows to interconnect computing resources 
of different types as a interware
ÅGrid

ÅStandalone  Cluster

ÅDesktop grid

ÅCloud
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DIRAC systems

ÅVMDIRAC is one of DIRAC systems
Å²ƻǊƪƭƻŀŘ ƳŀƴŀƎŜƳŜƴǘΣ 5ŀǘŀ ƳŀƴŀƎŜƳŜƴǘΧΦ

ÅEach system consist of 
similar components:
Åservices: passive components, 

permanently running, waiting for queries 
or requests

Åagents: light and active components which 
run as independent processes to fulfill one
or several system functions

Åclients
Ådatabases

Job 

management

services

Job 

AccountingSvc

Job 

MonitoringSvc

MessageSvc

ConfigurationSvc

web portal 

Agent AgentAgent

API comandline

client

central server
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DIRAC workload management 

ÅDIRAC is like a big cluster 
system over WAN

ÅCentral task queue
ÅUser jobs are put into 

the task Queue
ÅJob priorities are 

controlled with VO 
policies

ÅPilot director
Å Connect with resource 

broker and submit proper 
pilots 

Å Deal with heterogeneous 
resources
Å Every resource type need 

a pilot director

ÅMatch service
ÅCooperate with pilot, 

Match proper user jobs to 
resources

Physicist

User

OSG 

Pilot

Director

OSG

Grid

Cluster

Pilot

Director

Cluster

EGEE

Pilot

Director

EGEE

Grid

Matcher

Service

Production

Manager
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Åά±a ŘƛǊŜŎǘƻǊέ instead of άtƛƭƻǘ ŘƛǊŜŎǘƻǊέ
Åstart VMs, instead of submitting pilot jobs

ÅVMs at boot time start άǇƛƭƻǘ Ƨƻōέ
ÅThis makes the instantiated VMs behave just as 

other WNs with respect to the DIRAC WMS

ÅVM scheduler need to manage dynamic 
virtual machines  according to job situation

VMDIRAC: cloud integration with DIRAC
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ÅIntegrate Federated cloud into DIRAC
ÅOCCI compliantclouds:
ÅOpenStack, OpenNebula

ÅCloudStack
ÅAmazon EC2

ÅMain functions
ÅCheck Task queue and start VMs
ÅContextualize VMs to be WNs to the DIRAC WMS
ÅPull jobsfrom central task queue
ÅCentrally monitorVM status
ÅAutomatically shutdown VMswhen jobs stack is getting empty for a certain time

VMDIRAC: cloud integration with DIRAC
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ÅDirac server side

ÅVM Scheduler  ςget job status from TQ and match it with the proper cloud site, 
submit requests of VMs to Director

ÅVM Manager ςtake statistics of VM status and decide if need new VMs

ÅVM Directorςconnect with cloud manager to  start VMs

ÅImage context managerςcontextualize VMs to be WNs 

ÅVM side

ÅVM monitor Agentςperiodically monitor the status of the VM and shutdown VMs 
when no need

ÅJob AgentςƧǳǎǘ ƭƛƪŜ άǇƛƭƻǘ ƧƻōǎέΣ ǇǳƭƭƛƴƎ Ƨƻōǎ ŦǊƻƳ ǘŀǎƪ ǉǳŜǳŜ

ÅConfiguration

ÅUse to configure the cloud joined and the image

ÅWork together 

ÅStart/Kill VMs

ÅRun jobs on VMs

VMDIRAC: architecture and components
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BESDIRAC elastic workload management

Å Global integration to different echosystems:

Åjob scheduling scheme remains unchanges

Åinstead of site Director for cluster and grid, 

VM scheduler is introduced to support cloud

Å Elastic workflow:

Åstart new virtual machine with one CPU core

when there are waiting jobs

Åone job scheduled on each virtual machine

at the same time

Ådelete the virtual machine after no more 

jobs for a certain period of time



Ácloud infrastructure at INFN-TO Computing Center:

Åcloudinfrastructureoptimisedfor scientificcomputing

Åvirtualised: VMs, farms, full Tier-2 Grid infrastructures, LANs

Åbasedon OpenNebula/ CVMFS / Squid/ BESIIIDIRAC 

Ácachedcontextualization:

Åsquid+ CVMFS Stratum0 or 1

ÁBESIII activities:

Å2kHS06 (~200 cores) and 60 TB net reservedfor BESIII (Random Trigger Data ~25 TB)

Åsharedaccessto 0.7kHS06

Á INFN provides to BESIII: 

Å fully transparentTier-2 Grid Infrastructure, accessibleby IHEP

Ådirectsubmissionto CE, contestualisationvia CVMFS

Å job submissionin BESIIIDIRAC included, from INFN and IHEP

Åpart of BESIII mass productions
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The INFN virtualisedon cloud BESIII Grid Tier-2: GRID.INFN-Torino.it



ÁR&D cloud infrastructure at INFN-TO Computing Center:

Åcloudinfrastructurefor R&D

Åvirtualised: VMs, farms, full Tier-2 Grid infrastructures, LANs

Åbasedon OpenNebula/ CVMFS / Squid/ BESIIIDIRAC 

Ácachedcontextualization:

Åsquid+ CVMFS: CERN Stratum0

ÁBESIII activities:

Å1.2kHS06 (128 cores) and 19 TB net 

reservedfor BESIII butnot exported

Á INFN provides to BESIII: 

Åa complete test benchfor R&D 

on cloudtechnologies

Åableto copewith all the servers/clients/agents of the production cloud, and more
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The INFN-TO Cloud Lab, a Micro Cloud Infrastructure devoted to R&D: 
CLOUD.Torino.it
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BESIII Distributed Computing

Total resources:

Å~1700 CPU cores

Å~500 TB storage

INFN contributions to BESIII:

Grid Infrastructures: 250 cores& 90 TB

CloudLab
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BESIII Distributed Computing: significant INFN contribution

Prof. Xiaomei ZHANG, BESIII CM 12/2015
Prof. QiuLing YAO, BESIII PCW 03/2016

GRID.INFN -ReCas.it


