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The modulated pencil beam scanning hadrontherapy

Bragg peaks

Protons or
Carbon ions

Spot characteristics:
(X, Y, E, Nparticles)

The energy can be changed directly through 

the accelerator for synchrotrons or through 

energy selection system for cyclotrons

Scanning magnets in the beam line provide the 

beam movement in the transversal directions



Thousands narrow beams over thousands voxels

https://www.flickr.com/photos/scrippshealth/14659994861/in/photostream/

1000 – 50000 
pencil beams for field

512 x 512 x 250 voxels
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The dose delivery system (DDS) to control the 
treatment 

SpotsCNAO DDS data acquisition 
based on National Instruments 
PXI crate with FPGA boards

Transparent 

Ionization 

chambers

to control the 

beams and drive 

the treatment

DDS INPUT: 

Planned spot 

characteristics

DDS OUTPUT: 

Measured spot 

characteristics

Scheme of the 
CNAO DDS 

INFN-TO (2005-2011): 
Design, construction
and commissioning
of CNAO DDS. 



Treatment planning simulations to provide the 

optimized beam characteristics
CT image : anatomical 

description

OPTIMIZED SPOT 

FLUENCE

Irradiation set-up

Prescription

3D effects distributions

FORWARD 
COMPUTATION

INVERSE 
COMPUTATION



Dose prediction models

Radiation transport simulations and optimizations are used to predict the 3D distributions of: 
• Physical Dose (Gy), 
• Relative Biological Effectiveness (RBE)
• Biological Dose (Physical Dose * RBE), 
• Linear Energy Transferred (LET), 
• Survival

Different dose prediction models are available including:

• pencil beam, 
• convolution-superposition 
• Monte Carlo 

Precision versus computation time being the relevant trade-off.



INFN-IBA TPS (DEK) for ion dose calculation

Phys. Med. Biol. 61 (2016) 183–214

Biological Dose RBE Dose-averaged LET

The INFN-IBA Beam Model allows computing the 3D effect of an ion field incident on a 
water-like material. This model is implemented in a research Dose Engine Kernel (DEK) to 
estimate the outcome of a therapeutic ion irradiation delivered through the spot-scanning 
technique. 
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The RIDOS goal

+

CNAO Dose 

Delivery System

Target tracking system

Fast Dose 

Computation 

based on GPU

3÷5 
sec

3÷5 
sec

3÷5 
sec

3÷5 
sec

«ON LINE» = Inter spill time.

TO OBTAIN THE DELIVERED DOSE 
DISTRIBUTION ONLINE



Fast Forward Dose Computation (FDC) 
for on-line verification purposes

Prescription Delivery

PLANNED DOSE DELIVERED DOSE

Nominal beams 
and patient setup

FDC

Planned Dose 
(OPTIMUM PLAN)

Measured beams 
and patient setup

FDC

Delivered Dose



GPU-based Forward Planning: milestone of the 
RIDOS project

• M1: Fast Forward Planning implementation porting on GPU 
the INFN-IBA TPS libraries (SW)

• M2: Development of a simulator for preliminary 
out-of-beam tests (HW+SW)

• M3: HW design and development (HW)

Nvidia 
Tesla K40

CPU single core

Core C++ DEK for 
single core CPU

CUDA DEK

GPU Hundreds of cores



DEK Dose Computation scheme 
GPU algorithms: (I) Raytracing

Raytracing –> Find intercepts +
sorting +
path length

Voxels hit by a ray (pencil beam direction)

Beam  ray 



Raytracing (I) : Find intercepts with CT voxels
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GPU code: check the intercept between 
the ray and each plan along the 3 voxels 
direction   (stream compaction algorithm)

Max N intercepts:  (Nx+Ny+Nz) x Nray

N = CT voxels ~ (512+512+256)

Nray (Min ÷ Max)  =   1   ÷ 5000000

N intercepts range : 103 ÷ 5 x 109

103 104 105 106 107

N intercepts
5000 raysXeon E5-1620v2-4C-16GB    

Nvidia TESLA-K20c. 

2.0 ms
3.0 ms

0.03 ms

47.47 ms



Raytracing(II): 
Sorting the intercepts along the beam propagation
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CPU sorting

GPU sorting
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N intercepts

GPU Code: Bitonic Sort
The intercepts are sorted in function of the distance 
from the CT entrance

Xeon E5-1620v2-4C-16GB    
Nvidia TESLA-K20c. 
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Raytracing (III): Measure the ray Path Length (L)
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Nvidia TESLA-K20c. 
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6.26 ms
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Li are distances from the CT entrance



Summary: Raytracing performances

Different release and different NVIDIA GPUs 

QUADRO 
2100M Laptop

TESLA 
K20c

TESLA 
K40c

Clock rate 666 MHz 705 MHz 745 MHz

Global Mem 2 GB 5 GB 12 GB

N SM 3 13 15

Performances

Ray_Tr V.1 3.25 sec 1.59 sec 2.30 sec

Ray_Tr V.2 2.80 sec 0.71 sec 0.69 sec

CT size = 512 x 512 x 125 (~3x107 voxels)
COMP_GRID size = 170 x 170 x 125 (~4x106

voxels)

number of rays = 124800
number of energies = 39
Radial cut-off = 10 mm

Ray

Each ray is independent -- > raytracing for each ray in parallel



Convert the path length of particles in Water 
Equivalent Path Length (WEPL) 

w

l

L

Path length i

WEPL approximation used in DEK to 
map the beam irradiation quantities in 
water

It is common practice for TPS’s to 
evaluate the dose-to-water in place of 
the more realistic dose-to-medium

The two paths are equivalent in the sense that a particle loses the same average energy 
(same dose) while traversing them.

Ρ comes rom CT HU to 
Density conversion table



Voxel selection: computing grid and cut-off

 Select a Computing Grid (usually smaller than the CT grid)
 Identify the voxels within a cut-off

Cut-off range: 20 – 100 mm

Large cut-off  better accuracy

Large cut-off  more voxels  high 
computation time for standard C++ codes

Computing grid

Intercepts on 
the CT grid Computing grid (example 

255x255x127 voxels)

CUT-OFF



1st Texture interpolation: find the WEPL value of 
each voxel within the cut-off

CT-grid

Hardware interpolation using the 

GPU Texture
Returns for each selected voxel the water-equivalent 
position in the beam reference system

l

w



2nd Texture Interpolation: dose evaluation from 
pre-computed LUTs

E

y
z/zBP

The physical and biological dose contribution for 

each WEPL voxel of the computing grid is obtained 
through a 3D interpolation of pre-computed LUTs

(1 LUT for each particle type)

3D  texture Interpolation

Dose (Gy) 
Biological Dose (Gy[RBE])
LET (keV/μm) 
Survival probability



GPU-based DEK: PROTON dose performances

Dose (DEK) [Gy] Dose (GPU) [Gy] Differences [Gy]
10-4

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0

3

2

1

0

-1

-2

-3

-4

CPU: XeonE5-1620v2-3.7-4C-16GB    GPU: Nvidia TESLA-K20c. 
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GPU-based DEK: CARBON ION dose performances

Computing Grid = 170x170x127;
N of Rays = 10761;  N of slice = 51;
N voxels= 7292; radial cut-off=10 mm.



CPU: XeonE5-1620v2-3.7-4C-16GB
GPU: Nvidia TESLA-K20c 

RIDOS GPU-based FP for inter-spill dose 
computation

Radial cut-
off (mm)

Number of 
voxels

RIDOS F-FP time (s) PlanKIT FP 
time (s)

Gain

20 44678 1.35 0.035 157 116

40 178702 2.33 0.059 636 273

50 279243 2.76 0.071 997 361

80 714861 4.68 0.120 2534 541

Computing Grid = 170x170x125;
N of Rays = 1248;  N of slice = 39;

Entire
treatment

Per
spill



Examples of Fast Dose Computation applications 

• The INFN RIDOS project 

• The FRED project (Fast GPU-based Monte Carlo)  

• Recent sub-seconds pencil beam algorithm (by Joakim Da Silva)



FRED – GPU-based Monte Carlo for fast proton dose 
computation



FRED

INPUT

• Text input file (flexible format)

• geometry and ROIs definition

• accelerator file (CNAO settings)

• pixel resampling: optimization 

parameters

•DICOM import

•RTSTRUCT (PTV,OAR,etc.)

•RTPLAN (raster file)

OUTPUT

a fast-Monte Carlo tool for treatment planning and dose verification

in proton therapy

future use at  CNAO for patient verification plans

INP SKIM MC OPT OUT

• 3D maps using SILO library (VisIT/ParaView)

• binary output for post-processing (Matlab, Python)

• ROI:

- Dose statistics

- DVH

• Gamma index pass rate and maps



* LAPTOP: MacBookPro (AMD Radeon R9 

M370X)

** DESKTOP: Mac Pro (AMD FirePro D300)

FRED’s hardware and performance

THREADS primary/s µs/primary

FLUKA 1 0.75K 1340

FRED 1 15K 68

FRED 16 48K 21

FRED 32 80K 12.5

FRED 1 GPU* 800K 1.35

FRED 2 GPU** 3500K 0.3G
P

U
C

P
U

2x Intel Xeon 8-Core 

E5-2687W 3,1GHz

Fred  front-end

Extranode MPI

Intranode POSIX

Multi-threads

Intranode 

Multi-GPU

OpenCI



Recent Sub-second pencil beam algorithm
by Joakim da Silva

Phys. Med. Biol. 60 (2015) 4777

Front. Oncol. 5:281. 



J. Da Silva PB Dose Calculation Results: skull base 
case

• 2%/2 mm γ-index compared to Fluka

• Passing rate: 96.7% (voxels receiving 
>10% of max dose)

• Corresponding value for Syngo: 96.8%

 Tesla K40 GPU (2880 cores @ 845 MHz)

 Skull base test case

 2 oblique beam directions

 38 + 45 energy layers, total 6776 spots

 2x2x2 mm3 dose resolution, 1x1x1 mm3

ray resolution

 Total calculation time 0.22 seconds

 Individual energy layers: 2.2-6.4 ms

TIME PERFORMANCES



Future and perspectives: Adaptive 
hadrontherapy (?)

Take advantage of better dose conformity -> need adaptive radiotherapy

For inter-fraction feedback Fast MC will be soon available for proton beams
For intra-fraction a prompt feedback on real dose delivered will be possible 
BUT:   on-line patient imaging is mandatory for significant clinical 
improvement

4D treatment (beam delivery synchronized with patient movements)
• Recalculate dose in 4D CT between each energy layer/spill
• Map dose back to reference (RIDOS)
• Compare with expected dose (RIDOS)
• VISION: act if different



Conclusions (I) 
Fast Dose Calculations allow

Performing a step
towards the control of 
the progressive motion-
corrected dose 
distribution during
treatment.

Developing new tools
for the quality control 
of the effects related
to the possible
patient’s movements
during the delivery 
(RIDOS)
before the irradiation
(FRED)



Conclusions (II)

GPUs are the present and the future for dose calculation

Thanks to RIDOS

A versatile FAST GPU-based Dose Engine Kernel for protons and ions is 

available at the INFN (To)

My research group is equipped with high performance GPUs and above all 

has learned the skill of CUDA programming 



Phys. Med. Biol. 59 (2014) R151–R182
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Biological dose computation

𝐷𝑖𝑗𝑘
𝑏𝑖𝑜(𝜑) =

−𝛼𝑥 + 𝛼𝑥
2 − 4ln(𝑆𝑖𝑗𝑘)𝛽𝑥

2𝛽𝑥

Cell Survival curve

L = Lethal events



Biological dose computation

LUT values per single particle

𝐷𝑖𝑗𝑘
𝑏𝑖𝑜(𝜑) =

−𝛼𝑥 + 𝛼𝑥
2 − 4ln(𝑆𝑖𝑗𝑘)𝛽𝑥

2𝛽𝑥

Parameters for Biological Dose

− ln 𝑆𝑖𝑗𝑘 = 

𝑙

𝛼𝑖𝑗𝑘𝑙𝜑𝑙𝐷𝑖𝑗𝑘𝑙
0 +  

𝑙

𝛽𝑖𝑗𝑘𝑙 𝜑𝑙𝐷𝑖𝑗𝑘𝑙
0

2

l = index of beams

Ψl  = fluence for each beam l

D0 = Physical Dose

Cell Survival curve

L = Lethal events



CPU-DEK vs GPU-DEK time comparison
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Computing Grid = 170x170x125;
N of Rays = 1248;  N of slice = 39;



State of art for Dose Distributions Comparison
GPU-based Gamma-Index

𝛾 𝒓𝑚, 𝒓𝑐 = 𝑚𝑖𝑛 Γ 𝒓𝑚, 𝒓𝑐 ∀ 𝒓𝑐 Γ 𝒓𝑚, 𝒓𝑐 =
𝑟2 𝒓𝑚, 𝒓𝑐

∆𝑑𝑀
2 +

𝛿2 𝒓𝑚, 𝒓𝑐

∆𝐷𝑀
2

r 𝒓𝑚, 𝒓𝑐 = 𝒓𝑐 − 𝒓𝑚 , 

𝛿 𝒓𝑚, 𝒓𝑐 = 𝐷𝑟 𝒓𝑐 − 𝐷𝑚 𝒓𝑚
where

Dose Difference
Distance to agrement

𝛾 𝒓𝑚, 𝒓𝑐 ≤ 1, 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑠𝑠𝑒𝑠
𝛾 𝒓𝑚, 𝒓𝑐 ≥ 1, 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑖𝑙𝑠

Low et al. Med. Phys. 25 (1998) ; , Wendling et al. Med. Phys 34 (2007);



It was found that the gamma-index calculations can be finished within a few seconds for 3D cases on one NVIDIA Tesla 

Gu et al. Phys. Med. Biol. 56 (2011) 1431–1441


