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The ultra-high-energy regime

Galactic Extragalactic



3

E [eV]
1510 1610 1710 1810 1910 2010 2110

]
1.

5
 e

V
-1

 sr
-1  s

-2
 [m

2.
5

 E×
J(

E)
 

1310

1410

1510

1610

1710

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

KASCADE/KASCADE-Grande combined
KASCADE-Grande QGSJET-II-04
KASCADE-Grande EPOS-LHC
IceTop 
Yakutsk
Telescope Array 
Auger 

V.Verzi, Cosmic Rays: Rapporteur talk, ICRC 2015

The ultra-high-energy regime

Galactic/Extragalactic  
transition? propagation ?

See A. Taylor’s talk  

Ankle 

Galactic Extragalactic
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The ultra-high-energy regime

Emax at the source?  
propagation (GZK)?

Ankle Flux 
suppression 

Galactic Extragalactic



Propagation effect or source exhaustion? 
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1. Propagation scenario 
(GZK / photo-disintegration) 

 p +  π0

p + 𝜸CMB             n +  π+

cosmogenic 
photons

cosmogenic 
neutrinos

proton

iron

E ≳ 1019.5 eV,  “horizon” ~ 100 Mpc  

Auger 2015, 
best-fit mixed comp.



Propagation effect or source exhaustion? 
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1. Propagation scenario 
(GZK / photo-disintegration) 

 p +  π0

p + 𝜸CMB             n +  π+

cosmogenic 
photons

cosmogenic 
neutrinos

2. Limitation of the maximal 
energy at the source

proton

iron

E ≳ 1019.5 eV,  “horizon” ~ 100 Mpc  

mixed composition 

1 Introduction

E µ
Z dE

dX
dX

Emax
Z µ Z ⇥ Emax

p

E µ
Z dE

dX
dX

g = �2.849+0.002
�0.002(fit)+0.004

�0.003(sys)

Dg = 0.133+0.032
�0.021(fit)+0.046

�0.030(sys)

s = 0.024+0.020
�0.013(fit)+0.027

�0.016(sys)

R0 = 336+68
�44(fit)+66

�28(sys)[GV]

g = �2.780 ± 0.005(fit)± 0.001(sys) (1)

Dg = 0.119+0.013
�0.010(fit)+0.033

�0.028(sys) (2)

s = 0.027+0.014
�0.010(fit)+0.017

�0.013(sys) (3)

R0 = 245+35
�31(fit)+33

�30(sys) (4)
(5)

s
Auger
p�air (E = 1017.9 eV) = 457.5 ± 17.8 (Stat) +19

�25 (Syst) [mb]

s
Auger
p�air (E = 1018.2 eV) = 485.8 ± 15.8 (Stat) +19

�25 (Syst) [mb]

sTA
p�air(E = 1018.68 eV) = 567.0 ± 70.5 (Stat) +29

�25 (Syst) [mb]

• Simulations time dependent

• Process the sims

• RecalculateWi –¿ needed to update wi,actually renamed to wi2

• ExtractInfo –¿ for Daniel’s scrambling

• The code ScrambleGenMap.cc
(gridui:/nfs/argo/nexus05/settimo/work/Anisotropy/Toolkit-v3.0/) calculate the
wnorm factors and makes the scramble
In the code I need to update: fStartDate, fEndDate, N0, N1, N2 not clear what they are,

gpsmin, gpsmax.
It produce a txt file as output including some infos

• scrambling

Combined fit of Pierre Auger spectrum and composition data Armando di Matteo
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D - D model SPG best fit 2nd local min

J0 [eV�1 Mpc�3 yr�1] 7.17⇥1018 4.53⇥1019

g 0.94+0.09
�0.10 2.03

log10(Rcut/V) 18.67±0.03 19.84
pH 0.0+29.9% 0.0%
pHe 62.0+3.5

�22.2% 0.0%
pN 37.2+4.2

�12.6% 94.2%
pFe 0.8+0.2

�0.3% 5.8%
D/n 178.5/119 235.0/119
D (J), D (Xmax) 18.8, 159.8 14.5, 220.5
p 2.6% 5⇥10�4

Figure 1: Left:
p

D�Dmin where D is the profile deviance as a function of (g,Rcut) and Dmin is the best-fit
deviance. Each coloured area corresponds to 1s , 2s , ... confidence intervals. The inset shows the values of
D along the dotted curve. Right: best-fit and second local minimum parameters for model SPG.
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Figure 2: Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s atmo-
sphere with the best-fit parameters (left) and the local minimum at g ⇡ 2 (right) for model SPG, along with
Auger data points [10]. Partial spectra are grouped according to the mass number as follows: A = 1 (red),
2  A  4 (grey), 5  A  26 (green), 27  A (blue), total (brown). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model predic-
tions in the two scenarios (brown), pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue). Only the energy
range where the brown lines are solid is included in the fit.

of this on our results, we repeated the fit described in the previous section for each of the various
propagation models listed in Table 1. The results are shown in Table 2.

From Fig. 3, it can be seen that the relationship between g and Rcut and the position of the
second local minimum are very similar from one model to another, but the position of the best fit
within the ‘valley’ and the height of the ‘ridge’ between the two local minima are strongly model-
dependent. Furthermore, propagation models with lower photodisintegration rates3 tend to result
in better fits to the Auger data, except at very low values of g and Rcut.

3The Domínguez EBL model has a stronger far infrared peak than the Gilmore model, and TALYS predicts sizeable

4

A = 1 

2 ≤ A ≤ 4 

5 ≤ A ≤ 22 

27 ≤ A ≤ 56 

Total

Auger 2015, 
best-fit mixed comp.



How to discriminate the two scenarios?
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‣ Energy Spectrum features 
increase statistics, pile-up for the GZK scenario 
  

‣ Mass composition (in the GZK region)  

‣ Observation of cosmogenic photons/neutrinos  
specific signature of GZK process (or new physics) 

‣ Anisotropy  
small scale in case of a light composition (see next talk)

OUTLINE 
  Detection techniques, 

  experiments in operation and some recent results 
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How do we observe  
ultra-high-energy cosmic rays? 

Extensive-Air-Showers and Ground-based detectors



‣  Evolution of the EM cascade                               

                Calorimetric Energy  

‣Maximum of the EAS (Xmax)                                                          

           Mass composition

Extensive Air Showers: observables

9

primary 
cosmic rays

dE/dX

atmospheric depth (X)   
Xmax

Lateral distribution of 
secondary particles

electrons hadrons neutrons muons

http://www-ik.fzk.de/corsika/

Longitudinal 
profile

Using the atmosphere as a calorimeter

Particle density at ground 
   Energy  

Number or muons 
   Hadronic component, Mass 

Dependence on EAS simulations

1 Introduction

E µ
Z dE

dX
dX

E µ
Z dE

dX
dX

g = �2.849+0.002
�0.002(fit)+0.004

�0.003(sys)

Dg = 0.133+0.032
�0.021(fit)+0.046

�0.030(sys)

s = 0.024+0.020
�0.013(fit)+0.027
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�28(sys)[GV]

g = �2.780 ± 0.005(fit)± 0.001(sys) (1)
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(5)

s
Auger
p�air (E = 1017.9 eV) = 457.5 ± 17.8 (Stat) +19

�25 (Syst) [mb]

s
Auger
p�air (E = 1018.2 eV) = 485.8 ± 15.8 (Stat) +19

�25 (Syst) [mb]

sTA
p�air(E = 1018.68 eV) = 567.0 ± 70.5 (Stat) +29

�25 (Syst) [mb]

• Simulations time dependent

• Process the sims

• RecalculateWi –¿ needed to update wi,actually renamed to wi2

• ExtractInfo –¿ for Daniel’s scrambling

• The code ScrambleGenMap.cc
(gridui:/nfs/argo/nexus05/settimo/work/Anisotropy/Toolkit-v3.0/) calculate the
wnorm factors and makes the scramble
In the code I need to update: fStartDate, fEndDate, N0, N1, N2 not clear what they are,

gpsmin, gpsmax.
It produce a txt file as output including some infos

• scrambling



primary 
cosmic rays

dE/dX

atmospheric depth (X)   
Xmax

10

Fluorescence Telescopes 
  longitudinal shower development  
  calorimetric energy 
  10-15% duty cycle  
   atmospheric monitoring

Surface array detector 
   Particle density at ground 
   100% duty cycle 
    dependence on EAS models

Using the atmosphere as a calorimeter

Detection techniques

New  techniques  
(See Tuesday session) 

New  techniques (II) 
(See parallel session) 



Two observatories for UHECRs
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Pierre Auger Observatory

Malargue, Argentina,  
3000 km2, 1400 m a.s.l. 

       since 2004 

OBSERVATORY

Telescope Array
Millard County, Utah, USA,       
         700 km2,1400 m a.s.l.  

       since 2008

One in each hemisphere: 
different skies observed! 

Auger

TA

Total

Auger exposure:  
50000 km2 sr yr  

~ 10 times larger than TA



Telescope Array Project
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Middle Drum FD

Black Rock FD 

Long Ridge FD 12 telescopes

14 telescopes Utah, USA,  
700 km2

3 m2 scintillator 
(SD)

507 scintillators (1.2 km grid) 
38 telescopes in 3 buildings  

atmospheric monitoring 

Electron Light Source 
(ELS):  40 MeV

TA Low Energy (TALE): 
10 FD (field of view 31-59º)

+ dense array of 103 scintillators



The Pierre Auger Observatory
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Los Leones

Los Morados

Loma Amarilla Water Cherenkov 
Detector (SD)

CLF, Lidar, IR camera

1600 SD on 1.5 km grid 

27 telescopes in 5 buildings 


atmospheric monitoring systems Malargue, Argentina 

3000 km2

Coiheuco

HEAT+infill (750 m) 



Vulcano Workshop, 22-28 May 2016   A.Castellina 4

Shower Observables in a hybrid detector

14

The hybrid concept

‣ calibration of the SD energy estimator   
‣ complementary EAS observables

An Auger event 

as example

The SD large exposure and the calorimetric 
(model-independent) FD energy 



Auger

TA SD / 1.27,  log10(E/eV)

TA

line at 45º
not a fit

15

SD energy calibrated using a 
sub-set of hybrid events having  
SD and FD independent 
reconstructions

Energy calibration with hybrids

Auger [%] TA [%] 
Atmosphere 3.4-6.2 11

Detector calib. 9 10
Reconstruction 6.5 - 5.6 9

Stability of E scale 5 - 
Invisible energy 3 - 1.5 5

Fluorescence Yield 3.6 11
Total 14 21

SD energy calibrations

Energy calibrations to FD energies for all three SD measurements
(energy estimators Ŝ)

Calibration functions:
E = A · ŜB

SD 1500 m:
A = (0.190 ± 0.005)EeV
B = 1.025 ± 0.007
SD inclined:
A = (5.61 ± 0.1)EeV
B = 0.985 ± 0.02
SD 750 m:
A = (12.1 ± 0.7)PeV
B = 1.03 ± 0.02

8 / 15
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Auger 2013 preliminary

Auger energy spectrum

15

E = A · ŜB

1018 eV 1019 eV

FD energy resolution 7 % 8 %

SD energy resolution 17 % 12 %

Systematic uncertainty on the energy scale:
14%   (before update: 22%)

Dienstag, 27. August 13

I. 
Va

lin
o 

fo
r t

he
 A

ug
er

 C
ol

l.,
 IC

RC
 2

01
5

D
. I

va
no

v 
fo

r t
he

 T
A

 C
ol

l. 
IC

RC
 2

01
5



Energy spectrum 

Mass Composition 

Hadronic physics  

Cosmogenic photons and neutrinos  

Anisotropy (see next talk) 
16
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Energy spectrum above 1018 eV
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Syst. on energy scale:   
14% for Auger, 21% for TA 

Ankle

SD data: (10 yr, 50000 km2 sr yr)

TA (SD data: 7 yr, 3200 km2 sr yr)
Auger (SD data: 10 yr, 50.000 km2 sr yr)

Auger 

TA 

Auger Telescope Array
Eankle [EeV] 4.82 ± 0.07 ± 0.8 5.2 ± 0.2
E1/2    [EeV] 42.1 ± 1.7 ± 7.6 60 ± 7
γ1 (E < Eankle) 3.29 ± 0.02 ± 0.05 3.226 ± 0.007
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Energy dependent normalization
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Energy Spectrum working group 13 / 24

I. Maris, for the Pierre Auger and Telescope 
Array Collaborations, UHECR 2014
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Syst. on energy scale:   
14% for Auger, 21% for TA 

Ankle

SD data: (10 yr, 50000 km2 sr yr)

TA (SD data: 7 yr, 3200 km2 sr yr)
Auger (SD data: 10 yr, 50.000 km2 sr yr)

‣  Ankle position in good agreement                       

‣  Flux suppression at different 
energies (different skies?)

Auger 

Energy spectrum: a comparison

TA 



Energy dependent normalization
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Declination dependence of TA 
spectrum

• Auger and TA 
sensitive to 
different parts of 
the sky
• TA: delta > -16o 

(zenith angle < 55)
• Auger: delta < 26o

• Hint for the 
declination 
dependence in TA 
data (~3σ)

19

Syst. on energy scale:   
14% for Auger, 21% for TA 

Ankle
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SD data: (10 yr, 50000 km2 sr yr)Auger (SD data: 10 yr, 50.000 km2 sr yr)
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‣  Ankle position in good agreement                       

‣  Flux suppression at different 
energies (different skies?)

Are Northern and Southern skies 
different?

declination bands

Auger 

TA 

Auger 

TA

TA (SD data: 7 yr, 3200 km2 sr yr)



Energy spectrum 

Mass Composition 

Hadronic physics  

Cosmogenic photons and neutrinos  

Anisotropy
20



Longitudinal Shower Profile

21

Shower profiles for varying primaries 
(or hadronic models) differs in 

<Xmax> and its dispersion
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The Pierre Auger Observatory The Fluorescence Detector / FD

FD �! Longitudinal profile
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Longitudinal Profile
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Longitudinal Profile

]2Depth   [g/cm

300 400 500 600 700 800 900 1000

]
2

E
n

e
rg

y
 d

e
p

o
s

it
  

[P
e

V
/g

/c
m

0

2

4

6

8

10

12

14

16

18

20

Auger event

Iron

Height a.s.l.   (m)

60008000100001200014000

E � 10

19 eV

Ralf Ulrich (ralf.ulrich@kit.edu) Investigation of Hadronic Interactions at Ultra-High Energies with the Pierre Auger Observatory 8

karim.louedec@lal.in2p3.fr (LAL) The Pierre Auger Observatory MIPEGE Seminar 18 / 39
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Mass composition from the first 
two momenta of Xmax distribution 



Mass composition from Xmax distribution
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Data:  Longitudinal profile fit by a Gaisser-Hillas function 
Uncertainties on Xmax measurements < 20 g/cm2 (depending on the energy 
and specific FD performance) 
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Figure 2.27: Principle of the Xmax-distribution decomposition method. The Xmax-distribution results
from the convolution of the distributions of X1 and DX1, where DX1 = Xmax � X1.

kX = Lobs/lp�air. The found dependence of kX on a changing multiplicity as well as cross sec-
tion has never been taken into account by any air shower based cross section measurement.

Xmax-RMS method. For a short time it was believed that the proton-air cross section can be
obtained just from the measurement of Xmax-fluctuations [115, 116]. In fact, the fluctuations
are depending on the cross section, but nowadays it is well known that the RMS of the Xmax-
distribution does mostly reflect the primary composition of cosmic rays. As a matter of fact,
it is the best handle we currently have to learn about the primary mass composition. Only
the extremely doubtful assumption of a pure proton cosmic ray composition may allow a
measurement of the cross section this way.

Unfolding of the Xmax-distribution. A real improvement of the cross section measure-
ment techniques was proposed by taking the air shower fluctuations more explicity into
account [109]. This allows us to use not only the slope but more of the shape of the Xmax-
distribution, by at the same time restricting the analysis to a range in Xmax, where the pos-
sible contribution from primaries other than protons is minimal. The ansatz unfolds the
measured Xmax-distribution (2.14), by using a given DX1-distribution to retrieve the original
X1-distribution (see Figure 2.27). The HiRes Collaboration claimed model independence of
the used DX1-distribution, leading to a model independent result for the cross section.

Indeed, this would have been a major step forward, since all the previous techniques
are heavily depending on air shower Monte Carlo simulations and are therefore implicitly
model dependent. Of course also the DX1-distribution can not be accessed by observations,
but has to be inferred entirely from simulations. Recently this triggered a discussion about
the general shape and model dependence of the DX1-distribution [117]. Ultimately this in-
troduces a comparable amount of model dependence, as in the k-factor techniques (see Fig-
ure 2.28, left). This is a natural consequence of the fact that all air shower based analysis
techniques are based on expression (2.14) in one or the other way.

Figure 2.28 (left) visualizes the dependence of the DX1-distribution on hadronic inter-
action models. The DX1-distribution, which mostly reflects the shower startup phase, is
strongly depending on the parameters of the hadronic interaction models, like the cross

33

I first interaction hX1i: �p

I shower development: h�X i: _ ln E
I hXmaxip ⇠ �p + D ln E

I superposition model: nucleus (E , A) ⌘ A nucleons (E/A, 1)
I hXmaxiA ⇠ �p + D ln(E/A)

E : primary energy, �p : proton interaction length, D: elongation rate, A: mass number
[8 of 43]

Elongation rate: 
 D ~ 60 g/cm2/energy decade



Mass composition from Xmax 
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Change in composition and 
break point at E ~1018.3 eV

. . . merged together
Moments from flat acceptance data + exponential tails (⇤⌘) correction

(with Proton and Iron pure composition for EPOS-LHC, Sybill2.1, QGSJetII-04)
Data Set Analysis method Systematic Uncertainties Results Conclusions Backups
A. Porcelli for Pierre Auger | Xmax above 1017 eV with the FD of the Pierre Auger Observatory (CR-EX 1176 – PoS 420) 31.07.2015 9/11

Syst. ~ 10 g/cm2
A. Porcelli for the Auger Coll., ICRC 2015

Pierre Auger Observatory

O. Deligny for the Auger Coll. , 
parallel session

   Proton dominant composition

Telescope Array

TA, PRELIMINARYC. Jui for the TA Coll., parallel session
J. Beltz for the TA Coll., ICRC 2015

Similar conclusions from  <Xmax> and  σ(Xmax)
Flux suppression region not covered by FD measurements 



Are Auger and TA results in tension?

Result
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average difference: h�i = (2.9 ± 2.7 (stat.) ± 18 (syst.)) g/cm2
11

M. Unger et al. for the Pierre Auger and Telescope Array Collaborations, ICRC 2015
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1) Construct a model of Xmax distribution describing the Auger data  

2) Simulate and reconstruct the “Auger-mix” with TA analysis chain

TA uncertainties too large  
to distinguish between  
Auger-mix and light composition

Auger & TA joint work



Are the moments of the Xmax 
distribution enough? 

Same Xmax and σ(Xmax) but different mixtures 
fit the Xmax distribution with a N-components model 

25



Inferring the fraction of chemical components

The Pierre Auger Coll., Phys. Rev. D 90, 122006 (2014)
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OBSERVATORY

Fit of the Xmax distribution with simulation templates (N-components)
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Proton-air cross-section
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Cosmic Rays: air showers from low to high energies Valerio Verzi

measurements are limited by the maximum momentum (350 GeV) of the secondary beams of the
SPS. As discussed in [74], a big step forward in the understanding of the extensive air showers
could be done by realizing a fixed target experiment that uses the beam of the LHC collider.

Measurements like the ones of Auger have triggered a new line of research in which the data
from cosmic ray experiments are used to constrain the hadronic models. For example, a new
analysis strategy to find an optimal global description of the underlying physics using accelerator
and ultra-high energy cosmic ray data has been discussed in [75].

Interesting is also the work presented in [76] in which the hadronic model implement in EPOS
is modified in order to describe consistently all Auger mass composition measurements. The prob-
lem of EPOS is that it predicts too large values of the depth at which the maximum number of
muons are produced. The prediction for iron is larger than the one measured by Auger [68]. That
would imply a mass composition with elements heavier than iron. It has been shown that this
inconsistency can be eliminated by reducing the elasticity in pion-air interactions by only 10%.

Other experiments have presented measurements relevant for the understanding of the hadronic
interaction models. The IceCube collaboration has shown that the muon density at 600 m measured
with IceTop is in good agreement with the predictions of Sybill [77]. KASCADE-Grande finds an
inconsistency between data and models in the muon attenuation length [78]. Further tests could be
done using measurements of the rate of high muon multiplicity events by ALICE at CERN [79].

Figure 16: Measurement of the proton-air collision cross section from Auger [80] (red) and TA [81] (black).

Auger and TA have presented their new measurements of the proton-air collision cross section
using the data of the fluorescence telescopes [80, 81]. The two collaborations use different analysis
methods but the underlying information is the same: the attenuation length of proton air showers
derived from the Xmax distribution is an observable that is strictly correlated with the cross-section
of inelastic proton-air collisions. The measured cross-sections are shown in Figure 16. In order
to reduce possible biases arising from a contamination of nuclei heavier than protons, the Auger
measurements are limited to energies below 1018.5 eV.

Other analyses that use the measurements of the fluorescence telescopes to test the models have
been developed by Auger [82] and TA [83]. In fact, the average shape of the longitudinal profiles
is to some extent sensitive to the inelasticity and multiplicity in the early part of the shower. These

15

‣ Select proton-like events 
‣ Fit the tail of the Xmax distribution 

‣ Convert Λ𝜂 to σp-air using MC simulations

R. Abassi for the Telescope Array Collab., ICRC 2015 
R. Ulrich, for the Pierre Auger Collab., ICRC 2015

Main systematics source: 

‣ helium contamination



 Muon deficit in simulations from 30% to 80%  at 1019 eV
29

Using the signal in the Auger SD 

Confirmed with an independent 
analysis ( θ < 60º) 

Test of air-shower models at UHE
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Laura Collica - Measurement of the muon content in air showers at the Pierre Auger Observatory 5

The measured muon scale factor N19 with respect to muon reference 
density profiles is converted to

Analysis details:

➤ data set: 01/2004 - 12/2013
➤  E > 4 x 1018 eV (100% SD trigger)
➤  zenith angles [62°, 80°] (low EM contamination)
➤ 174 hybrid events after quality cuts
➤ systematic uncertainty on Rμ: 11%

reference function 
ρμ,19 (θ,ϕ,x,y)

p QGSJetII-03
E = 1019 eV
θ = 80°
Φ = 0°

hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.

MUONS IN AIR SHOWERS AT THE PIERRE AUGER … PHYSICAL REVIEW D 91, 032003 (2015)

032003-9

Iron

Proton
MixEPOS LHC

QGSJet II-04

QGSJet II-03

QGSJet I

Auger data

   0.0  0.2  0.4 0.6 0.8 

Proton

Iron

Muonstudieswithinclinedhybridevents(62�-80�)

event201114505353,✓=75.6�,E=15.5EeV

[5of22]

The Pierre Auger Collaboration,  
Phys. Rev. D 91, 032003 (2015)

Inclined event 
(60 < θ < 80) 
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Cosmogenic neutrinos… 
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Conclusions
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→ 01/01/04–15/05/13 
    4 photon candidates above 10 EeV
→ strictest limits in the range E > 1 EeV
→ top-down model strongly disfavoured
→ preliminary U.L. above 10 EeV start constraining 
    the most optimistic models of cosmogenic photons 
    with p primaries injected at the source 

 

→ 01/01/04–20/06/13 no n candidate

→ search not limited by background 
→ limit below the WB bound
→ top-down (exotic) models strongly constrained
→ cosmogenic model with pure p composition 
    at the source and strong FRII evolution disfavoured

n

g
✓ Waxman-Bahcall landmark reached 
✓cosmogenic model with pure p composition 
at the source and strong evolution disfavored 

The Pierre Auger Collaboration, PRD 91 (2015)



Cosmogenic neutrinos… 
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→ 01/01/04–15/05/13 
    4 photon candidates above 10 EeV
→ strictest limits in the range E > 1 EeV
→ top-down model strongly disfavoured
→ preliminary U.L. above 10 EeV start constraining 
    the most optimistic models of cosmogenic photons 
    with p primaries injected at the source 

 

→ 01/01/04–20/06/13 no n candidate

→ search not limited by background 
→ limit below the WB bound
→ top-down (exotic) models strongly constrained
→ cosmogenic model with pure p composition 
    at the source and strong FRII evolution disfavoured

n

g
✓ Waxman-Bahcall landmark reached 
✓cosmogenic model with pure p composition 
at the source and strong evolution disfavored 

The IceCube Collaboration, 
arXiv:1607.05886 

A proton dominant composition 
scenario is disfavored if sources 
of UHECRs have an evolution 
stronger than SFR (for zmax = 2)

The Pierre Auger Collaboration, PRD 91 (2015)



… and photons 

UHE photons observed from EAS development (deep Xmax,  shower particles content)

33

17

Upper limits to the integrated photon flux

Feldman-Cousins limit 
to the number of photons

E-2 spectrum-weighted

average exposure for E
g 
> E

0

 

Fγ (Eγ>E0)=
N γ

⟨ℇ⟩

E
0
 

[EeV]

 ·ꜫÒ
[km2 sr yr]

Fg  (95% CL)

[km-2 yr-1 sr-1]

10 5200  1.9 x 10-3

20 6800  1.0 x 10-3

40 6300  4.9 x 10-4

✓ top-down models disfavored 
✓ GZK flux region within reach
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The Pierre Auger Collaboration, ApJ, 804 , 15, (2015)  
J. Aublin for the Auger Coll., ICRC 2015

Largest excess: pre-trial 4.3 σ, 
69% post-trial probability) 
  
Ethr > 54 EeV, ψ = 12º, 
Nobs = 14 / Nbg = 3.23

No significant deviation from isotropy at small angular scale.  
Maximum significance at intermediate angular scales. 

Cen A

Pierre Auger Observatory

K.Kawata for the Telescope Array Collab., ICRC 2015 

Telescope Array

Max significance: 5.1σ (pre-trial) 
post-trial: 3.4 σ  
Ethr > 57 EeV, ψ = 20º 

(Nobs = 24, Nbg=6.88)

 Anisotropy at UHE (E ≳ 55 EeV)

equatorial coordinates

galactic coordinates



Major results obtained and 
new questions opened
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Figure 13: Energy evolution of the first two central moments of the Xmax distribution compared to air-shower
simulations for proton and iron primaries [80, 81, 95–98].

E [eV]

1018 1019

hln
A
i

0

1

2

3

4
Sibyll 2.1

data ± sstat
± ssys

1018 1019
V
(l

n
A
)

-2

-1

0

1

2

3

4
E [eV]

1018 1019

0

1

2

3

4

Epos LHC

E [eV]
1018 1019

-2

-1

0

1

2

3

4

E [eV]

1018 1019

0

1

2

3

4

QGSJetII 04
Fe

N

He

p

1018 1019

-2

-1

0

1

2

3

4

Figure 14: Average of the logarithmic mass and its variance estimated from data using di↵erent interaction models.
The non-physical region of negative variance is indicated as the gray dashed region.

no
 c

o
m

po
s.
 d

at
a 

What have we learnt? 

18

Conclusions
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→ 01/01/04–15/05/13 
    4 photon candidates above 10 EeV
→ strictest limits in the range E > 1 EeV
→ top-down model strongly disfavoured
→ preliminary U.L. above 10 EeV start constraining 
    the most optimistic models of cosmogenic photons 
    with p primaries injected at the source 

 

→ 01/01/04–20/06/13 no n candidate

→ search not limited by background 
→ limit below the WB bound
→ top-down (exotic) models strongly constrained
→ cosmogenic model with pure p composition 
    at the source and strong FRII evolution disfavoured
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Muons in highly inclined events 

The number of muons per unit area at the ground level has a shape 
which is almost independent of energy, composition or hadronic model
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Laura Collica - Measurement of the muon content in air showers at the Pierre Auger Observatory 5

The measured muon scale factor N19 with respect to muon reference 
density profiles is converted to

Analysis details:

➤ data set: 01/2004 - 12/2013
➤  E > 4 x 1018 eV (100% SD trigger)
➤  zenith angles [62°, 80°] (low EM contamination)
➤ 174 hybrid events after quality cuts
➤ systematic uncertainty on Rμ: 11%

reference function 
ρμ,19 (θ,ϕ,x,y)

p QGSJetII-03
E = 1019 eV
θ = 80°
Φ = 0°

neutrino and photon limits  
constrain source properties

TA 

Auger



More answers in the short term?
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Outline

2014/10/13 H. Sagawa@UHECR2014 3

Telescope Array (TA)

Recent TA results
5- or 6- year data

TA×4
extension

‣ Hot-spot at > 5 σ 
‣ Statistics for mass composition 

and energy spectrum at highest 
energies

TA extension to ~ 3000 km2

The Pierre Auger Observatory Upgrade

Preliminary Design Report

April 20, 2015

Organization: Pierre Auger Collaboration

OBSERVATORY

Observatorio Pierre Auger,
Av. San Martı́n Norte 304,
5613 Malargüe, Argentina

Scintillator, 
3.8 m2, 1 cm thick SDE 

Water Cherenkov 
Station

AugerPrime
‣Muon content and mass composition 
‣ Origin of the flux suppression 
‣ Search proton flux                                    

(test astronomy for future detectors) 
‣ Hadronic models and EAS physics



Summary and Outlook

39

‣  Current detectors have lead to high-quality observations  

‣Unexpected results and new questions in astrophysics and 
particle physics  

‣  Lack of statistics, air-shower dependence the major challenges 
for extragalactic cosmic rays 

‣  Upgrades of the current experiments decisive in the next 
few years  

‣Multi-messenger approach needed for a coherent picture 

‣  New techniques and ambitious projects to follow in the future
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FD relies on the propagation, 
absorption and scattering of 
the light in atmosphere

Examples for Auger, similar systems for Telescope Array

Several devices for cloud 
and aerosol content

balloons

Lidar IR cloud 
camera

Measurements!(2)!
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Combined fit: spectrum and mass composition

Combined fit of Pierre Auger spectrum and composition data Armando di Matteo
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Figure 1: Left:
p

D�Dmin where D is the profile deviance as a function of (g,Rcut) and Dmin is the best-fit
deviance. Each coloured area corresponds to 1s , 2s , ... confidence intervals. The inset shows the values of
D along the dotted curve. Right: best-fit and second local minimum parameters for model SPG.
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Figure 2: Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s atmo-
sphere with the best-fit parameters (left) and the local minimum at g ⇡ 2 (right) for model SPG, along with
Auger data points [10]. Partial spectra are grouped according to the mass number as follows: A = 1 (red),
2  A  4 (grey), 5  A  26 (green), 27  A (blue), total (brown). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model predic-
tions in the two scenarios (brown), pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue). Only the energy
range where the brown lines are solid is included in the fit.

of this on our results, we repeated the fit described in the previous section for each of the various
propagation models listed in Table 1. The results are shown in Table 2.

From Fig. 3, it can be seen that the relationship between g and Rcut and the position of the
second local minimum are very similar from one model to another, but the position of the best fit
within the ‘valley’ and the height of the ‘ridge’ between the two local minima are strongly model-
dependent. Furthermore, propagation models with lower photodisintegration rates3 tend to result
in better fits to the Auger data, except at very low values of g and Rcut.

3The Domínguez EBL model has a stronger far infrared peak than the Gilmore model, and TALYS predicts sizeable
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Figure 2: Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s atmo-
sphere with the best-fit parameters (left) and the local minimum at g ⇡ 2 (right) for model SPG, along with
Auger data points [10]. Partial spectra are grouped according to the mass number as follows: A = 1 (red),
2  A  4 (grey), 5  A  26 (green), 27  A (blue), total (brown). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model predic-
tions in the two scenarios (brown), pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue). Only the energy
range where the brown lines are solid is included in the fit.

of this on our results, we repeated the fit described in the previous section for each of the various
propagation models listed in Table 1. The results are shown in Table 2.

From Fig. 3, it can be seen that the relationship between g and Rcut and the position of the
second local minimum are very similar from one model to another, but the position of the best fit
within the ‘valley’ and the height of the ‘ridge’ between the two local minima are strongly model-
dependent. Furthermore, propagation models with lower photodisintegration rates3 tend to result
in better fits to the Auger data, except at very low values of g and Rcut.

3The Domínguez EBL model has a stronger far infrared peak than the Gilmore model, and TALYS predicts sizeable
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Figure 2: Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s atmo-
sphere with the best-fit parameters (left) and the local minimum at g ⇡ 2 (right) for model SPG, along with
Auger data points [10]. Partial spectra are grouped according to the mass number as follows: A = 1 (red),
2  A  4 (grey), 5  A  26 (green), 27  A (blue), total (brown). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model predic-
tions in the two scenarios (brown), pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue). Only the energy
range where the brown lines are solid is included in the fit.

of this on our results, we repeated the fit described in the previous section for each of the various
propagation models listed in Table 1. The results are shown in Table 2.

From Fig. 3, it can be seen that the relationship between g and Rcut and the position of the
second local minimum are very similar from one model to another, but the position of the best fit
within the ‘valley’ and the height of the ‘ridge’ between the two local minima are strongly model-
dependent. Furthermore, propagation models with lower photodisintegration rates3 tend to result
in better fits to the Auger data, except at very low values of g and Rcut.

3The Domínguez EBL model has a stronger far infrared peak than the Gilmore model, and TALYS predicts sizeable
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A = 1 

2 ≤ A ≤ 4 
5 ≤ A ≤ 22 

27 ≤ A ≤ 56 

Total

Best fit with very hard spectra (γ ≤ 1)
Prevailing intermediate mass at the source

Model: identical sources (uniformly distributed) 
              accelerating  p, He, N, Fe 

fit parameters: injection flux, spectral index, 
                            energy cut off, mass fractions
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Auger ICRC2015

best fit: 

p-
va

lu
e

Telescope Array ICRC2015

Astrophysical interpretation of the results
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best fit:   

Combined fit of spectrum 
and mass composition

Fit of the mass assuming 
pure proton at source

spectral index γ spectral index γ

γ

so
ur

ce
 e

vo
lu

tio
n 
m

Pierre Auger Observatory, 
ICRC 2015



Mass composition measurements (Auger)
. . . merged together

Moments from flat acceptance data + exponential tails (⇤⌘) correction

(with Proton and Iron pure composition for EPOS-LHC, Sybill2.1, QGSJetII-04)
Data Set Analysis method Systematic Uncertainties Results Conclusions Backups
A. Porcelli for Pierre Auger | Xmax above 1017 eV with the FD of the Pierre Auger Observatory (CR-EX 1176 – PoS 420) 31.07.2015 9/11

Average Xmax std. deviation of Xmax

Break-point @ E ~1018.3 eV: Mass composition from intermediate to light 
primaries at low energy and to intermediate/heavy at high energy

Depth of shower maximum (Xmax) proportional to the lnA.  
Mass inferred from the first two moments of the Xmax distribution

The Pierre Auger Coll., Phys. Rev. D 90, 122005 (2014)  
A. Porcelli for the Pierre Auger Coll., ICRC 201544



Detection of UHE neutrino
ν selected as inclined showers with large em component (time spread of SD signals) 

ν identification applied “blindly” 

to data: 01/2004 - 12/2012


No candidates found! 
ντ flavor 
Earth-Skimming (90º, 95º) 
contrib. to total evt rate 73% 

‣ up-going (Earth-Skimming)

all ν flavor 

Low zenith (65º,75º) 
contrib. to total evt rate: 23% 
High zenith (75º,90º):  
contrib. to total evt rate: 4%

‣  down-going 

old shower young shower
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Hybrid events: proton

photon

Xmax‣ Ethr: 1, 2, 3, 5, 10 EeV  
‣ Zenith: 0 - 60º 
‣ Fisher analysis combining SD and FD information 
‣ a-priori cut at 50% photon efficiency, > 99% bkg 

rejection(depending on energy) 
‣ FD duty cycle of ~ 10-15%  

‣ 6, 0, 0, 0, 0 candidates (compatible with bkg) M.S. for the Pierre Auger Coll, ICRC 2011

SD & FD observables 
combined

46

SD events: Radius of Curvature and Rise time of the signal in the SD 

The Pierre Auger Coll., Astrop. Phys. 29 (2008) 243

Radius of 
curvature Risetime 

@ 1000 m

2 SD observables combined 
in a multivariate analysis

• Ethr: 10, 20, 40 EeV  
• Zenith: 30 - 60º  

(full efficiency range) 
• Principal component analysis 
• “a-priori” cut at 50% of photon  

selection efficiency 
‣ no candidates found

Search for photons with Auger



‣ Muon deficit from 30% to 80% 
@ 1019 eV depending on models

Muonstudieswithinclinedhybridevents(62�-80�)

event201114505353,✓=75.6�,E=15.5EeV

[5of22]

The Pierre Auger Collaboration,  
Phys. Rev. D 91, 032003 (2015)
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174 Auger hybrid events

−1 0 1
(Rµ − ⟨Rµ⟩)/⟨Rµ⟩

0

15

30

45

ev
en

ts

stdev 0.20 ± 0.01

Muons in highly inclined events 

The number of muons per unit area at the ground level has a shape 
which is almost independent of energy, composition or hadronic model
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Laura Collica - Measurement of the muon content in air showers at the Pierre Auger Observatory 5

The measured muon scale factor N19 with respect to muon reference 
density profiles is converted to

Analysis details:

➤ data set: 01/2004 - 12/2013
➤  E > 4 x 1018 eV (100% SD trigger)
➤  zenith angles [62°, 80°] (low EM contamination)
➤ 174 hybrid events after quality cuts
➤ systematic uncertainty on Rμ: 11%

reference function 
ρμ,19 (θ,ϕ,x,y)

p QGSJetII-03
E = 1019 eV
θ = 80°
Φ = 0°
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PACS numbers: Pierre Auger Observatory, ultrahigh energy cosmic rays, muons, hadronic interactions

INTRODUCTION

For many years there have been hints that the num-
ber of muons in ultrahigh energy cosmic ray (UHECR)
air showers is larger than predicted by hadronic interac-
tion models, e.g., [1]. Most recently, the Pierre Auger
Observatory [2] compared the muon number in highly-
inclined events to predictions using the two leading LHC-
tuned hadronic event generators (HEGs) for air showers,
QGSJET-II-04 [3, 4] and EPOS-LHC [5, 6]. The ob-
served number of muons for 1019 eV primaries was found
[7] to be 30-80% higher than the models predict assum-
ing the primary composition inferred from the depth-of-
shower-maximum distribution for each given model [8, 9],
but the significance of the inferred muon excess is limited
due to the uncertainty in the absolute energy calibration.

For a given primary energy and mass, the number of
muons is sensitive to hadronic interactions. Typically
about 25% of the final state energy in each hadronic in-
teraction is carried by ⇡0’s, which immediately decay to
two photons and thus divert energy from the hadronic
cascade, which is the main source of muons, to the elec-
tromagnetic (EM) cascade. The hadronic cascade termi-
nates when the energy of charged pions drops low enough
that they decay before interacting, O(100 GeV). If the
average fraction of EM energy per interaction were in-
creased or decreased, or there were more or fewer gen-
erations of hadronic interactions in the cascade (which
depends on the primary mass and properties of the fi-
nal states such as multiplicity), the muon ground signal
would be lower or higher. Therefore, a significant dis-
crepancy between observed and predicted muon ground
signal would indicate that the description of hadronic in-
teractions is inaccurate, assuming that the composition
can be properly understood.

There has been excellent recent progress in compo-
sition determination [8–10], which provides a valuable
“prior” for modeling individual showers. Here we comple-
ment that progress with a new, more powerful approach
to the muon analysis which removes the sensitivity to
the absolute energy calibration. It is applicable to the
entire dataset of hybrid events: those events whose lon-
gitudinal profile (LP) is measured by the Pierre Auger
Observatory’s fluorescence detector (FD) [2, 11] at the
same time the ground signal is measured with its surface
detector (SD) [2, 12].

The ground signal of an individual shower of a CR of
given energy and mass, depends primarily on the zenith
angle and the depth-of-shower-maximum, X

max

, because
together these determine the path-length and thus atten-
uation of the electromagnetic and muonic components
at ground [13]. In order to most simply characterize a
possible discrepancy between the predicted and observed
properties of the air shower, we introduce an energy
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of sec✓.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
�2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
X

FADC bin i

(xi+1

� xi)� �� �
jump

I {xi+1

� xi > 0.1} (1)

was extracted from each FADC signal, where xi is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
� = (Nµ + 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict � and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (Nµ = N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, �, �, �) =

exp

�
� + � log

r

1000m
+ � log

� r

1000m

�
2

� (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and �, �, and � are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, �, �, and �, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18

FIG. 1. Top: The measured longitudinal profile of an illus-
trative air shower with its matching simulated showers, using
QGSJET-II-04 for proton (red solid) and iron (blue dashed)
primaries. Bottom: The observed and simulated ground sig-
nals for the same event (p: red squares, dashed-line, Fe: blue
triangles, dot-dash line) in units of vertical equivalent muons;
curves are the lateral distribution function (LDF) fit to the
signal.

rescaling parameter, RE , to allow for a possible shift in
the FD energy calibration, and a multiplicative rescaling
of the hadronic component of the shower by a factor R

had

.
RE rescales the total ground signal of the event approxi-
mately uniformly, while R

had

rescales only the contribu-
tion to the ground signal of inherently hadronic origin,
which consists mostly of muons. Because the EM com-
ponent of the shower is more strongly attenuated in the
atmosphere than the muonic component, and the path
length in the atmosphere varies as a function of zenith
angle, RE and R

had

can be separately determined by fit-
ting a su�ciently large sample of events covering a range
of zenith angles.

In this analysis we test the consistency of the observed
and predicted ground signal event-by-event, for a large
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FIG. 4. Best-fit values of RE and R
had

for QGSJET-II-04 and
EPOS-LHC, for pure proton (solid circle/square) and mixed
composition (open circle/square). The ellipses and grey boxes
show the 1-� statistical and systematic uncertainties.

the analysis by shifting the reconstructed central val-
ues by their one-sigma systematic uncertainties. Fig. 4
shows the one-sigma statistical uncertainty ellipses in the
RE�R

had

plane; the outer boundaries of propagating the
systematic errors are shown by the grey rectangles.

The values of R
had

needed in the models are compara-
ble to the corresponding muon excess detected in highly-
inclined air showers [7], as is expected because at high
zenith angle the non-hadronic contribution to the sig-
nal (shown with red curves in Fig. 3) is much smaller
than the hadronic contribution. However the two anal-
yses are not equivalent because a muon excess in an
inclined air shower is indistinguishable from an energy
rescaling, whereas in the present analysis the systematic
uncertainty of the overall energy calibration enters only
as a higher-order e↵ect. Thus the significance of the
discrepancy between data and model prediction is now
more compelling, growing from 1.38 (1.77) sigma to 2.1
(2.9) sigma respectively for EPOS-LHC (QGSjet II-04),
adding statistical and systematic errors from Fig. 6 of
[7] and Table I, in quadrature.

The signal deficit is smallest (the best-fit R
had

is the
closest to unity) with EPOS-LHC and mixed composi-
tion. This is because, for a given mass, the muon signal
is ⇡ 15% larger for EPOS-LHC than QGSJET-II-04 [28],
and in addition the mean primary mass is larger when the
X

max

data is interpreted with EPOS than with QGSJET-
II [9].

Within the event ensemble used in this study, there
is no evidence of a larger event-to-event variance in the
ground signal for fixed X

max

than predicted by the cur-
rent models. This means that the muon shortfall cannot
be attributed to an exotic phenomenon producing a very
large muon signal in only a fraction of events, such as
could be the case if micro-black holes were being pro-
duced at a much-larger-than-expected rate [29, 30].

SUMMARY

We have introduced a new method to study hadronic
interactions at ultrahigh energies, which minimizes re-
liance on the absolute energy determination and improves
precision by exploiting the information in individual hy-
brid events. We applied it to hybrid showers of the Pierre
Auger Observatory with energies 6-16 EeV (E

CM

= 110
to 170 TeV) and zenith angle 0�60�, to quantify the dis-
parity between state-of-the-art hadronic interaction mod-
eling and observed UHECR atmospheric air showers. We
considered the simplest possible characterization of the
model discrepancies, namely an overall rescaling of the
hadronic shower, R

had

, and we allow for a possible over-
all energy calibration rescaling, RE .

No energy rescaling is needed: RE = 1.00 ± 0.10 for
the mixed composition fit with EPOS-LHC, and RE =
1.00± 0.14 for QGSJet II-04, adding systematic and sta-
tistical errors in quadrature. This uncertainty on RE is
of the same order of magnitude as the 14% systematic
uncertainty of the energy calibration [15].

We find, however, that the observed hadronic signal
in these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The
best case, EPOS-LHC with mixed composition, requires
a hadronic rescaling of R

had

= 1.33±0.16 (statistical and
systematic uncertainties combined in quadrature), while
for QGSJet II-04, R

had

= 1.61 ± 0.21.
It is not yet known whether this discrepancy can be ex-

plained by some incorrectly modeled features of hadron
collisions, possibly even at low energy, or may be indica-
tive of the onset of some new phenomenon in hadronic
interactions at ultrahigh energy. Proposals of the first
type include a higher level of production of baryons [28]
or vector mesons [31] (see [32] for a recent review of
the many constraints to be satisfied), while proposals for
possible new physics are discussed in [27, 30, 33]. Dis-
criminating between the various alternatives is one of the
major goals of AugerPrime, the anticipated upgrade of
the Pierre Auger Observatory, which will be used to mea-
sure the muon and EM components of the ground signal
separately.
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INTRODUCTION

For many years there have been hints that the num-
ber of muons in ultrahigh energy cosmic ray (UHECR)
air showers is larger than predicted by hadronic interac-
tion models, e.g., [1]. Most recently, the Pierre Auger
Observatory [2] compared the muon number in highly-
inclined events to predictions using the two leading LHC-
tuned hadronic event generators (HEGs) for air showers,
QGSJET-II-04 [3, 4] and EPOS-LHC [5, 6]. The ob-
served number of muons for 1019 eV primaries was found
[7] to be 30-80% higher than the models predict assum-
ing the primary composition inferred from the depth-of-
shower-maximum distribution for each given model [8, 9],
but the significance of the inferred muon excess is limited
due to the uncertainty in the absolute energy calibration.

For a given primary energy and mass, the number of
muons is sensitive to hadronic interactions. Typically
about 25% of the final state energy in each hadronic in-
teraction is carried by ⇡0’s, which immediately decay to
two photons and thus divert energy from the hadronic
cascade, which is the main source of muons, to the elec-
tromagnetic (EM) cascade. The hadronic cascade termi-
nates when the energy of charged pions drops low enough
that they decay before interacting, O(100 GeV). If the
average fraction of EM energy per interaction were in-
creased or decreased, or there were more or fewer gen-
erations of hadronic interactions in the cascade (which
depends on the primary mass and properties of the fi-
nal states such as multiplicity), the muon ground signal
would be lower or higher. Therefore, a significant dis-
crepancy between observed and predicted muon ground
signal would indicate that the description of hadronic in-
teractions is inaccurate, assuming that the composition
can be properly understood.

There has been excellent recent progress in compo-
sition determination [8–10], which provides a valuable
“prior” for modeling individual showers. Here we comple-
ment that progress with a new, more powerful approach
to the muon analysis which removes the sensitivity to
the absolute energy calibration. It is applicable to the
entire dataset of hybrid events: those events whose lon-
gitudinal profile (LP) is measured by the Pierre Auger
Observatory’s fluorescence detector (FD) [2, 11] at the
same time the ground signal is measured with its surface
detector (SD) [2, 12].

The ground signal of an individual shower of a CR of
given energy and mass, depends primarily on the zenith
angle and the depth-of-shower-maximum, X

max

, because
together these determine the path-length and thus atten-
uation of the electromagnetic and muonic components
at ground [13]. In order to most simply characterize a
possible discrepancy between the predicted and observed
properties of the air shower, we introduce an energy
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of sec✓.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
�2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
X

FADC bin i

(xi+1

� xi)� �� �
jump

I {xi+1

� xi > 0.1} (1)

was extracted from each FADC signal, where xi is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
� = (Nµ + 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict � and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (Nµ = N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, �, �, �) =

exp

�
� + � log

r

1000m
+ � log

� r

1000m

�
2

� (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and �, �, and � are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, �, �, and �, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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FIG. 1. Top: The measured longitudinal profile of an illus-
trative air shower with its matching simulated showers, using
QGSJET-II-04 for proton (red solid) and iron (blue dashed)
primaries. Bottom: The observed and simulated ground sig-
nals for the same event (p: red squares, dashed-line, Fe: blue
triangles, dot-dash line) in units of vertical equivalent muons;
curves are the lateral distribution function (LDF) fit to the
signal.

rescaling parameter, RE , to allow for a possible shift in
the FD energy calibration, and a multiplicative rescaling
of the hadronic component of the shower by a factor R

had

.
RE rescales the total ground signal of the event approxi-
mately uniformly, while R

had

rescales only the contribu-
tion to the ground signal of inherently hadronic origin,
which consists mostly of muons. Because the EM com-
ponent of the shower is more strongly attenuated in the
atmosphere than the muonic component, and the path
length in the atmosphere varies as a function of zenith
angle, RE and R

had

can be separately determined by fit-
ting a su�ciently large sample of events covering a range
of zenith angles.

In this analysis we test the consistency of the observed
and predicted ground signal event-by-event, for a large
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Ursa Major Cluster 
D = 20 Mpc

Largest excess (4.3 σ) 
Eth > 54 EeV, θ = 12º, (18ºfrom CenA)
Post-trial probability: 69%
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TALE: 10 telescope (field of view 31-59º)
+ dense array of 103 scintillators
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Radomír Šmída  – The Pierre Auger Observatory 9

Low-energy extensions – CRs below 3x1018 eV

Goals:
1. To test scenarios of a transition from Galactic to extragalactic sources
2. Direct comparison of results obtained by other cosmic-ray experiments
3. Site for testing new detectors (i.e. lower energy, higher event rate)

High Elevation Auger 
Telescopes (HEAT)

Infill area: 750 m spacing 
between SD stations

AMIGA – muon 
detectors underground 

(under construction)
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